Evaluation of Spatial Variation of Nonlinear Energy Transfer by Use of Turbulence Diagnostic Simulator*3)
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Turbulence Diagnostic Simulator is an assembly of simulation codes to clarify the formation mechanism of turbulent structures by numerical diagnostics in magnetically confined plasmas. Global simulations are carried out using a reduced MHD model of drift-interchange mode in helical plasmas, and time series data of 3-D fluctuation fields are produced. It includes localized modes in their rational surfaces, and broad modes spread in the radial direction. Magnitudes of nonlinear couplings from the convective derivative are evaluated in the nonlinear saturated states. The radial profile shows that there exist strong mode excitation near the center, various modes and nonlinear couplings with higher m modes in the middle radius, small number of propagating modes near the edge, which contribute to the pressure profile modification. For the detection of the different features, combination of several diagnostics is necessary.
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1. Introduction

It is important to clarify the role of turbulence on anomalous transport in toroidal plasmas [1]. Progress in experimental techniques enables to make quantitative estimation of turbulence transport with high resolution measurements of fluctuations [2]. Global simulations give long time series of three-dimensional turbulent fields, and analyses simulating experimental diagnostics on the fields can show how the characteristic feature is observed with consideration of physical mechanism and spatio-temporal resolution of the diagnostics [3]. This numerical diagnostic or synthetic analysis [4, 5] is useful for cross-validation between experiments and simulations. For that purpose, we have been developing Turbulence Diagnostic Simulator (TDS), which is the combination of fluid turbulence codes, measurement modules and analysis routines, to carry out numerical experiments of turbulent structural formation [6]. We have carried out analyses for a linear device, and clarified elementary processes by comparing with the experimental results [7, 8]. In this paper, drift-interchange modes with a simplified helical plasma model are analyzed, using the TDS. Nonlinear energy transfer rate is evaluated to show multiple interactions of excited modes in the case with radially-spread modes, and the way for detection of the characteristic mechanism is discussed.

2. Model

To provide turbulence data, a simulation code has been developed to calculate the drift-interchange turbulence in helical plasmas with a circular cross-section [3]. The set of model equations consists of charge conservation, parallel component of induction equation and sum of pressure evolution equations:

\[ \vec{v} \cdot \vec{j} = 0, \]  \( (1) \)

\[ \frac{\partial \vec{A}}{\partial t} + \vec{E}_\parallel = \vec{B} \cdot \vec{v} \times \vec{u}, \]

\[ \frac{\partial \vec{P}}{\partial t} + \sum_{\gamma=\lambda \lambda'} [(\vec{v}_\gamma \cdot \vec{v}_\gamma) \vec{P}_\gamma + \gamma \vec{P}_s \vec{v}_s \cdot \vec{v}_s] = 0, \]  \( (3) \)

where \( \vec{j} \) is the current, \( \vec{B} \) is the magnetic field, \( \vec{u} \) is the stream function, \( A \) and \( E_\parallel \) is the parallel component of the vector potential and electric field, respectively, and \( \gamma \) is the specific heat ratio. \( \vec{P}_\parallel \) and \( \vec{v}_\parallel \) are the pressure and velocity of each component, where \( s = \parallel \) and \( e \) corresponds to a quantity of ions and electrons, respectively and \( P \) is the sum of the pressure of ions and electrons. Here, \( \vec{v}_\parallel = \vec{v}_\parallel \times \vec{\zeta} = \vec{E} \times \vec{B}/B^2 - \vec{E} \times \vec{\zeta}/B_0 \) is assumed for simplicity, and \( \vec{v}_\parallel \) leads \( u = \Phi/B_0 \), where \( \vec{\zeta} \) denotes the unit vector in the toroidal direction and \( B_0 \) is the toroidal magnetic field of the leading order. Heat flux term is neglected in Eq. (3) for simplicity. The ordering and averaging method with the stellarator expansion [9] is applied to give a set of model equations for \( u, A \) and \( P \). Noted that orderings \( \vec{v}_e \parallel = O(\epsilon) \) and \( \vec{\nabla}_\parallel \vec{v}_e \parallel = O(\epsilon) \) are used.
to include the parallel dynamics of electrons, where $\varepsilon$ is the inverse aspect ratio. In that case, the flow can be compressible, so the third term in the left hand side of Eq. (3) is kept in the model. Currents

$$J_{\perp} = \left(n_i m_i \frac{d\vec{\xi}^i}{dt} + \nabla_i P\right) \times \frac{\vec{B}}{B^2},$$

(4)

which is given from one-fluid equation of motion

$$n_i m_i \frac{d\vec{v}^i}{dt} = -\vec{\nabla} P + J_{\perp} \times \vec{B},$$

(5)

and

$$J_{\parallel} = \sigma \vec{B},$$

(6)

are substituted into Eq. (1) to give

$$-n_i m_i \frac{d}{dt} \nabla_i^2 \mu = \vec{B} \cdot \vec{\nabla} \sigma + \frac{\vec{B}^2}{B^2} \times \vec{\nabla} P \cdot \vec{B},$$

(7)

where $\mu_0 \sigma = -\nabla_i^2 A / B_0$, $\mu_0$ is the permeability, $n_i$ and $m_i$ is the density and mass of ions, respectively. The parallel component of the electron equation of motion (Ohm’s law) with charge neutrality condition $n_i = n_e = N$

$$E_{\parallel} = \eta J_{\parallel} = -\nabla \cdot (u + P / NeB_0),$$

(8)

is substituted into Eq. (2) to give

$$\frac{\partial A}{\partial t} + \eta J_{\parallel} = \vec{B} \cdot \nabla \left( u + \frac{P}{NeB_0} \right),$$

(9)

where $\eta$ is the resistivity. Equation (3) is reduced to

$$-\gamma P + \nabla_{\parallel} A = 0.$$  

(10)

In the helical plasmas, the external helical magnetic field produces the short-wavelength variation comparable to the helical pitch length, but a tractable model can be obtained by averaging the variation for the analysis of instability. The averaging procedure [9] is applied on Eqs. (7), (9) and (10) to give the following set of model equations:

$$\frac{\partial \nabla_{\perp}^2 u}{\partial t} = \left[ u, \nabla_{\perp}^2 u \right] + \nabla_{\parallel} \nabla_{\perp}^2 A + [\Omega, P] + \mu \nabla_{\perp}^4 u, \quad (11)$$

$$\frac{\partial A}{\partial t} = \nabla_{\parallel} (u + \alpha P) + \eta \nabla_{\perp}^2 A, \quad (12)$$

$$\frac{\partial P}{\partial t} = [u, P] - C_1 (\alpha \nabla_{\parallel} \nabla_{\perp}^2 A + [\Omega, u]) + \chi \nabla_{\perp}^2 P + S, \quad (13)$$

where $\nabla_{\parallel} = \partial / \partial x^\parallel + [\ , \nabla]$, $\Psi = A - \Psi_0$, $\Psi_0 = -(1/2) \nabla \Phi \times \nabla \Phi$, $\Phi$ is the magnetic potential, $\alpha = V_{s}\zeta / (2\Omega_c \omega)\phi$, $C_1 = \gamma \beta a$, $\beta = P_0 / (B_0^2 / 2 \mu_0)$, $S$ is the pressure source, $V_s = B_0 / \sqrt{\mu_0 m_0}$ is the Alfvén velocity, $\Omega_c$ is the ion cyclotron frequency, $a$ is the minor radius, $\mu$ is viscosity, $\chi$ is thermal conductivity, $F$ is the average of $F$ over the helical pitch length, $\langle F \rangle$ is the integral of $F$ with respect to $\zeta$ whose integral constant is given by the condition $\langle \rangle = 0$, and $[ \ ]$ is the Poisson bracket. In this model, the helical magnetic field produced by the helical windings is given with $B_h = \nabla \Phi$. The total magnetic curvature $\Omega = 2 \cos \theta + \nabla \Phi$ is composed of the toroidal (1st term) and helical (2nd term) curvatures. The toroidal magnetic field is inversely proportional to the major radius, so the toroidal curvature can be approximated to be proportional to the minor radius $r$. The helical field has the order of $e^{1/2}$ in the stellarator expansion, so its square appears in this order. The following normalizations are used in the model equations: $u/ (e V_{\lambda} A) \rightarrow u$, $A/ (e a B_0) \rightarrow A$, $P/ (e B_0^2 / \mu_0) \rightarrow P$, $t/ t_k \rightarrow t$, and $r/a \rightarrow a$, where $t_k = a / e V_{\lambda}$ is the Alfvén time. The model is extended from that in Ref. [9] to include the parallel dynamics of electrons, and the magnetic curvature term in the pressure evolution equation to satisfy the energy conservation as

$$\frac{\partial}{\partial t}(E_{\varphi} + E_A + E_P)$$

$$= - \int \left[ \mu (\nabla_{\perp}^2 u)^2 + \eta (\nabla_{\perp}^2 A)^2 + \chi (\nabla_{\perp} P)^2 \right] dr^3$$

$$+ \int PS dr^3,$$  

(14)

where $E_{\varphi} = \int dr^3 (\nabla_{\perp} u)^2 / 2$, $E_A = \int dr^3 (\nabla_{\perp} A)^2 / 2$ and $E_P = \int dr^3 P^2 / (2 C)$. Coefficient $C$ has dependency on the pressure, so $P^2 / C$ can be considered to be the quantity related to the energy.

By setting parameters $\alpha$ and $C$ to be zero, the model reproduces the resistive interchange mode, which is localized in the rational surface. For nonlinear simulations in this paper, the magnetic curvature term in the pressure evolution equation is omitted to obtain more dynamical saturated states, whose time series data is used as target data for numerical diagnostics. Nonlinear terms that include $\alpha$ or $C$ are also omitted for simplicity. This model is used as the fundamental one not for electrostatic turbulence, but for including MHD modes, oscillatory modes and their nonlinear coupling.

Equations (11-13) are solved in the toroidal coordinates with the spectral expansion in the poloidal and toroidal directions. The boundary conditions in the radial direction are set to $F = 0$ at $r = 0$, 1 when $m \neq 0$, and $\partial F / \partial r = 0$ at $r = 0$, $F = 0$ at $r = 1$ when $m = 0$, where $F$ implies $\langle u, A, P \rangle$, $m$ is the poloidal mode number, and $r = 1$ gives the outer boundary of the plasma.

3. Dynamical Saturation

A nonlinear simulation is performed, using the following parameters: magnetic field $B_0 = 2.0 \text{[T]}$, density $N = 1 \times 10^{19} \text{[m}^{-3} \text{]}$, beta ratio $\beta = 0.03$, minor radius $a = 0.6 \text{[m]}$, major radius $R_0 = 3.75 \text{[m]}$ and specific heat ratio $\gamma = 5/3$. These parameters gives $\alpha = 0.06$ and $C = 0.05$. The pressure source is fixed to be
$S(r) \equiv 4S_0\chi L-N \left[1-\left(\frac{r}{L_N}\right)^2\right] \exp\left[-\left(\frac{r}{L_N}\right)^2\right]$, \quad (15)

with $S_0 = 0.15$, $L_N = 0.6$ [m], which forms the profile peaked at $r = 0$. The magnetic potential is given by

$$\Phi = 2\Phi_1(hr)\sin(l\theta + h\zeta),$$ \quad (16)

where $I_l$ is the modified Bessel function, $l$ is the pole number of the helical winding, $h = M/R_0$, $M$ is the pitch number and $\Phi_1$ is a constant coefficient. In this case, $l = 2$, $M = 10$ and $\Phi_1 = 0.71$ are used, which give rotational transform $\iota$ to be a monotonically increasing function with the radius from $\iota(0) = 0.51$ to $\iota(a) = 1.5$, so rational surfaces with $m/n = 1/1$ and $3/2$ are included, but $2/1$ is not in the plasma, for example, where $m$ and $n$ are the poloidal and toroidal mode number, respectively. Coefficients $\mu$, $\eta$ and $\chi$ are set to $1 \times 10^{-4}$ as numerical viscosities. The differential equations in the radial direction are solved with 1024 radial grids, and Fourier modes $-32 \leq m \leq 32$, $-8 \leq n \leq 8$ are taken.

Spatio-temporal data of turbulent fields are generated by this global simulation. Figure 1 shows the time evolutions of the fluctuating internal energy $E_{pmn} = \int dr^3 P_{mn}^2/(2C)$. The simulation begins with a flat pressure profile in the initial state, and the flux-surface averaged pressure ($m, n = (0, 0)$ component) increases by the pressure source. At $t \sim 200$, nonlinear terms drive the growth of $n = 1$ modes. Low $m, n$ modes whose rational surfaces exist in the plasma become unstable after $t \sim 300$, and nonlinear saturation is obtained in $t \sim 800$. In the saturated state, mode structures of low $m, n$ modes, such as $(m, n) = (1, 1)$ and $(2, 1)$, spread broadly in the radial direction, and those of medium $m, n$ modes, such as $(3, 2)$ and $(5, 5)$, are localized near their rational surfaces, as shown in Fig. 2. With the existence of these localized modes, flattening of the mean profile occurs at the rational surfaces as shown in Fig. 2 (c). The snapshot of the pressure fluctuation is shown in Fig. 3. There exist various sizes of vortexes in the poloidal cross-section, which rotate in the poloidal direction and are mixed with each other. Figure 4 shows the radial profile of the poloidal mode number spectrum and the frequency spectrum. There are low $m$ modes spread
in the radial direction, so mutual couplings with several modes are possible, due to the overlapping of the modes, though these modes have no characteristic frequency.

The $\phi_{00}$ component, whose radial variation gives a mean poloidal flow, is also produced in the saturated state. The $\phi_{00}$ component has a characteristic frequency $f \sim 0.02$, and its radial structure is rather global, though there exists perturbations with radial mode number $K_r = 3 \sim 9$ in some moments.

4. Nonlinear Energy Transfer

The contributions to energy evolutions from nonlinear terms are evaluated in the saturated states to understand the spatial variations of the structural formation mechanisms. As for the pressure fluctuations, the evolution equation of the internal energy includes the contributions from the linear term (LT, 1st term in the right hand side of the following equation) and nonlinear terms from the convective derivative (NT1, 2nd term):

$$\frac{\partial E_{m,n}}{\partial t} = \frac{1}{2C} \int dV \rho^* \left[ \left( \frac{\partial \rho_0}{\partial r} \frac{\partial P_0}{\partial r} + \frac{\partial \rho_0}{\partial \theta} \frac{\partial P_0}{\partial \theta} \right) + \alpha C \frac{\partial \Psi}{\partial \zeta} + \alpha C \frac{\partial \Psi_0}{\partial r} \frac{\partial \Psi_2}{\partial \zeta} \right]_{mn} + [u, P]_{mn} + [S_{mn}].$$

(17)

Figure 5 shows the radial profile of the nonlinear contribution to the formation of the $(m, n) = (0, 0)$ component of the pressure $(P_{00})$, where NT1 is decomposed into one with each poloidal mode number. In red regions, the $P_{00}$ component gets the energy from modes with poloidal mode number $m$, and in blue regions, vice versa. The radial profile of NT1 indicates the characteristic regions; $r/a < 0.3$: strong mode excitation, $0.4 - 0.7$: existence of various modes, $> 0.8$: existence of small number of dominant modes, corresponding to the different features shown in the spectrums in Fig. 4 (a). The nonlinear contribution to the $P_{00}$ component changes according to the radial position, as indicated by the marks in Fig. 5 (a). There are low $m$ modes $\{(1 \leq m \leq 3)\}$ widely spreading in the radial direction (Fig. 5 (b) 1), which contributes to the nonlinear structural formation, especially in $r/a < 0.3$. In addition, there is a radial region where nonlinear couplings with higher $m$ modes contribute to the pressure profile modification in $r/a = 0.5 - 0.7$ (Fig. 5 (b) 2). The profile modification arises in this region, and propagates to the other regions.

As for the flow generation, the evolution equation of the electrostatic potential energy includes the contributions from the linear term (LT, 1st term in the right hand side of the following equation), ballooning term to give a linear coupling with neighboring modes (TC, 2nd term), nonlinear terms from the convective derivative (NT1, 3rd term) and nonlinear terms with radial mode number component. (a) Mode numbers of the main contributors on each peak and (b) characteristic regions of the nonlinear couplings are also shown.

$$\frac{\partial E_{m,n}}{\partial t} = - \int dV \rho^* \left[ \left( \frac{\partial \rho_0}{\partial r} \frac{\partial P_0}{\partial r} + \frac{\partial \rho_0}{\partial \theta} \frac{\partial P_0}{\partial \theta} \right) + \alpha C \frac{\partial \Psi}{\partial \zeta} + \alpha C \frac{\partial \Psi_0}{\partial r} \frac{\partial \Psi_2}{\partial \zeta} \right]_{mn} + [u, P]_{mn} + [S_{mn}]$$

(18)

NT2 comes from electromagnetic fluctuations in the $\nabla \parallel J$ term. The volume integration of each term shows that TC is the largest, so the main cause of the $\phi_{00}$ oscillation is the coupling between $\phi_{00}$ and $P_{\pm 10}$.

For $P_{10}$, competition between negative LT and positive NT1 determines the evolution, so both the profile modification, which contributes to the variation of LT, and the nonlinear couplings, which contribute to NT1, must be taken into account. As is shown in Fig. 6, there is a region where the contributions from modes with higher $m$ mode numbers are strong in $r/a = 0.5 - 0.8$. The region is not the same with Fig. 5 (a), depending on the effective 3-wave couplings.

For $\phi_{32}$, which has large amplitude, LT+TC and NT1+NT2 are comparable. Among the nonlinear contributions, NT2 is larger than NT1, and bursts of NT2 affect the evolution. Term NT2 is the contribution from $A$ variations, whose energy evolution equation includes the contributions from the linear term (LT, 1st term in the right hand side of the following equation) and nonlinear terms from the...
beam probe [11], is necessary. In region 3, there are propagating modes, and reflectometer or electrostatic probes can be applied for this region near the edge [12]. Therefore, measurements covering the wide spatial range and localized measurements with high resolution can identify the nonlinear mechanism. We also carried out simulations of diagnostics, such as the heavy ion beam probe [3] and the beam emission spectroscopy [13]. In these simulations, effects of the finite spatial resolution are estimated to deepen our knowledge on what is observed with the experimental diagnostics.

Response to active control with additional modulation, such as by pellet injection [14] and electron cyclotron heating [10], is studied in experiments to clarify the nonlocal effect in plasma transport. Motivated by these experiments, we carried out the simulation to show the response to the pressure source modulation to clarify the role of each mode. By adding the periodic source modulation near the center, and extract the typical response with conditional averaging, the nonlinear dynamics described in this paper can be illuminated. The result will be reported in the separated article.

In this way, turbulence analysis using simulation data can give the insight for the physical mechanisms in plasmas. Common methods can be applied to various simulation data for the cross-validation using the TDS.
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5. Summary and Discussion

Here we analyze the spatial variation of nonlinear coupling to evaluate the non-local behavior in a turbulent plasma. Global simulations are carried out using a reduced MHD model of drift-interchange mode in helical plasmas. Time series data of 3-D fluctuation fields are obtained, and the nonlinear mechanism with existence both of localized modes and radially-spread modes is analyzed by calculating the nonlinear contributions to the energy evolution. The dominant mode changes according to the radial position. It is shown that low m modes widely spreading in the radial direction contributes to the structural formation near the center, and the nonlinear couplings with higher m modes in the middle radius contribute to the pressure profile modification. As for the flow generation, the toroidal coupling induces the potential oscillation.

The phenomena described in this simulation is the case with dynamical coupling of modes excited at each rational surface, and widely spread in the radial direction, which gives large correlation between separated radial positions. The radial profiles of nonlinear contribution, as shown in Figs. 5 and 6, are instructive for the experimental detection of this kind of phenomena. For the detection, combination of several diagnostics is necessary. There are three characteristic regions as shown in Fig. 5(b). In the region 1, there exists widely spread low m mode, which connects the core and edge, so the measurement covering wide range of radius, such as the electron cyclotron emission measurement is suitable [10]. In the region 2 in the middle radius, couplings in wide range of wave number are important, so 2-D fine structure measurement, such as beam emission spectroscopy and multi-channel heavy ion