Construction of Three-Dimensional Feature Point Model for Virtual Assembly System using Visual ID Tags
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This paper proposes a method of developing an object shape model for a virtual assembly system using a combination of visual ID tags and three-dimensional (3D) natural feature points. The object shape model with its real size information is useful in large structures where maintenance robots are used to perform repetitive tasks. We developed the feature-point-based shape model by capturing visual ID tags and the feature points of the image with a monocular camera. The developed model can be used for the detection of the object against a background image and for an estimation of its 3D pose (position and orientation). To estimate the pose of the object using the proposed method, we assigned 3D feature points to the captured image using its scale-invariant feature transform features. The method can be applied to complex background images by using visual ID tags or constructing a feature point model. Our experimental results confirmed the feasibility of the proposed method.
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1. Introduction

The consistent management of objects and information about them is crucial to virtual and real assembly plants and to maintenance tasks in large scale indoor structures [1–4]. Useful for this purpose is a three-dimensional (3D) shape model with its attributes of identity, shape, size, and pose (position and orientation). The worker and machine only need a visual system to use it. A method of developing a 3D shape model that uses visual ID tags, which is easier to use than conventional methods, has been proposed [5]. However, it is necessary to attach at least one recognition tag to the object when the model is used.

This paper proposes a method of developing an object shape model for the recognition of objects by means of natural feature points. When using the model, the feature points that are easy to track in the image sequence detected by the camera without the aid of visual ID tags (Fig. 1). The method can be employed in mobile devices with monocular cameras and in indoor environments such as factories and plants. It is also possible to use it to simulate the assembly of an object. Moreover, the model can be used in applying the augmented reality (AR) technique.

The proposed method of developing the model involves combining the Scale-Invariant Feature Transform (SIFT) features [6] and the 3D coordinates of the feature points of an object. By the assignment of visual ID tags, this information is used to develop a polyhedral shape model. To recognize an object, the SIFT features of the camera image are matched with the image obtained at the time of the modeling. The Pose from Orthography and Scaling with Iterations (POSIT) algorithm [7] is used to estimate the pose of the object.

One of the applications of the proposed method is the virtual assembly system for the maintenance operator, and the teaching system of an automated robot and industrial machine for maintenance and assembly tasks by a human operator in the large scale environment. We focus on convex-type objects for modeling and pose estimation to show feasibility of the method. Our experimental testbed is a laboratory room, which is an environment that can construct a prototype system for pose estimation. Our experimental results confirm the feasibility of the proposed method.
2. Construction of Shape Model

This section describes our proposed method of developing a shape model that can be used to identify an object. The method involves the building of a polyhedral model of the object by means of visual ID tags assigned to natural feature points of the object.

2.1 Approximate polyhedral modeling using visual ID tags

We used the visual ID tags illustrated in Fig. 2 to extract points on the image that match those on the camera image of the target object and to determine the tangent plane of the object. A camera image captured by a monocular camera was used to obtain the geometrically transformed ID tags. The relative position and orientation to the camera were obtained from the transformed image of the ID tags. For the detection of the visual ID tag, we used ARToolKit [8]. ARToolKit is a programming library that uses a Tag-marker to aid the application of the AR technique. Multiple tags that could be detected in a single image were attached to the target object. The overall positional relationship of the tags was estimated from their local positional relationships.

A tag model of the object was constructed from a set of tag positions. We assumed that tag $m$ had ID $m$. Each tag $m$ defined a frame (or coordinate system) $m$. The observed data of tag $m$ were the identification of the tag and a homogeneous transformation matrix $cT_m$, which is the transformation from the camera frame $c$ to the tag frame $m$ (Fig. 3). We calculated $mT_n$, which is the relative positional relationship between tag $m$ and tag $n$ and was observed for a particular image as follows:

$$mT_n = mT_c cT_n = (cT_m)^{-1}cT_n. \tag{1}$$

We determined the position of all the tags from $mT_n$ observations. First, the reference frame was set to a tag frame $b$. The tag model $M_n$ was then calculated using Eq. (2):

$$M_n = M_m mT_n. \tag{2}$$

Next, we constructed a polyhedral model $M_s$ using the tag model $M_s$. Figure 4 shows the procedure for constructing $M_s$. For each segment, the following tasks were performed with respect to all the tags.

The edges of the polygon corresponding to the tangent plane $m$ were represented by $f_m$. First, $f_m$ was calculated for every tangent plane $m$. The polygon was calculated using the following procedure. First, the nodal lines made on the tangent plane $m$ by the intersecting tangent plane $n$ ($m \neq n$) were obtained. Next, the intersecting points of the nodal lines were calculated, which divided all the nodal lines into multiple segments. Third, the segments belonging to $f_m$ were determined using Boolean operations. Specifically, if segment $s$ was included in the polygon as determined from the tag $m$, we assigned 1 to the segment; otherwise, we assigned 0.

We also assigned 1 to segments that were part of the polygon as a result of the AND operations for the segments. The system left only contours of the polygon and the need to remove the segments inside the polygon. The contour was selected based on whether the nearby points on the sides of the segment were determined to be either inside or outside. The polyhedral model $M_s$ was obtained by placing $f_i$ at the position of each tag of $M_s$.

Our modeling method extracts a three-dimensional object region as a polyhedral model. In addition, the method identifies each plane of the object. The minimum number of the visual tags to identify the object is four, if the target object is convex and the object does not have a set of parallel planes. On the other hand, the maximum number of the tags depends on the number of the planes contained on the object. The number of the visual tags can be defined as the number of the planes of the polyhedral model by the user.

This paper focuses on convex-type objects for model-
2.2 Construction of feature point model

After the polyhedral model of the object was obtained, a feature point model was constructed. Figure 5 shows the construction procedure. First, the object image was captured by a camera, from which the feature points of the object were extracted and the tags were detected. We extracted the feature points using SIFT. Since SIFT features have features that are invariant to rotation and scaling, we identified the feature points using their positions and quantity. Next, we selected the feature points that were included in the polygonal area by projecting the polygonal plane of the detected tag $m$ onto the image plane. The system determined the polygon that included the feature points using the sum of the angles between the feature points and the vertices of the polygon. If the feature points were inside the polygon, the sum of the angles would be $360^\circ$ or $-360^\circ$; otherwise, it would be zero. The system assigned the ID of the tag $m$ to a feature point that was inside the polygon. The above tasks were performed for all feature points in the image and the appropriate ones were assigned IDs and added to the tag $m$ plane of the polyhedral model.

During constructing the feature point model of the object, many feature points from the captured image can be detected. In this case, several feature points are not used for object identification and pose estimation. In the real application, because of the occlusion of the visible area of the object and the mismatching of the feature points, much more feature points from one appearance of the target object are needed for object identification.

3. Object Pose Estimation using SIFT Feature Points of the Model

This section describes a method of estimating the pose of the target object using the developed feature point model. The pose of the object is estimated from the corresponding feature points of the model and the feature points of the object’s image.

3.1 Finding matching features and noise removal using Random Sample Consensus

To estimate the pose of the target object in a camera image, the system finds matching feature points in the model and camera image. Since the matching is subject to error, instances of incorrect matching are removed by Random Sample Consensus (RANSAC) [9]. Figure 6 illustrates the process.

1. The system finds matching features by means of two-dimensional feature points and camera images obtained at the time of generating model, using the k-nearest neighbor (k-nn) method. At this point, the matched points contain outliers.
2. Four pairs of matching features are chosen at random, from which a pair of rectangles is created with corresponding vertices. Then, $H_r$ [3 x 3], which is the perspective transformation matrix of a two-dimensional (2D) image, is calculated using the pair of rectangles.
3. A perspective projection transformation to the feature points of the model is performed using $H_r$.
4. The distance between the coordinates of the feature point in the camera image and the coordinates of the transformed feature points is calculated. If the distance is greater than the threshold, the pair is removed from the matched features as an outlier. The matched feature points left after this process are those of the
3.2 Pose estimation by POSIT

After determining the matching points, the pose of the target object is estimated. Information about the position and orientation of the object is obtained using the POSIT algorithm [7].

Figure 7 is an overview of the POSIT algorithm. $P_i(X_i, Y_i, Z_i)$ and $p_i(x_i, y_i, z_i)$ respectively identify the feature point $i$ with respect to the real world coordinates and the image plane of the camera. $\overrightarrow{P_0P_i}$ and $\overrightarrow{P_0p_i}$ are their respective displacements relative to the feature point 0. $x$, $y$, and $z$ indicate the coordination frame of the camera. $f$ is the focal length of the camera. $i$, $j$, $k$ define the coordination frame of the object. The POSIT algorithm is used to obtain the pose of the object in the image as a rotation matrix $R$ and the translation component $D$.

4. Experiment

This section describes the experiment that was performed to develop the feature point model and estimate the pose of the target object. We used a USB camera (ELECOM UCAM-DLS30HSV) to shoot the tags and object. OpenCV, which is an image processing program library, was used to extract the feature points.

4.1 Construction of feature point model

Figure 8 illustrates the process of constructing the model. Figure 8 (a) shows the target object, which is convex on all sides. Tag is the square of the one side length 40 [mm].

Figure 8 (b) shows the results of detecting the tags and extracting the feature points. The light blue points in the image represent the extracted feature points. When using the model, it is necessary to remove the tagged feature points. Figure 8 (c) shows the results of projecting the polygonal area onto the image plane and selecting the feature points. The blue points represent the feature points within the polygonal area. As shown in Fig. 8 (c), there were projection errors. We consider that this was due to the accumulated errors in constructing the polyhedral model.

Figure 8 (d) shows the model constructed with the proposed method. The colors of the feature points correspond to those of the surface tag markers.

The experimental results showed that it was possible to project the feature points onto the plane of the model, although deviations from the actual positions were observed. One of the reasons of these deviations is the projection errors due to inaccurate camera parameters. The tuning of accurate camera parameters by camera calibration will be addressed in a future work.

The many visual ID tags to describe each plane of the object are needed for modeling in order to improve the accuracy of pose estimation of the complex-shaped object. The reasonable number of the visual ID tags depends on the shape of the target object; the criterion of the number of the visual ID tags for modeling the object is needed. The criterion of the number of visual ID tags is our future work.

4.2 Estimation of object pose

Figures 9 and 10 show the experimental results of the pose estimation. Figure 9 is the case of a simple background image, whereas Figure 10 is the case of a complex background image. Figures 9 (a) and 10 (a) show the results of searching for matching features using the 1-nn method. In each case, the image on the right is the same
as that in Fig. 8 (c), while that on the left is the camera image of the experiment. Figure 8 (c) is used to illustrate the matching results that should not be used for matching the 2D image. Figures 9 (b) and 10 (b) show the results obtained in the case of using RANSAC. The segments of each figure show the correspondence between the feature points of the model and those of the left image. It can be observed that the erroneously matched features were removed by using RANSAC. Figures 9 (c) and 10 (c) show the results of applying the method of estimating the pose of a target object by POSIT to the feature point model. Figures 9 (d) and 10 (d) show the results of estimating the pose using a tag marker.

In the experimental results in Fig. 9, there was slight error of rotation, and the error of translation was about 82 [mm]. In Fig. 10, some features were not correctly matched and the estimated pose was very different from the actual pose. One reason for this was that the feature points of the model included the feature points of the background. To solve this problem, a method that extracts only the feature points of the object by means of clustering is required.

If the pose of the target object is significantly different from the pose of the object in the image when developing the model, it means that the features were not correctly matched. There are mismatch pair of feature points matching method using only description of SIFT features. A matching method that uses the pattern of feature between the feature points and not only the SIFT features can also be used to improve the estimation accuracy.

5. Conclusion

This paper proposed a method of generating a shape model of an object against a complex background image using visual ID tags and natural feature points, and also estimating the pose of the object. We applied this method to a convex object. Using tag markers, we used feature points to obtain 3D positional information in a monocular camera image. The developed model was larger than the object and included feature points of the background. The estimation error increased if the feature points of the model and those of the background were erroneously matched.

From the experimental results, our future works include the minimization of the projection error and the observation of error when building the model, which will improve the accuracy of matching and elimination of changes in the pose and size of the object. The positional relationship between feature points when searching for matching points will be utilized for this purpose.

In addition, the future works in the proposed method are described as follows: the criterion of the number of visual ID tags for construction of the model that consists of the reasonable number of the visual ID tags, construction of the model of the object which has concavities and the pale plate-like body object, a method for addition of the feature points to the object model during the tracking the object model in use of the object model.
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