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Abstract.

The Large Helical Device (LHD) is a heliotron device with | = 2 and m = 10 continuous
helical coilswith amajor radius of 3.5—-3.9 m, aminor radius of 0.6 m, and atoroidal field of
0.5 - 3 T, which is a candidate among toroidal magnetic confinement systems for a steady
state thermonuclear fusion reactor. There has been significant progress in extending the
plasma operational regime in various plasma parameters by neutral beam injection (NBI) with
a power of 13MW and electron cyclotron heating (ECH) with a power of 2MW. The electron
and ion temperature have reached up to 10 keV in the collisionless regime and the maximum
electron density, the volume averaged beta value and stored energy are 2.4~ 10°m3, 4.1%
and 1.3 MJ, respectively. In the last two years, intensive study of the MHD stability
providing access to the high beta regime and of healing of the magnetic island in comparison
with the neoclassical tearing mode in tokamaks has been conducted. Local Island Divertor
(LID) experiments also have been done to control the edge plasma aimed at confinement
improvement. As for transport study, the transient transport analysis was executed for the
plasma with an interna transport barrier (ITB) and a magnetic island. The high ion
temperature plasma was obtained by adding impurities to the plasma to keep the power
deposition to the ions reasonably high even at very low density. By injecting 72kW of ECH
power, the plasma was sustained for 756 second without serious problems of impurities or

recycling.



1. Introduction

A heliotron type device is a probable candidate among toroidal magnetic confinement
systems as a thermonuclear fusion reactor under steady-state operation because it can confine
plasma with only external coils and utilizing a well-defined divertor configuration.
Compatibility between magnetohydrodynamics (MHD) stability and good confinement is one
of the crucial issue in the Heliotorn device, because there exists a trade off between the
magnetic well and small drift of helicaly trapped particles from the magnetic flux surface [1].
When the plasma is shifted outward, the high b plasma will not be achieved because of the
reduced confinement and the limited heating power, not because of the MHD instability. Ided
MHD instabilities universally have the potentia for strongly limiting the operational regime
of the plasma parameters in high b regime. In tokamaks, it is well known that the operational
b limits are quite consistent with the theoretical predictions of idea linear MHD theory [2,3].
On the contrary, in helical plasmas, alimited number of experimental research into the effects
of pressure driven ideal MHD instabilities on the operational beta range has been reported, for
examples, on Heliotorn DR [4], the compact helical system (CHS) [5] and the Large Helical
Device6].

Large Helical Device (LHD) is a superconducting heliotron device (poloidal period
number L = 2, and toroidal period number M = 10) with amajor radius of Ry =3.5—-4.1 m, an
average minor radius of 0.6 m, magnetic field up to 3T, and heating neutra beam with
negative ions with a beam energy of 150 — 180 keV[7,8] with aradius of tangency, Rr g of
3.65m - 3.7m. The high b experiment is done in the inward shifted configuration, where the
confinement is good (and the b limit is low) enough to study the b limit in a heliotron device.
Because the plasma pressure is still marginal for the b limit even in the inward shifted
configuration, the improvement of confinement is required. The extended operation regimes,
the development of control techniques and understanding of transport, especialy in the
plasmawith an internal transport barrier[9-12] are discussed in this paper.

2.MHD study

2.1. High beta experiment

The operational highest beta value has been expanded from 3.2% to 4% in the last two
years by increasing the heating capability and exploring a new magnetic configuration with a
higher aspect ratio by changing the pitch parameter of the helical coil, g(=n/2-a&/R), from 1.254
to 1.22[13]. This new configuration with higher aspect ratio is characterized by a smaller
volume and smaller Shafranov shift than the standard configuration as seen in Figl. Although



the MHD stability properties are expected to be even worse according to ideal MHD theory in
this configuration (g= 1.22 ) than in the so-called standard configuration (g= 1.254 ), the
smaller shift is considered to contribute to the central deposition of the neutral beam and
hence the reduction of the direct loss of the beam by keeping the magnetic axis close to the
tangential radius of the neutral beam (indicated by the shaded region in Fig.1) at higher beta.
Figure 2(a) shows typical MHD activities in a typica high-beta discharge with a
magnetic axis of 3.6 m and amagnetic field of 0.45 T, respectively. As the electron density is
increased by the gas puff, the volume averaged b vaue estimated from the stored energy
measured with a diamagnetic loop, <bgs>, increases and reaches 4% at 1.12sec. Here the
<bgs> is the diamagnetic beta value defined as 4n3)/3>Wdia/(Ba,02VpO), where W, is the
diamagnetic energy. The B,, and V, are the averaged toroidal magnetic field inside the
plasma boundary and plasma volume, respectively, and both of them are estimated under
vacuum condition. Theb value estimated from the kinetic stored energy based on the
measured electron temperature and density profiles is 3.3% assuming Z« = 1, while the b
value due to beam pressure evaluated with the FIT[14] code is 1.5%. Here, it should be
noticed that the b values estimated with kinetic measurements and with beam pressure
calculation have relatively large uncertainties due to the lack of precise measurements of ion
density and temperature profiles and due to the difficulty in evaluating the accurate orbit loss
of high energy ions in the low magnetic field of 0.45T. The m/n = 1/1 and 2/3 modes of the
magnetic fluctuations excited in the edge region are dominantly observed in this discharge.
Here m and n are the poloidal and toroidal mode-numbers of the magnetic fluctuations,
respectively. The m/n = 1/1 and 2/3 modes grow from 0.5s and their amplitudes increase with
< bgi=>. However, when < bgz> exceeds a certain value at 1.14 s, the m/n = 1/1 mode is
frequently interrupted.
The equilibrium reconstruction and stability analysis are done for this discharge by the
3-D MHD equilibrium code VMEC[15]. Figure 2(b) shows the experimentally observed beta
gradients a r = 0.9 in the Ry« = 3.6m and g = 1.22 configuration, where the rotational
transform is estimated to be unity, as afunction of < bgz>. The data were obtained in 0.45T to
1.75T operation. Here the b gradients are evaluated with kinetic pressure measurements and
volume averaged b is given by diamagnetic loop measurements. The solid line in Fig.2(b)
denote a contour of the low-n (m/n =1/1) ideal MHD modes (with global mode structure) with
Jow-n/Wa= 0.5x102 and 1.0x107 for currentless equilibria. The growth rate is calculated by a
MHD stability analysis code (TERPSICHORE [16]). Here wa =Vao/Ro, Vao and Ry are the
Alfven velocity and the major radius at the magnetic axis. The dotted line is the stability
boundary of Mercier modes (with a highly localized mode structure / high-m limit) [17]. The
change of the gradients is observed around < bgi.> = 1.5%, which corresponds to Mercier
unstable region. However, the observed beta gradients at r =0.9 increase with increasing beta
up to < bg> = 4%. Here, the electron temperature profiles measured with a multi-channel



YAG Thomson scattering often show a local flattening at the rational surface, which is not
included in the analysis using VMEC discussed above[18].

An important subject of investigation is the effect of b on confinement. Figure 3 shows
the improvement factor (H,ss) of the global energy confinement time evaluated with the
diamagnetic flux measurements on the ISS95 (International Stellarator Scaling 1995)
empirical scaling[19] as a function of <bg>. A serious degradation of a global energy
confinement time has not been observed up to < bgs> ~ 4%, and the enhancement factor is
gradually reduced in < bgiz> >2%. This gradual decrease of the enhancement factor is thought
mainly to be due to the increase of the electron density (and plasma collisionality) to achieve a
high b plasma, not due to MHD stability, since the gradual decrease of the enhancement factor
is also observed in the plasma with low b values less than 1.5%). This is due to the weaker
density dependence of the energy confinement time (weaker temperature dependence on
thermal diffusivity) at higher plasma collisionality[20], while the density dependence of the
energy confinement time of n° (Gyro-Bohm type scaling ) is assumed to be unchanged over
awide range of the collisionality in the 1SS95.

2.2. Healing of Magneticisland

The suppression of the growth of the magnetic island at a rational surface in the high
b regime is the other important issue of MHD, which has been considered to be a serious
problem in tokamak plasmas known as the neoclassical tearing mode. In LHD, where the
magnetic shear is negative, the magnetic island is healed rather than growing in contrast to the
neoclassical tearing mode. The experiment in the plasma with an n/m = 1/1 perturbation field
clearly shows that this healing effect becomes more effective as the conductivity or the betais
increased[21,22]. The bootstrap current and Pfirsch-Schluter current are considered as
candidates to cause healing of the magnetic idand[23], however, the magnitude of these
currents in the plasma with a magnetic island is too small to be sufficient for healing the
magnetic island. Therefore the characteristic of magnetic island healing is considered to be
one of the advantages of a heliotron configuration, because it gives more tolerance for the
error magnetic field, which is difficult to be eliminated completely.

Figure 4(a) shows time evolution of the T, profile at f =136° after the hydrogen pellet
injection in the case of Ry=3.6 m. Thisis atypical evidence of ‘hedling’ events. The island
appears after the pellet injection, but the island width (w) is reduced as the temperature
increases. Findly, the Te profile returns to that before the pellet injection, and the island
disappears. The island width in the plasma depends on the plasma parameters. In this
experiment, it is observed that the magnetic island width decreases as T. or beta increases.
Figure 4(b) shows that the island width in vacuum is increased as the n=1 coil current (Iy)



increases, but the island in the plasma suddenly appears when it surpasses the threshold of the
current[21,24]. Thisis another aspect of ‘healing’. Here, the coil current is normalized to By.
Thethreshold level (Iy') isincreased as the betaincreases, as shown in Fig.4(c).

3. Extended operation regimein LHD
3.1 Edge control by Local island divertor

A loca idand divertor (LID) has been installed in the LHD plasma to increase edge
pressure gradients to achieve better energy confinement time. As discussed in 2.2, LHD
plasma shows a weaker density dependence of the global energy confinement time than the
ISS95 scaling at higher density. This saturation at the higher density should be due to the
lower collisionality near the plasma edge, because a stronger gas puff applied to achieve the
high density causes a flat density profile. Therefore it is considered to be important to reduce
the edge density keeping the lower collisionality and improve energy transport at the edge to
achieve a good energy confinement time. The LID is a kind of pumped limiter inserted inside
the n/m=1/1 magnetic island produced at the plasma edge. Since LID head is inserted to the
middle of the O-point of the magnetic island, the core plasma does not touch the limiter and
the outward heat and particle fluxes do not directly go to the front of the limiter but flows to
the backside of the LID limiter along the field lines across the separatrix [25,26].

In the present experiment with LID as is mentioned above, a factor of ~1.2
improvement of the energy confinement time has been observed over the 1SS95 at higher
electron density (larger energy confinement time) regime as seen in Fig5(a). This amount of
reduced enhancement of energy confinement time is thought to be due to the increase of the
edge temperature gradient as seen in Fig5(b). Although the minor radius of the plasma is
reduced by inserting the L1D head into the magnetic island produced by an n/m = 1/1 external
perturbation field, the core electron temperature does not drop because of the larger electron
temperature. At the moment, the experiments are restricted to the relative low density (due to
technical reason related to the plasma operation), where the absolute value of the energy
confinement is low, because the pumping exceeds the capability of efficient central fuelling.
In order to achieve the improvement at higher density, more efficient central particle fuelling
such as due to beam fuelling or a pellet with a higher speed is required. Another characteristic
of the plasmawith LID configuration islow radiation level. A significant impurity shielding is
observed in the plasma with the LID configuration in the Ne puff experiments. In this
discharges, there is a large positive radia electric field observed at the X-point of the
magnetic island in the LID configuration[Fig5(c)]. This positive radia electric field
contributes to the exhaust of impurities and prevents the radiation collapse, while the negative
electric field and its shear contribute to the improvement of heat transport.



3.2 Control of radial electric field by shift of magnetic axis

A change in the magnitude and radia profiles of the helical ripples will be the most
straightforward tool to control the radial electric field. The reason is that the radial electric
field in LHD is determined by the ambipolar condition of ion flux and electron flux that are
trapped in helical rippleg27]. In LHD, the radia profiles of the helical ripples can be
controlled by the shift of the magnetic axis from 3.9m to 3.5m.[28] . Figure 6 shows the radial
profiles of the radial electric field for the ion root (large neoclassical flux with negative E; in
the high collisionality regime), electron root (small neoclassical flux with positive E; in the
low collisionality regime) and the transition regime (between ion root and electron root) for
various configurations with different helical ripple profiles. When the helical ripple increases
gradually towards the plasma edge (Rx=3.9m), the electron root region extends to half of the
plasma minor radius and the radial electric field shear produced is relatively weak. However,
when the helical ripple increases sharply at the plasma edge (Rx«=3.5m), the electron root
region is localized at the plasma edge and strong radial electric field shear is produced. These
results show that a strong magnetic field shear can be obtained at the plasma edge by shifting
the magnetic axis inward rather than shifting the magnetic axis outward, where the electron
root condition becomes achievable even at higher collisionality.

The electron density at the transition from ion root to electron root is 0.7 x 10x*°m™ for
the plasma with the magnetic axis of 3.5m, while it is 1.3 x 10*°m™ for the plasma with the
magnetic axis of 3.9m. The higher critical electron density for the plasma with magnetic axis
of 3.9m can be explained by the larger magnitude of helical ripples and these characteristics
are consistent with the prediction by neoclassical theory[29,30].

3.3 Density limit and radiation collapse

It is important to study the mechanism of radiation collapse to extend the density limit,
since the plasmais terminated by the radiation collapse at the density limit. The radial electric
field is expected to be negative in the high density limit. In the latest experimental campaign
in LHD, line-averaged densities of upto 1.6~ 10°°m™ have been sustained for more than 0.7 s
by 11 MW neutral beam injection using gas puff fuelling. In addition, using multiple
hydrogen pellet injection, the density has been increased to 2.4 © 10°m™ transiently. Data
from the most recent campaign also shows a limit which exceeds the Sudo limit [31] by a
factor of approximately 1.4 as is seen in Fig.7(a). At the radiation collapse the thermal
instability occurs, where the total radiation sharply increases because of the increase of
cooling rate of impurities associated with the low edge temperature below 0.15keV at r = 0.9



regardless of the input power and plasma density[20].When the thermal instability starts, the
total radiation power Py is proportiona to ﬁe3 , while it usually is proportional ton, as
demonstrated in Fig.7(b). The spontaneous increase of density and radiation power (which is
proportional ton,) precedes the thermal instability, especialy in the plasma with higher
impurity concentration. In order to study this spontaneous density increase before the radiation
collapse, a short Ne puff was applied to the early phase of the discharges[28]. When the short
Ne puff is applied to the early phase of the discharge with the pulse width of t = 0.5 — 0.68s,
there is no spontaneous density increase and no radiation collapse as seen in Fig.8. In contrast,
by dightly increasing the pulse width of Ne puff (t=0.5-0.7s), a clear spontaneous increase of

radiation power and density is observed, although the Ne puff is already turned off.

The radial electric field at r = 0.9 starts to be more negative 0.5 sec before the
radiation collapse, where the radiation loss due to NeVI and NeVII is maximum. The radial
electric field becomes more and more negative until the radiation collapse. The change of
radial electric field to more negative is due to the increase of collisionality (increase of
electron density and decrease of temperature). When the radia electric field becomes more
negative, the negative radial electric field causes the increase of impurity influx, because the
exhausting effect by positive radia electric field disappears. In the discharge without radiation
collapse, the radial electric field remains positive with no increase of electron density and
radiation power. The ion temperature shows a significant drop to 0.15 keV and the thermal
instability causing the radiation collapse starts. The role of positive electric field in preventing
the spontaneous increase of the electron density and impurity radiation demonstrated in this
experiment is also important in the LID configuration, because strong positive radial electric
field is produced at the plasma edge as described in 3.1.

3.4 Achievement of high ion temperaturewith NBI

At present, LHD has three tangential neutral beams lines with negative-ion-sources, of
which are designed to have a high energy of around 180keV. They are effective tools for the
experiment, but primarily contribute to the electron heating rather than the ion heating. To
increase the ion temperature up to 10keV and to investigate the property of high ion
temperature plasma, the experiments using the high-Z plasmas have been done with Ar-
and/or Ne-gas fuelling to increase beam absorption and energy deposition to ions in low-
density plasmas. Intensive Ne- and/or Ar glow discharge cleaning was applied to reduce the
wall-absorbed hydrogen and increase the concentration of Ne and/or Ar ions. As a result, the
ion temperature increases with an increase in the ion heating power normalized by the ion
density, and the highest ion temperature obtained in LHD hasincreased from 5 keV to 10 keV
in the last two yearg[32,33]. However, plasma with large concentration of high-Z impurity is



not be relevant for the future research aimed at nuclear fusion because of the large dilution of
the fuelling. Therefore this is intended as a preparatory experiment to study the property of
high ion temperature plasma up to 10keV and to demonstrate the high capability of LHD as a
magnetic confinement device, before the installation of a neutral beam with the energy of 40
keV for the purpose of ion heating, which is planned to beinstalled in LHD in the near future.

The ion temperature increases with increasing normalized ion heating power in the
plasma with Ar- and Ne-puff as seen in Fig.9(a). No distinct saturation has been observed.
Figure 9(b) shows the time evolutions of ion and electron temperatures in the plasmawith Ar-
puff at t=0.5s. After an increase in the electron density due to the Ar gas-puff, the central ion
temperature, measured with the Doppler broadening of an X-ray line of ArXVII, rapidly
increases as the density decreases with the addition of NBI power, and stays at high values.
The ion temperature reaches 10 keV at around t=1.65s with an injection power of 12.2 MW,
around 30 % of which is absorbed at an electron density of 0.37x10°m™. The electron
temperature is aso increased up to 4.3 keV, and, however, is much lower than the ion
temperature. The observed beam slowing-down time after the NBI-off is as long as 1.2 s
probably due to both the low electron density and the high electron temperature, and the ion
and electron temperatures show an extremely slow decay after the beam turn-off.

3.5 Long pulse operation with ECH

In the LHD, steady-state plasma heating by electron cyclotron (EC) wave with 72kW
and ICRF with 500kW was achieved during 756 and 150 sec, respectively. A EC heated
plasma with time-averaged radiation temperature of 240eV and density of less than 1x10*m™
was obtained. As for an ICRF heated plasma, plasma with electron and ion temperature of 2
keV and density of 6x10™®m™ were sustained until the discharge was terminated by increase in
radiation loss.

4 Transport study
4.1 Property of particletransport

Hollow density profiles are often observed in LHD, which is in contrast to the peaked
density profiles observed in tokamak plasmas. A hollow profile even in the steady state
suggests the existence of outward convective velocity in the core region, because the density
profiles should be flat in the steady state in the plasma, where most of the particle source is
localized at the plasma edge. In order to study the parameter dependence of diffusion and
convective velocity in the plasma, a modulated gas puff is applied to the plasma [34].



The diffusion coefficient increases as the temperature is increased as seen in Fig10(a).
The temperature dependence of the diffusion coefficient is Te-"*%° and T in the core
(r <0.7) and the edge (r > 0.7), respectively, both values are close to that expected by gyro-
Bohm scaling of Te°. The dependence of edge diffusion on magnetic field is measured to be
B2, which is also consistent with the prediction of gyro-Bohm scaling. These characteristics
are supported by the fluctuation measurements using CO, laser scattering. Figure 10(b) shows
that the convective velocity in the core becomes more positive, while the convective velocity
in the edge becomes more negative as the temperature gradient is increased, which resultsin
the density profile becoming more hollow associated with the increase of the temperature
gradients at higher heating power.

4.2 Electron transport

An electron internal transport barrier (ITB) is characterized with the peaked electron
temperature profile associated with the transition from ion root to electron root observed in
the NBI sustained plasmas with centrally focused ECH [9-12]. The characteristics of the
formation of the ITB depend on the direction of the neutral beam[35]. Figure 11(a) shows the
increment of the electron temperature, DT, at the plasma center by ECH power as a function
of ECH power normalized by the electron density. The threshold power for the transition to
the ITB plasmais clearly observed in the plasma with counter(CNTR) NBI in the direction
that the beam driven current increases the rotational transform in the plasma. This is in
contrast to that the central Te increases almost linearly with the ECH power and no clear
threshold power for the transition to ITB plasma is observed in the plasma with co(CO) NBI
in the direction of decreasing rotational transform by beam driven current. The differencesin
the characteristics are due to the differences in rotationa transform i and not due to the
differences in the deposition profile. In the plasma with CNTR NBI, the rational surface of
i/2p=1/2 is located at half of the plasma minor radius, while the plasma with CO NBI has no
1/2p=1/2 rational surface because of the increase of central rotational transform above 0.5. As
the magnetic axis shifts outward, the rational surface of i/2p=1/2 moves toward the plasma
edge and always exists in the plasma, regardless of the direction of the NBI, the differencein
characteristics of the ITB between CO NBI and CNTR NBI becomes small.

The time lag that gives the maximum correlation at each position is plotted in Fig.
11(b)(c), together with power deposition profile of the modulated electron cyclotron heating
(MECH) calculated by a ray tracing code. The incremental electron heat diffusivity, ce, IS
evaluated from the slope of the time lag. The hesat diffusivity normalized by the gyro-Bohm
scaling To¥?/ B reduced from 8.0 to 3.8 m?s™keV¥2.T? with the increase of ECH power,
which indicates an improvement of confinement. The flattening of the time lag observed at



r = 0.4 - 055 in Fig. 11 (c¢) is due to the appearance of a magnetic island at the rational
surface of i/2p=1/2.

Another approach to estimate the incremental electron thermal diffusivity is cold pulse
propagation induced by a tracer encapsulated solid pellet (TESPEL) [36] ablated near the
plasma edge. The thermal diffusivity can be derived with transient transport analysis using the
perturbed heat transport equation[37,38]. Figure 12(a) shows the radial profiles of thermal
diffusivity evaluated using cold pulse propagation, c, and thermal diffusivity evaluated with
power balance, cp,. The significant reduction of the electron thermal diffusivity inside the ITB
(2 m?/s inside and 10m?/s outside I TB) is observed both in the ¢, and cpp. The temperature
dependence of the thermal diffusivity, a, where the electron thermal diffusivity is proportional
to the temperature to the power of T as T2 is an important parameter in the study of the
plasma with an ITB. In L-mode, the parameter a is positive and typically it is 1.5, which is
predicted from the gyro-reduced Bohm scaling and is also consistent with the scaling of
energy confinement in LHD. If the parameter a stays positive, the formation of an ITB would
never occur, because spontaneous increase of electron temperature during the formation of an
ITB requires a negative a. The transient transport analysis with a cold pulse indicates the
existence of dcg/dTe and a can be derived from dcg/dTe as a = (TJcCe)(dcd/dTe). As shown in
Fig.12(b), the temperature dependence parameter, a, derived from the cold pulse propagation
with transient transport analysis also shows the same trend. The temperature dependence is
positive (a = 0.5 - 1.0) outside the ITB, while it becomes negative inside the ITB and
decreases down to -3 towards the magnetic axis. The observation of negative a is considered
to be the most significant evidence of an electron ITB in the plasma. In LHD the thermal
diffusivity ce depends on temperature, Te, rather than the temperature gradient, N T,
( la|>|b|), which is in contrast to the fact that the c. depends on N T rather than Te
(Jal < |b|) in tokamaks.

5 Summary

In the inner shifted configuration where the b limit is expected to be low (1.5% in the
Mercier limit), high beta plasma with <bgy:>=4% is obtained in the high aspect ratio
configuration where the pitch parameter of helica coil, g is 1.22. The b values achieved
significantly exceeds the linear MHD stability criteria, the Mercier limit and reaches to the
region where the low-n (m/n =1/1) ideal MHD modes are predicted to be unstable. The
difference in magnetic field configuration between a heliotron plasma and a tokamak plasma
Is positive shear and magnetic well in a tokamak and negative shear and magnetic hill in a
heliotron plasma. The characteristic of magnetic island healing, which is considered to be
advantagesous for a reactor, is due to the negative magnetic shear which is common in a
heliotron configuration. This is in contrast to the tendency of magnetic islands to grow in



tokamaks, where the magnetic field shear is typically positive. The negative magnetic shear is
considered to contribute to the formation of an electron internal transport barrier[39,40]. The
electron internal transport barrier is observed in a tokamak, when the magnetic shear changes
its sign from positive to negative. In a heliotron plasma, where the magnetic field shear is
negative, the electron interna transport barrier is usualy observed with ECH heating in the
electron root.

LID is now showing high capability as a powerful tool for edge control to achieve an
improved confinement regime. It is an important role of the LHD project as a three
dimensional currentless steady state magnetic confinement device to supply a high quality
database for the plasma physics and sciences necessary to realize controlled nuclear fusion,
which should be focused on 1) steady state physic, 2) high b physic, and 3) confinement
improvement and edge control[39].
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Figure captions

Fig.1 Shafranov shift as a function of beta value for the configurations of R, =3.6 and g=1.254 and
g=122.

Fig.2 (@) Time evolution of averaged electron density and averaged b value and magnetic
fluctuation of m/n mode and (b) kinetic beta gradients at r=0.9 (i/2p = 1) in <b>-db/dr
diagram.

Fig.3 The improvement factor of effective energy confinement as a function of (a) beta value
for the plasmawith Rx=3.6m, B=0.45-1.75Tand g= 1.22.

Fig.4 Time evolution of the T, profile with the n=1 externa field. The hydrogen pellet is
injected at t = 1.0sec. (b) Normalized coil current vs. island width (w) in vacuum (open
circles) and in plasma (closed circles). (c) betavs. threshold of the normalize coil current.

Fig.5 (8)comparison of energy confinement time observed to the that predicted by the 1SS95 scaling
and (b) radial profiles of electron temperature for the plasmawith helical divertor configuration (open
circles) and LID configuration (closed circles) in LHD and (c) radial profiles of radial electric field
with magnetic island (L1D configuration) and without magnetic island (limiter configuration).

Fig.6 (a) Radial profiles of radial electric field for the plasma with a magnetic axis of (a) 3.5m
(inward shift configuration) and (b) 3.9m (outward shift configuration) with g= 1.254.

Fig.7. Comparison of achieved electron density to Sudo scaling and (b) total radiation power
as afunction of electron density.

Fig.8 Time evolution of (a) normalized total radiation power, (b) radial electric field, (c) ion
temperature at r = 0.9 for the discharges with and without radiation collapse for the plasma
with magnetic axis of 3.6m.

Fig. 9 (a) lon temperature as a function of the direct ion heating power normalized by the ion
density in the plasma with Ar- and Ne-puff and (b) time evolution of electron and ion
temperature in alow-density high-Z plasma.

Fig.10 (&) Electron temperature dependence of diffusion coefficient and (b) convective
velocity as afunction of the temperature gradient.



Fig.11 (a) Electron temperature increases at the center and peripheral are plotted as a function
of density-normalized ECH power and time lag of ECE signals from MECH is plotted versus
normalized minor radius for (b) CNTR NBI heated plasma and (c) Co NBI heated plasma.
Electron heat diffusivities estimated from heat pulse propagation velocity are also indicated in
the figures.

Fig.12 The radial profiles of the electron heat diffusivity where b = (N T¢/ce)(dcd/dN Te). and
(b) the Te dependence factor of c. , a, estimated by cold pulse propagation. The heat
diffusivity estimated by power balanceis aso plotted.
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Abstract. International collaboration of a stellarator confinement database has been progressing. About 2500
data points from major 9 stellarator experiments have been compiled. Robust dependence of the energy
confinement time on the density and the heating power has been confirmed. Dependences on other operational
parameters, i.e., the major and minor radii, magnetic field and the rotational transform ¢ , have been evaluated
using inter-machine analyses. In order to express the energy confinement in a unified scaling law, systematic
differences in each subgroup should be quantified. An a posteriori approach using the confinement
enhancement factor on I1SS95 yields a new scaling expression I1SS04v03;

TSI O.148a2'33R°'64P’O'SIﬁeo'ssBo'%ﬁo,'gl. Simultaneously, the configuration dependent parameters are

E
quantified for each configuration. The effective helical ripple shows correlation with these configuration

dependent parameters.

1. Introduction

Stellarators are widely recognized as the main alternative to the tokamak as a toroidal
fusion reactor. A large experiment has extended parameters, and theoretical and design
studies have developed advanced configurations for the next generation of experiments. The
configuration space of possible stellarator designs is so large that comparative studies of
experimental behavior are important to making choices that lead to an attractive reactor.
Both experimental and theoretical confinement studies have been intensively conducted in a
variety of concepts for a long time.

In 1995, a collaborative international study used available data from medium-sized
stellarator experiments, i.e. W7-AS, ATF, CHS, and Heliotron-E to derive the 1SS95 scaling
relation for the energy confinement time [1]

2_I|55595 _ 0.079a2'21R0'65P_O'59ﬁ£'5180'53-l-20,'g (1)
with the root mean square error (RMSE) in the logarithmic expression of 0.091. Here the
units of 1z, P and M are s, MW and 10"®m=, respectively, and 3 is the rotational
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transform at r/a = 2/3. This expression is dimensionally correct and can be rephrased into an

expression by important non-dimensional parameters,

15895 %071 H—016  %-0.04
Te X TgonmP B0

where p* and vp* are defined by the ion gyro radius normalized by the plasma minor radius
and the collision frequency between electrons and ions normalized by the bounce frequency
of particles in the toroidal ripple, respectively. B is the ratio of the plasma kinetic pressure to
the magnetic field pressure. 1SS95 is characterized by a weak gyro-Bohm nature and no
definitive dependence on 3 and collisionality. Since 1SS95, new experiments, i.e., LHD [2],
TJ-11 [3], Heliotron J [4], and HSX [5], most with different magnetic configurations, have
started. In LHD, parameter dependences similar to 1SS95 have been found but there exists a
systematic improvement on it [6]. Also, collisionality independence like that in ISS95 has
been confirmed in the deep collisionless regimes (v,* ~0.05) when geometrical optimization
of neoclassical transport is applied [7]. Confinement improvement with divertor operation
also has been taken into account for W7-AS [8,9]. Extension of the confinement database
aims at confirmation of our previous understanding of 1SS95 and examination of possible
new trends in confinement performance of stellarators. We have started to revise the
international stellarator database, incorporating these new data, so as to deepen
understanding of the underlying physics of confinement and its relationship to magnetic
configuration details and improve the assessment of stellarator reactors.

2. Extension of International Sellarator Confinement Database

About 2500 data points have been
compiled in the database to date from nine
stellarators, i.e., ATF, CHS, Heliotron E,
Heliotron J, HSX, LHD, TJ-Il, W7-A and
W7-AS. 1747 data representing typical
discharges have been used for this study.
The largest device, LHD (R/a =3.9 m/ 0.6
m) has extended the parameter regime to 3 ® LHD

. . 107k Reactor | 2 w7.AS e H-E
substantially lower p* and vy* regimes i o ATE
which are 3-10x closer to the reactor
regimes than those of the mid-size devices
[10] (Fig .1). Heliotron lines (Heliotron E, ) )

) ) FIG1. Parameter regime of data in the

ATF, CHS and LHD) have colinearity international stellarator database on the
between the aspect ratio and the rotational space of normalized gyro radii p* and
transform +. This obtains because the collisionality 15
transform scales as the number of toroidal field periods M, which scales as R/a. Therefore,

102 10
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the + dependence tends to be statistically unstable for the data from heliotrons. W7-AS alone,
which has contrasting + profile to heliotrons, can not provide the size and + dependences
simultaneously. In the extended database, however, data from the flexible heliac TJ-11 allows
us to investigate the + dependence over a much larger variation (1.3 < ¢+ < 2.2) than is
available in the other experiments. Data from HSX has not been employed yet in the present
combined analysis since non-thermal electrons characterize plasma confinement there.

The present database contains scalar data of parameters described in ref.[1], the format
of which is similar to the ITER H-mode database [11]. The web page of the international
stellarator confinement database is jointly hosted by National Institute for Fusion Science
and Max-Planck-Institut fur Plasmaphysik, EURATOM Association, and available at
http://iscdb.nifs.ac.jp/ and http://www.ipp.mpg.de/ISS.

3. Towards a Unified Scaling

A simple regression analysis of the entire data set (except for HSX) using the same

parameters as in 1ISS95 yields
z_EREG — 0.30a2.07Rl.OZPfo.ﬁoﬁé).SBBl.OB_l_zflg.lG oC TBohmp *-1.95 ﬂ0.14vb *x—0.18 (2)

with RMSE = 0.101. This expression is characterized by very strong gyro-Bohm as a similar
analysis of heliotron lines has suggested [12], and a weak negative dependence on the
rotational transform. The former trend is attributed to the fact that the energy confinement
time in LHD with smaller p* (in other words, larger dimension) is better than the gyro-Bohm
prediction in comparison with other heliotrons. However, application of expression Eq.2 to
data from a single device leads to

contradictory results. For example, e LHD

comparison of dimensionally-similar { & WIAS o
discharges in LHD indicates that the [| 4 HeliotronJ

transport lies between Bohm and 101 :C\E/AHeI'E/CHS i
gyro-Bohm scalings [6]. Rotational D '
transform scans in TJ-Il also show that q_@

e IS proportional to the power of %\ 5

0.35-0.6 [13], which contradicts the L 107 1
weak ¢ dependence of Eq.2. It is also

pointed out that EQ.2 is not

dimensionally correct. 103 L '

-3 -2 -1
We conclude that while Eq.2 is 10 lOISSO4v3 10
Te (s)

useful for unified data description as a . . :
. L FIG.2. Comparison of energy confinement in
reference, its application is limited to the experiments and predicted by 15504v3.

available data set alone and is not valid Experimental data is corrected by a
renormalization factor fie..
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for extrapolation. Data inspection and experience from inter-machine studies suggest
necessity to introduce a magnetic configuration dependent parameter in order to supplement
the set of regression parameters and resolve this seemingly contradictory result. A systematic
gap between W7-AS and heliotron/torsatrons was noted during the earlier studies on the
ISS95 scaling. A recent example showing the pronounced effect of magnetic configuration
variation even in a single device has come from comparison of the performance of
configurations with shifted magnetic axes in LHD. A discharge with an inward shift of the
magnetic axis from Rx=3.9 m to Ra;=3.6 m, results in a doubling of 7. for similar
operational parameters a, P, n., B and + [6]. Therefore, acceptance of a systematic
difference in different magnetic configurations is a prerequisite for derivation of a useful
unified scaling law. A deterministic parameter characterizing the magnetic configuration has
not been identified yet, but certainly involves the details of the helically corrugated magnetic
fields. Since the configuration dependent parameter is not available now, an enhancement
factor on ISS95 is first used expediently for renormalization to describe the magnetic
configuration effect. This process is based on the conjecture that parametric dependence
expressed by 1SS95 is robust for stellarators and the enhancement factor on 1SS95 reflects
some configuration effects. One renormalization factor is defined by the averaged value of
experimental enhancement factors for each configuration (subset). Iteration of a regression
analysis of data normalized by this factor specific to configurations tends to converge into
the following expression :
2_ésso4v3 _ O_148a2.33R0.64P—o.61ﬁ90.5580.85_l_20/.31 o« Ty P x-0.90 ﬂ—o.uvb x-0.01 (3)

with RMSE =0.026 (see Fig.2). In this

process, weighting of the square root of 1'2;— \r/]\i/;hA lS
the number of each subset is applied. 1'0;_ } P %
- . 0.8F .
- 3 Hel. ]
This exp_ressmn appears mgre B o bLHD e W7As ]
comprehensive than EQ.2. The leading " R,,3.6 ® i low 1 ]
coefficient is determined so as to give an 04 RLH3D9 Hel 7
renormalization factor of 1 for the case 0'2;' e T ]
with +<0.48 in W7-AS, and Fig. 3 shows 0 Experiments
the resultant renormalization factor for F1G3. Renormalization factors for devices
subsets fe, with different configuration. considered. Data of W7-AS are divided into

two groups with low + (<0.48) and high ¢

The confinement improvement by a (20.48).

factor of 2 when the magnetic axis is
shifted from R;x=3.9 m to Ry=3.6m in LHD can be seen clearly. The systematic difference
for the cases with high rotational transform (+>0.48) and low one (¢<0.48) in W7-AS has
been also found in this analysis.

The robustness of the unified expression can be checked by examining its dependence
on individual parameters. Figure 4 (a) and (b) show the exponent of density and heating
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® ATF A LHDR_3.9 ® ATF A LHDR_39
O CHS X W7-A o
(a') O Heliotron E A W7-AS (1<0.48) (b) 8 (l-:lglisotronE i w;ﬁs (1<0.48)
_| A Heliotron J A W7-AS (>0.48) 1.0 — A HeliotronJ A WT7-AS >0.48)
oL ® LHDR 36 V¥V W7-AS highB ® LHDR_3.6 V¥ W7-AS highB
" BIé | W LHDR 375 B LHDR 375
[ ] 0.8 - .
05} - "i l : ] +
S -1O0F — / < 06} :é—é—' ] .
': 04+t t—;‘
| o] 02 | el
1 10 1 10
P (MW) n_(10%°m3)

FIG4. Exponents of (a) heating power and (b) density dependences in each subgroup

with their parameter ranges.

power dependences, i.e., in a single experiment (configuration) with their
parameter ranges, respectively. In these analyses, parameter dependences other than the
density and the heating power are fixed as described by 1SS04v03. Although some
subgroups show significant deviation from the scaling, this discrepancy occurs mainly at low
parameter values. Therefore, density and power dependences like 7. oc P*n’% can be
found as general trends in subgroups. On the contrary, the magnetic field dependence in
subgroups appears not to be consistent with 1SS04v03. Therefore the magnetic field scaling

is a result of inter machine regressions, which means that its statistical nature is different

Ap=q,
Te oc PP

from variable quantities like power and density.

4. Discussion
® LHDR_ 36 & WT7-AS
These results motivate  future : tgg 2:2:;5 A Heliotron J
directions for stellarator confinement : O LHDk=1.38 ® Heliotron E
studies. The first step is clarification of 1ot _ LHD =080 © CHS
the hidden physical parameters to %
interpret the renormalization factor 8m 1
shown in Fig.3. It is reasonable to f -
suppose that this renormalization factor im 0.5 =
is related to specific properties of the [
helical field structure of the devices. A
leading candidate is the effective helical 00 o1 o0z 03 o4
ripple, e [14], which is defined from £(213)

the neoclassical flux in the 1/v regime,

FIG5. Confinement enhancement factor as
a function of & at r/a=2/3.
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which is proportional to £2°. The values of e have been calculated rigorously by the

numerical codes, DCOM [15], DKES[16] and MOCA[17]. These codes have been
successfully benchmarked for several configurations [18]. Figure 5 shows the correlation of
geff With the enhancement of confinement times with respect to the unified scaling law
1SS04v3. The upper envelope resembles an e ** dependence, however, detailed studies on
gefr Dehaviour are required as the data indicate, e.g. large scattering of W7-AS and Heliotron
J data. Also the expression of a power law of &g diverges to infinity when it approaches zero
(ideal tokamak case). Hence, a simple power law is expected to fail. Although all data in the
database are not located in the collisionless regime where the neoclassical transport is
enhanced, e can be related to effective heating efficiency through the neoclassical-like
losses of high energetic particles and anomalous transport through flow damping due to
neoclassical viscosity. Also neoclassical conduction loss of ions should be carefully looked
into although the anomalous transport is generally predominant in electron heat transport.
Due to the aforementioned reasons, an incorporation of that factor to a unified scaling is
premature at present.

The second potential geometrical parameter is that given for the neoclassical flux in the
plateau regime. This factor corresponds to the effect of elongation in tokamaks. The
formulation is available in ref.[19] and here the geometrical factor that is the ratio of
dimensionless fluxes in the cases of stellarator with many harmonics and tokamaks with only
toroidal ripple, i.e., Ty, /T, Iis considered. Figure 6 shows the correlation of this plateau
factor Ty, /I, with the enhancement of confinement times with respect to the unified
scaling law 1SS04v3. The envelope of

stell

the data shows the trend that a smaller ® LHDR,36 A W7ASlow
B LHDR_3.75 A W7AS hight
ax
factor of T, /I leads to good A LHDR_39 4 HeliotronJ
confinement although the scattering of 15 A O LHDk=1.38 ® Heliotron E
data is larger than in the case of &g It i _ LHD =080 © CHS

should be note that there is colinearity
between eer and I, /T, generally.
However, an elongation scan in LHD
(x=0.8-1.38) has excluded this w g
colinearity, which has not indicated
significance of I'y,, /I',, dependence
(compare open squares and open o 2 4 6 8
circles in Fig.6). Therefore, gef is more ] R—

likely to be the essential configuration FIG.6. Confinement enhancement factor as a
factor than is the plateau factor function of the plateau factor at r/a=2/3.
| A

exp /’CEISSO4V3
H

stell
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5. Conclusions

International collaboration on the stellarator confinement database has progressed
significantly. About 2500 data points from 9 major stellarator experiments have been
compiled. Robust dependence of the energy confinement time on the density and the heating
power have been confirmed, and dependences on other operational parameters, i.e., the
major and minor radii, magnetic field and the rotational transform ¢, have been evaluated
using inter-machine analyses. In order to express the energy confinement in a unified scaling
law, a systematic offset between each configuration data subgroup must be admitted. This
factor is correlated with the magnetic geometry. A confinement enhancement factor on 1SS95
is used for a posteriori approach. This procedure converges into the 1ISS04v03 expression;
Tl‘ESSO4V3 — O.1483.2'33R0'64P_O'Glﬁeo'SSBo'gs-l-ZO/'gl )

The configuration dependence of confinement can usefully be expressed as a
renormalization factor for 1SS04v03. There are many potential candidates for this
configuration factor: the effective helical ripple, the neoclassical flux in the plateau regime,
fractions of direct-loss orbits and trapped particles, etc. In studies to date, the effective
helical ripple shows correlation with the confinement enhancement factor.

While the explicit incorporation of this factor in a unified scaling is still premature, the
correlation encourages a systematic comparative study of other potential configuration
-dependent effects on stellarator confinement. The results of such studies will provide
important guidance for the optimization of stellarator configurations and operational
techniques.
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Abstract. In the Large Helical device (LHD), the operational highest averaged beta value has been expanded
from 3.2% to 4% in last two years by increasing the heating capability and exploring a new magnetic
configuration with a high aspect ratio. Although the MHD stability properties are considered to be unfavourable
in the new high aspect configuration, the heating efficiency due to neutral beams and the transport properties are
expected to be favourable in a high beta range. In order to make clear the effect of the global ideal MHD
unstable mode on the operational regimes in helical systems, specially the beta gradients in the peripheral region
and the beta value, the MHD analysis and the transport analysis are done in a high beta range up to 4% in LHD.
In a high beta range of more than 3%, the maxima of the observed thermal pressure gradients in the peripheral
region are marginally stable to a global ideal MHD instability. Though a gradual degradation of the local
transport in the region has been observed as beta increases, a disruptive degradation of the local transport does
not appear in the beta range up to 4%.

1. Introduction

A Heliotron device is a probable candidate of toroidal magnetic confinement systems as
thermonuclear fusion reactor under steady-state operation because it can confine plasma with
only external coils and install a well-defined divertor configuration. However, it is
theoretically predicted that it has a disadvantage with respect to pressure driven magneto-
hydrodynamics (MHD) instabilities [1]. Ideal MHD instabilities have a possibility to strongly
limit the operational regime of the plasma parameters such as beta, pressure gradient and/or
so on. In tokamaks, it is well known that the operational beta limits are quite consistent with
theoretical predictions of ideal linear MHD theory [2]. On the contrary, in helical plasmas, a
limited number of systematic studies about the effect of pressure driven ideal MHD
instabilities on the operational beta range in experiments have been reported, for examples, on
Heliotron DR [3], the compact helical system (CHS) [4] and the Large Helical Device (LHD)
[5,6]. In the recent papers on LHD [5,6], the relationships between the unstable condition of
the pressure driven MHD modes and the experimentally observed pressure gradients at some
resonant rational surfaces based on the consistent MHD equilibrium with the measured
plasma parameters data like the plasma stored energy, toroidal current, electron density and
temperature profiles, which are enabled by powerful profile measurement systems, have been
reported. According to them, the pressure gradients in the core region (a normalized minor
radius, p~0.5) are governed by the ideal global MHD instability driven by pressure gradients.
When a growth rate of the low-n ideal MHD unstable mode is applied as an index of the
criteria, the pressure gradients do not exceed it. However, we have not obtained any
conclusive results on the effects of the ideal globa MHD instability in the peripheral region
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(p~0.9) on the operational regimes because the achieved beta values have not been high
enough to reach a clear conclusion about this. Generally speaking, in heliotron devices, the
global MHD mode in the core region is unstable in the intermediate beta range and it is stable
in the high beta range. On the other hand, because the instability in the peripheral region is
more unstabl e as the beta becomes higher, it is considered that the behaviour of the instability
in the peripheral region limits the operational beta range, and it should be studied
systematically.

MHD studies from the other aspects of the above have been done in previous LHD
experiments as the followings. With regard to the MHD fluctuations with the resonance in the
core region, stabilization due to spontaneous generation of magnetic well has been verified in
the experiment [7]. MHD modes excited in the edge region have been observed even in the
low-B regime, and amplitudes of edge resonant modes such as m/n=2/3 mode are
considerably enhanced in the H-mode plasma with steep edge pressure gradient [8]. A
disruptive degradation of an improvement factor of the global energy confinement time had
not been observed up to <Bgi> ~3% [5,9].

Recently the increase of heating capability and a new magnetic configuration with a
high aspect ratio by changing the pitch parameter of helical cail, y, enables exploration of the
operational betarange up to 4% in LHD. LHD is a Heliotron device (poloidal period number
L=2, and toroidal period number M=10) with a magjor radius of Ryx=3.5-4.1 m, an averaged
minor radius of 0.6 m, magnetic field, B, up to 3T, and heating neutral beam with negative
ion with beam energy of 150-180keV. The new configuration with higher aspect ratio
(y=1.22) is characterized by a smaller volume and smaller Shafranov shift than the so-called
standard configuration (y=1.254). Although the MHD stability properties are expected even
worse theoretically in this configuration (y=1.22) than the standard configuration because the
magnetic well formation due to small Shafranov shift in a high beta range is reduced, the
small shift is considered to contribute to the central deposition of neutral beam and hence the
reduction of the direct loss of the beam by keeping the magnetic axis close to the tangential
radius of the neutral beam in a high beta range. Moreover, the small volume is favourable for
the extension of the operational density range according to a density limit empirical scaling,
and the MHD equilibrium properties are favourable because of the small shift. Figure 1 shows
the improvement factor (Hiss) of the global energy confinement time on the 1SS95
(International Stellarator Scaling 1995) empirical scaling [10] in the new high aspect
configuration as a function of <Bg->. Here Hissgiamag and
Hisskin are based on the diamagnetic flux measurement 5
and the electron temperature and density profile | 3
measurements under the assumption of Zg =1 and T;=Tk,
respectively. The <Bg> is the diamagnetic beta value
defined as (2W/3V )/ (Bao /21), Where Wy, is the
diamagnetic energy. The B,, and V,, are averaged
toroidal magnetic field inside the plasma boundary and .

. 05| -O-H e
plasma volume, respectively, and both of them are | iss95-diamag :
estimated under vacuum conditions. A disruptive ;Hiss95-kin§ 3 3
degradation of both global energy confinement times o | | | |
based on the diamagnetic flux measurement and the  © ! 2 3 4

. <B > (%)
profile measurements have not been observed up to dia
<Bgiz> ~4%. However, the enhancement factors are FIG.1 Theimprovement factor
gradually reduced as betaincreases. of effective energy

In this paper, in order to study the role of ideal confinement asa
pressure driven MHD modes on the operational regime in function of beta value.
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LHD, especialy in the periphera region, we compare between the experimentally observed
pressure gradients at peripherally located resonant rational surfaces and the theoretically
predicted unstable region for ideal pressure driven MHD instabilities in the new high aspect
configuration with Rx=3.6m/y =1.22, where the achieved beta value has been extended to
4%. And we study the relationships between the local transport property and the ideal MHD
analysis results up to <Bg=> ~4%. We aso show the typical behaviour of the MHD property
in the high aspect configuration.

2. Typical high-beta discharge and MHD analysis

Figure 2 shows typical MHD activities
in high-beta discharge in the high aspect
configuration with Rx=3.6m/ y=1.22. The B;
iIsset a 0.5 T. The <Bg> increases as the
electron density increases. Three neutral
beams are injected to this plasma and the
deposition power is about 6.9 MW at 1.725s.

At 1.74s the < Bgi> reaches the maximum, o o A -
<Bu>-38%. At the time, <pu> and _m“. “ [ Ll K
<PBpeam> reach ~32% and ~1.0%, EE - min = 23

respectively. Here < Byin> and < Bpearn> are 20 IHhIII I I “| “Hl 3
the therma component and the beam Eg F min = 215 3
component of the beta value, respectively. a0t Aok h!hﬂh L4,

< Buin> is estimated twice as the electron beta 0.3
gradients with an assumption of Zg=1 and
Ti=Te, Where the electron temperature and
density profiles are measured by Thomson
scattering  and FIR  measurements,
respectively. The beam pressure is estimated
based on the Monte Carlo technique and the 8
steady state Fokker-Plank solution [11]. It ) S . xdp |
0 a
0

. _Mdp| o —=—dB,_/dp| |
should be noted that the beam pressure is ke T p=09 | Tkin T =09
expected to be ~30% of the thermal pressure 5 b ime ©) 1.5 2
in LHD typical high beta discharges because
the operational density rangeisrelatively low A Temporall ghang% O.f plasma
(ne <3x10°m™) due to a low density limit, parameters in high-beta discharge.
the electron temperature is relatively high as 0.8 — T —r - — 2.0
shown in Fig.3 and NB injected power is P TeikeV) | antbp
large. A drop of the < Bg> after 1.85sis due ' :
to the termination of a beam injector.

The m/n=1/1, 2/3 and 2/5 modes excited
in the edge region are dominantly observed
in this discharge. Here m and n are the
poloidal and toroidal mode-numbers of the
magnetic fluctuation, respectively. The
m/n=1/1 and 2/3 modes grow from 0.7s and
their amplitudes increase with < Bgs>. R {m)

However, when <pgs> exceeds a certain  F|G.3 T, and iota profiles at 1.125 s in
value at 1 s, the m/n =1/1 mode is frequently Fig.2 discharge.
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interrupted and the amplitude of m/n=2/3 mode starts to decrease. Then < Bg> Starts to
increase suddenly, and the amplitude of the m/n=2/5 mode increases after that. At 1.75s, the
degradation of < Bg> occurs with the growth of the m/n=2/3 mode and the reduction of the
m/n=2/5 amplitude, although the heating and the supply of H, gas are still maintained. The
bottom figure of Fig.2 shows the temporal changes of the thermal pressure gradient, din/dp
and the pressure gradient including the beam effect, fgxdBkined/dp around the m/n=1/1
resonant surface. Here we assume beam pressure gradients are proportional to the electron
beta gradients, dBkino/dp, and the sum of the thermal pressure and the beam pressure
coincides with the stored plasma energy measured by the diamagnetic flux loop (fgia IS Set to
let fhiaX<Pin-e> 1S equal to <Pgiz>). Both pressure gradients increase with < Bgz>. The dBkin/dp
saturates at 1.1 s. After the m/n =1 mode is suppressed at 1.2s, the gradient increases again.
The Mercier parameter D, which is well used as the index of high-n ideal stability, indicates
the MHD mode is unstable because of the reduction of magnetic shear due to finite-beta
effect. In this discharge, the low-n ideal mode is expected to be stable because the D, is less
than 0.2. Then, the observed m/n=1/1 mode is considered to be aresistive mode.

The equilibrium reconstruction is done for this discharge by the 3-D MHD equilibrium
code VMEC [12], and T. and rotational
transform profiles are shown in Fig.3 as an
example. The flattening structures of Te

profiles are found, for example, near the 10 ﬂ i: :
-

10°

'::I:II'I',I'!"II,Iﬂ‘I-:II‘"I Intarmittent
.

m/n=1/1 resonant surface. These asymmetrical it
dtructures are often observed in high-beta ¢ + a8
discharges, and however, it is difficult to apply
such profiles to the present equilibrium
reconstruction. This flattening may contributes
the stabilization of the idea and resistive ip?
modes. One of possibilities for the formation of
the asymmetrical profile in periphery is due to
variation of magnetic surfaces such as the
growth of the intrinsic magnetic island due to : ) ]
an error field in finite beta plasmas [13]. 10° -t min =213,
Figure 4 shows changes of the amplitudes pe= = ;
of observed MHD modes as a function of
< Bgiz> in the y = 1.22 configuration. Although
the m/n=2/1 mode excited in core region has
been observed in the < Bq2> range of less than
2.5% in previous experiments, this mode LT SRR
disappears in the high-beta regime. The 107§ o i : _miln'=1/2 4
resonant surfaces with 1=1 are located at p~0.9 1%
and their resonant modes are dominantly -
observed in the < Bgz> range with more than 10 1
2.5%. While the amplitude of the m/n=1/1 o508 ]
mode increases with < B>, it disappears or is 10° b " 3
intermittently observed when < Bg> exceeds ]
2.8%. Although the changes of the amplitudes : . min=2/5 1
of m/n=2/3 and 1/2 modes are similar to the 2 3 4
case of the m/n=1/1 mode, the threshold < Bgiz> B> (%% )
where the mode disappears is higher. The

m/n=2/5 mode appears when < 4> exceeds  FIG.4 Beta dependence of MHD modes

min=1/1 ]

10" i —

Conlinuation Intermitient ]
- -

10"k

Continuation Intermittent 3

10"k
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3.4%, the amplitudes still increase with < Bgiz> in the present < Bgi=> range. These phenomena
suggest that the stable region is expanded from the inner region to the outer one. The
destabilization of the MHD mode just outside the "stabl€e" region may be caused by the steep
pressure gradient outside the profile flattening as shown in Fig.3.

3. Relationships between the prediction of linear MHD stability and the experiments

Here, we consider the effect of the global ideal MHD mode in the periphera region on
operational regimes. Figure 5 shows the experimentally observed beta gradients in the
peripheral region (p=0.9, 1~1) in the high aspect configuration with Rx=3.6m/y =1.22 as a
function of <Bgs>. The data were obtained in 0.45T to 1.75T operation. Symbols in Fig.5
correspond to the observed thermal beta gradients. Solid and dashed lines denote contours of
the low-n  (m/n =1/1) ideall MHD modes (with global mode structure) with yiow-n/oa=10"
and 5x10° for currentless equilibria. The growth rate is calculated with a MHD stability
analysing code (TERPSICHORE [14]). Here ma=Vao/Ro, Vao and Ry are the Alfven velocity
and the major radius at the magnetic axis. The dotted lines are the stability boundary of
Mercier modes (with a highly localized mode
structure / high-m limit) [15]. The observed beta : ‘ € :

; — : ; p:O.9 (1~1) m/n=1/1 ylo =107
gradients at p=0.9 increases with the beta up to 121 unstable " A7
<PBga>=4%. The change of the gradients are © Bl
observed around < Bgi=>=1.5%, which corresponds to
the Mercier unstable region. The envelope of the
observed thermal pressure gradients in the beta range
of < Bgia>=3-4% looks to coincide with a contour of
the growth rate of the m/n=1/1 ideal MHD mode, ar .\\

currentless

@
T

dp/dp (%)
=
@
=
1o
| -

Y ow-n/ (OA:]-O_Z-
Now we consider the beam pressure effect on the
global ideal MHD instability. According to a global % 1 2 3 a4

ideal MHD stability analysis, the achieved thermal <B,.> (%)

beta gradients are in a marginal stable region of the  F1G.5 The observed thermal beta
global MHD instability even around < Bgiz=>~4%. As gradients at p=0.9 in </>-
shown in section 2, typical LHD high beta operations dgldp diagram.

are done in low magnetic field and with high NBI
power, where the beam pressure is fairly large.
Figure 6 shows beta gradients including the beam
component as a function of < Bgs>. Here we assume
the beam pressure gradients are proportional to the
electron beta gradients, and the sum of the thermal
pressure and the beam pressure is the diamagnetic
plasma energy as shown section 2. The other
situations are the same as in Fig.5. The change of the 4l & @©
beta gradients around < Bgi>=1.5% observed in Fig.5 ﬁ

amost disappears in Fig.6. The beta gradients
including beam effects are in the unstable region of 05 I 5 3 7
the low-n idea MHD instability. Even where the <B,.> (%)
global ideal MHD mode is expected to be unstable,
the beta gradients increase as the beta increases.
These results suggest that either the beam pressure

‘ ‘ current!ess
P:0-9 (l“'l) m/n=1/1 o Yl R
| O fdiaXd[3

12

kin-e

/dp g5 =107

dp/dp (%)

FIG.6 A beta gradient including a
beam component at p=0.9 in
<f>-dpldp diagram.
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does not contribute the global ideal MHD instabilities or/and the beam pressure profiles may
be broader that what is assumed here.

In order to know the effects of the beam component of the pressure on the ideal MHD
mode, we need more detail information of the beam pressure. Moreover, we need larger
heating power and/or the same kind of experimental study in a configuration with a higher
aspect ratio. High heating power leads to high-density operation according to a density limit
empirical scaling and/or the high magnetic field operation keeping the achieved beta value,
where the contributions of the beam component on the total beta value are expected to be
reduced. A configuration with a high aspect ratio is favourable from a viewpoint of the
suppression of the loss of the NBI heating power in the high beta range, and its small volume
leads to the extension of the operational density range. They also lead to the reduction of the
contribution of the beam component.

4 Transport propertiesin high beta ranges

In order to analyse alocal transport property in the peripheral region from a viewpoint of
pressure gradients, we introduce a parameter, X, proportional to the heating power and
inversely proportional to the beta gradient as follows,

X on.9/£a§:m Sp:0.9 g J’ 1)

p=0.9 2u,
wherer is a minor radius, and Qy—9 and S, are the heat flux due to input power at
p=0.9 and an area of the p=0.9 magnetic surface, respectively. When a density is constant, the
parameter coincides with the effective heat conductivity. Squaresin Fig.7 show X normalized
by a heat conductivity based on the so-called gyro-reduced Bohm model at p=0.9, as a
function of <fg>. Circles show the beta gradients at p=0.9, which extracted from the data
shown in Fig.5. The normalized X gradually increases with <f4,>. The disruptive degradation
of X is not observed around <B>=3-4%, where the global ideal MHD modes is predicted to
be marginally stable. However, the maxima of the normalized X suddenly increase when the
beta gradients are in the Mercier unstable region, where resistive MHD modes are unstable
and there is a possibility that the high-n ballooning mode is unstable. The effect of the
resistive modes and the high-n ballooning modes on the transport properties is a future
subject.

According to alocal transport analysis, the local - : : : — 20
transport in the peripheral region is not seriously [ 3 3 3 ]
affected by the globa ideal MHD modes around
<Bgi=>=3-4%. However, as shown in Fig.1, a gradual
degradation of a global energy confinement on beta
value is observed based on the ISS95 transport model.
Figure 8 shows the electron density normalized by
density limit proposed by Sudo et al. [16], Hsuwo, s a
function of beta value. High beta discharges are done
in a high collisionality range close to the density limit,

Hsugo >0.5 in < Bdia> >2% and Hsugo ~1 in < Bdia> 0.01 i \ \ 1 0
~4%. According to a recent LHD transport scaling 0 1 2 3 4
analysisin the high collisionality [17], the dependence <Bye> (%)

of the global energy confinement time on the electron  F|G.7 A normalized parameter,
density changes from the 1SS95 scaling, te~ne>™" in X at p=0.9 as a function of

the low collisionality range to te~n? in the high the beta value.



7 EX/3-3

collisionality range. When we apply the new scaling
law, a degradation of global energy confinement time N
is gtill observed. According to another scaling mode, it © Hoso
Is pointed out that the globa confinement time scales
according to the effective helical ripple of the magnetic
field, enerr [18]. In a high beta range, eh.«f becomes
larger than that in vacuum because of a Shafranov
shift. The gradual degradation of global confinement
time may follow this model. Moreover, it is reported
that the broad heat deposition profile leads to the
degradation of confinement time in LHD [19]. In low : : ; ;
field operations, the heat deposition due to NBI is 0 1 2 3 4
expected to be broad. This is another candidate of the <B, > (%)
explanation for the degradation of global energy
confinement time.

15

Fig.8 Electron density
normalized by density limit

5 Summary and discussion proposed by Sudo et al.

In the Large Helical device (LHD), the operational highest averaged beta value has been
expanded from 3.2% to 4% in last two years by increasing the heating capability and
exploring a new magnetic configuration with a higher aspect ratio. Although the MHD
stability properties are considered to be unfavourable in the new high aspect configuration,
the heating efficiency due to neutral beam and the transport properties are expected to be
favourable in the high beta range. In helical systems, in order to make clear the effect of the
global ideal MHD unstable mode on the operationa regimes, specialy the beta gradients in
the peripheral region and the total beta value, the MHD analysis and the transport analysis are
done for the high beta operation up to < Bgz>~4% in LHD. In a beta range of < Bi=>=3~4%,
the global ideal MHD mode resonant with the peripheral rationa surface, 1=1, is marginal
stable for the observed thermal component of beta gradients, that is, growth rates of a global
ideal MHD mode are always below a value, yion./®a=102. However, the beta gradients
including a beam component do not appear to be sensitive to the growth rates of a global ideal
MHD mode. The beam pressure effect on the global ideal MHD instability is still unclear.

The local transport in the peripheral region and the global energy confinement are not
seriously affected by the global ideal MHD instability 12 e e e

around <Pqs>=3-4%, where the global idea MHD :po=d0.5 /(Orl/ 2) S
modes is expected unstable. The reason may be that ! Pan F_) S ]
the global ideal MHD instability around <Bgiz>=3-4% g [ Merc'.’fr_ © @@ i
is marginaly stable. In order to make sure the effect < [currentless 5, ]
of the global ideal MHD instability in the peripheral = f”/'/”:_zl%_‘;”Stab'e LoAgreces
region on a loca transport and a global energy 3 , VoA 3
confinement, we need larger heating power and/or - ]
the same kind of experimental study in a
configuration with a higher aspect ratio. [ o ]
Here we analyse the operational regimes based on 0 DR bttt
a linear MHD theory. We know that the achieved 0 1 2 3
pressure gradients are in the non-linear saturation <Bia> (%)

phase. Howeyer, since it has_ not been clear how the  £1G.9 The observed thermal beta
pressure driven MHD instability affect the

dients at p=0.9 in <f>-
experimental operation regimes of the helical gradients at p=0.9 In </>

dgldp diagram.
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systems, our approach (evaluating the experimentally achievable pressure gradients by the
linear growth rate and/or Mercier parameter) would be useful, because it could be a reference
for more complicated non-linear analyses, and a criterion for a reactor design. Figure 9 shows
the relationship between the experimentally observed thermal beta gradients in the core
region (p=0.5, 1~1/2) and the theoretically predicted unstable region for ideal pressure driven
MHD instabilities in the standard configuration with R« =3.6m/y = 1.254 [5,6]. Symbols
correspond to the observed thermal beta gradients. Solid and dashed lines denote contours of
the low-n (m/n=2/1) ideal MHD modes with yiow-/®a=107 and 1.5x102 for currentless
equilibria. In the core region, the maxima of the achieved pressure gradients seem to saturate
against the contour of Yiow.W/@a= 1.5x102 in the range of <Bgz> = 1~1.8%. When <>
exceeds ~1.8%, the maximum achieved pressure gradient more than doubles. Roughly
speaking, yiow-n/oa= 1~1.5x107 from the results of Figs.5 and 9 is considered a good index to
determine the condition that the global ideal MHD instability limits the operational regime.
For further verification, we need to extend the above comparative analyses between the
experimental results and the theoretical prediction based on a linear theory to many magnetic
configurationsin LHD.

The authors deeply acknowledge the LHD experiment group for their great effort of LHD
operation and maintenance.
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Abstract. The electrostatic fluctuation with Geodesic-Acoustic-Mode (GAM) frequency is observed in L-mode
plasmas. The fluctuation has the poloidal wave numkgrof (-2 + 24) x 10-3 (cm?), that corresponds to the
poloidal mode number of 1.5 or less, and the radial wave nunkpenf(0.94 + 0.05 (cnT?), that is corresponds to

k-oi = 0.26 < 1. The amplitude of the fluctuation changes in the radial direction; it is small near the separatrix and
it has maximum at 3 cm inside the separatrix. The relation between the amplitude of potential fluctuation and that
of density fluctuation is the same as that of the predicted GAM. The fluctuation is probably GAM.

The envelope of ambient density fluctuation and the potential fluctuation have a significant coherence at the
GAM frequency. Thus, it is clearly verified that the fluctuation with the GAM frequency correlates with the
ambient density fluctuation. The fluctuation with the GAM frequenfigas the particle transport through the
modulation of the ambient fluctuation. But thfext is not large, and it is not a ficient condition to form the
edge transport barrier and to drive the intermittent particle flux.

1 Introduction

Itis thought that the transport of magnetically confined plasmas is mainly caused by plasma
turbulence. The clarification of the feature of the turbulence is an important issue to predict the
transport of plasma and to estimate the performance of future machines such as International
Thermonuclear Experimental Reactor (ITER).

Recently, zonal flow [1] is getting a lot of attention as a cause of the saturation of the turbu-
lence through the energy transfer due to the nonlinear coupling of the turbulence and through
the suppression of turbulence due to the shear of zonal flow [2, 3]. Some experimental results
indicate the existence of zonal flow [4, 5, 6, 7, 8].

In this study, the potential and density fluctuations are measured directly and simultaneously
with a heavy ion beam probe (HIBP), and the existence of Geodesic-Acoustic-Mode (GAM)
[9, 10] which is a branch of zonal flow is investigated. Moreover, the correlation between GAM
and ambient fluctuation is examined directly, and the influence on the particle flux is studied.

2 Experimental Setup

The HIBP can measure a local electrostatic potengipt{rectly even in high temperature
plasmas with a high temporal and spatial resolution. Singly charged heavy ion beam, called
the primary beam, is injected into the magnetically confined plasma. A part of the primary
beam is charged doubly through the electron impact ionization and it is called the secondary
beam. Since the charge number increases by one, the total energy of the ion changes by the
potential energy at the ionization point. Therefopeat the ionization point can be obtained
through the measurement of thdéfdrence in the kinetic energies between the primary and the
secondary beam ion. Moreover, the secondary beam cufrggg)(reflects the electron density
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and temperature. In this experiment, the contribution of the temperature is smaller than that
of the density [11]. Thus, the density fluctuationcan be inferred through the fluctuation of

the secondary beam curreifit,gp). When the path integrafiect is negligible, the normalized

Ihisp is equivalent to the normalize® ~fe/Neo ~ Thigp/lHispo.-

In this study, the characteristics of the electrostatic fluctuation, especially focusing the fluc-
tuation with the GAM frequency, are studied with the HIBP [12] in the JFT-2M tokamak.

The JFT-2M tokamak is a medium-sized tokamak with a major radius (R) of 1.3 m and
an averaged minor radius (a) of 0.3 m. The experiments are performed with an upper single
null divertor configuration an&B drift of ion is toward X-point. The fueling gas species is
deuterium.

The HIBP on JFT-2M can measure 7 sample volumes simultaneously: the density fluctua-
tion can be measured in all the 7 sample volumes and the potential can be measured in 4 or 5
sample volumes of them, which depends on the injection condition. The radial width of each
sample volume is about 6 mm according to a beam trajectory calculation [13]. The arrangement
of sample volumes is determined through the Larmor radius of the beam, that is the combina-
tion of the magnetic field strengtl( and the beam energ¥\p). WhenW, = 350 keV, the
sample volumes are aligned in nearly minor-radius-directid, iof 1.17 T and in the poloidal
direction in B, of 1.28 T. In addition to that, the sample volumes can be moved in the radial
direction with the electrostatic sweeper. Thus, the radial profile in wide range are measured
through changing the sweep voltage.

3 Temporal behavior and frequency spectra of the electrostatic fluctuation

First, the temporal behavior of the electrostatic fluctuation is shown. Figure 1 shows the
temporal behavior of a typical discharge. In this shotzBt17 T, the plasma current is 190 kA
and the g5, which is the safety factor at the flux surface that encloses 95 % of the total poloidal
flux, is 2.9. The neutral beam (NB) is injected in the co-direction from 700 ms to 800 ms and
its power is 700 kW.

After the sawtooth crash at 725 ms, large spikes start to appeariménsity and negative
spikes are shown ihygp. It indicates that the formation of the transport barrier starts intermit-
tently but it is not sustained. The SX intensity from the scrapéager (SOL) and [ intensity
drop clearly after a sawtooth crash at 735.5 ms. They indicate the transition to the ELM-free
H-mode. The fluctuation in the intensity of the secondary beam, which reflects density fluc-
tuation ), exists with the broad frequency spectrum in L-mode, and it is suppressed at the
L-H transition (Fig.1(d)). The potential fluctuatia®)(shows the similar behavior except that
a significant fluctuation with the frequency of about 15 kHz is observed during L-mode (702
- 725 ms) (Fig.1(f)). The potential fluctuation with the frequency of 15 kHz exists in L-mode
(and Ohmic phase in other discharge) and disappear at about 725 ms, when the intermittent
formation of the transport barrier starts.

4 Characteristics of electrostatic fluctuation with the GAM frequency

4.1 Frequency spectra

The power spectra of the potential) (and normalized density fluctuationse(fie) are
shown in Fig.1(g) and (h). A significant peak with the frequency of about 15 kHz appears.
The predicted GAM frequency\(T; + Te)/M;/27R) [10] is 19 kHz, wheraVj; is the mass of
the ion, R is 1.54 m, the ion temperatuiig)(is 340+ 40 eV measured with charge exchange
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Fig. 1: (a) Chord integrated soft x-ray(SX) intensities from the egge (0.85) and SOL p ~ 1.1),
wherep is the distance of the chord from the plasma center normalized by the minor radius., (b) D
intensity in the divertor. The vertical dashed lines indicate the timing of the sawteeth crash. (c)(d) the
secondary beam intensity(gp) and its spectrum at 1.4 cm inside the separatrix and its spectrum,
(e)(f) electrostatic potentialg). (g)(h) power spectra of the electrostatic potential fluctuatighand
fluctuation of normalizedy;gp, Which is normalized density fluctuatiofie(neo), during L-mode, (i)
coherence betweehand normalizedygp

spectroscopy (CXS), and the electron temperafligei$ assumed to be the samelasThe fre-
guency of the peak in the power spectra is similar to the predicted GAM frequency. The word
“GAM frequency” andfgam are used as the frequency of the peak near the predicted GAM
frequency in this paper, and the physical value (A) with the GAM frequency is expressed as
A(foam). .

The coherence and phasdfeience between andri./neo is shown in Fig.1(c). The fluc-
tuations with the broad frequency spectrum indicate high coherence, and the ffasack
is nearrr/2. On the other hand, the fluctuations wilkwy indicate lower coherence than the
above fluctuation, but the coherence is higher than that of the ambient fluctuation &aund
The phase dierence isr, and it is quite dferent from the phase fiierence of the fluctuations
with the broad frequency. The results mean the fluctuations consist @ePetit components
at least; one is the fluctuation with the GAM frequency and the other is the ambient fluctuation
with the broad frequency spectrum.

4.2 Radial profile of the amplitude

The radial profile of the amplitude of the potential fluctuation with the GAM frequency
(6(fsanm)) is measured. The HIBP can measure the potential at 4 sample volumes simultane-
ously. The sample volumes range over about 1 cm in the radial direction, when they are aligned
in nearly radial direction. In order to measure the radial profile of the amplitudéfefy), the
positions of the sample volumes are changed every shot. The profile is shown in Fig.2(b), where
each shot is identified with fierent marks. The amplitude is almost the same in same position
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Fig. 2: (a) The radial profiles of and 1 gp in L- and H-mode. (b) The radial profiles of the amplitude
of ¢(feam) in L-mode. The horizontal axis is the distance from the separatrix and the negative sign
means the inside of the separatrix.

even in the dferent shot, thus the shots are reproducible. The the amplitutld£yy) is small
near the separatrix, it reaches to the maximum value at about 3 cm inside the separatrix.
The maximum of thes(fgam) is about 4 % of the stationary potential in H-mode plasma
[14, 16], and the peak of the profile is inside the position where the steadi flow shear is
maximum in H-mode. It indicates( fsay) may not be very important for L-H transition.

4.3 Coherence in the poloidal direction

In order to measure the coherence in the poloidal direction, the sample volumes are ordered
in the poloidal direction on almost the same magnetic surface. For the purpose, the magnetic
filed is 1.28 T, and the other parameters are fixed agd=.2. The position of the sample
volumes are at 1 cm inside the separatrix. The density fluctuation (7 sample volumes), potential
and potential fluctuation (4 sample volumes) are measured simultaneously under this condition.
The sample volumes are at intervals of 7 mm in the poloidal direction.

The frequency spectra @¢fand normalizeaare shown in Fig.3(a). Although a peak exists
aroundfgay in the spectrum ob, there is no significant peak in the spectrum of normalized
fe. The reason is that the fluctuation witgay is weak and the ambient density fluctuation is
strong near the separatrix.

The coherence between the fluctuations is shown in Fig.3(b) and (c). The distance between
the sample volumes is 7 mm and 21 mm, respectively. As the distance between the sample
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Fig. 3: (a) power spectra o and normalizedie. (b) Coherence. The sample volumes are at 7 mm
apart. (c) Coherence. The sample volumes are at 21 mm apart. The solid ling amdfthe dashed line
is of Re.
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Fig. 4: (a) Dispersion relation of the normalizé@. (b) Dispersion relation evaluated with phase dif-
ference. The sample volumes are at 7 mm apart. (c) Dispersion relation evaluated with gfasack.
The sample volumes are at 21 mm apart. The solid line &arid the dashed line is @. (d) phase
delay ofé(fsawm) in the radial direction. The horizontal axis is the distance between sample volumes.

volumes is larger, the coherence betwegrsignals is smaller in all frequency range. The
coherence betweensignals shows the similar tendency except thaear the GAM frequency
keeps high coherence. That means the correlation lengtfefy) is longer than that of the
ambient fluctuation in the poloidal direction.

4.4 Wave number

Fist, the poloidal wave numbeky is estimated. The sample volumes can be aligned on
almost the same magnetic surface with intervals of 7 mm in the poloidal direction as mentioned
above, so we can measukeof 4.5 (cnT?) or less. The dispersion relation of the density fluc-
tuation is estimated with Fast Fourier Transform (FFT) (Fig. 4(a)). The dominant components
exist in the frequency range of 40 - 60 kHz agaf 1 - 2 (cnT?). Its poloidal mode number is
about 60 - 120.

Because the potential fluctuation is measured only in 4 sample volumes, flicsiltito
estimate the dispersion relation with FFT. Thus, the dispersion relation is estimated through the
phase dierence fyp) between the signals fromftierent sample volumesy = Ap/Al,, where
Al is the distance between the sample volumes. The estimated dispersion relatissiodwn
in Fig. 4(b). The distance of the sample volumes is 7 mm. It is similar to that diéwever,
ke around the GAM frequency is almost zero unlike thanofThat is due t@(fsam) Which has
long correlation length in the poloidal direction, lsoof ¢(fsam) is estimated using the signals
from the sample volumes located at 21 mm apart (Fig.4(c)). The phfiseedice around the
GAM frequency is small, and th is estimated aky = (-2 + 24) x 1073 (cm™). The poloidal
mode number is 1.5 or less. It does not contradict the predicted structure of GAR).(m

Next, in order to estimate the radial wave numbe},(the sample volumes are set in the
radial direction by means of optimization of the magnetic field strength and the energy of the
injected heavy ion beanB; = 1.17 T andW, = 350 keV. The interval of the sample volumes
is about 2.5 mm in the radial direction. The phas@eténce off(fsav) measured near 3.7 cm
inside the separatrix is shown in Fig.4(d)). Thes estimated ak, = Ag,/Ads whereAy; is
the phase dierence anddsis the distance between the sample volumes kard0.94 + 0.05
(cm1). Evaluatingk, through|E,| = | — 8¢/dr| = |k.¢| in Fig.2, it is consistent with the above
k.. The Larmor radius of the deutergn)is 0.28 cm, where the ion temperature is 380 eV and
the magnetic field strength is about 1 T,kgp; = 0.26 < 1.
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Fig. 5. Relation betweef and¢. (a): fie with a frequency of 30 kHz and high@ég with a frequency
of 80 kHz and higher, and with a frequency from 1 to 30 kHz. The envelop@git also shown. (b):
Expanded view of (a). (c) and (d): power spectra of the envelofir of (a). (e) and (f): coherence
betweenp and the envelope dt.

4.5 The amplitude ofé and normalized density fluctuation

The relation between the amplitudedoéind normalizedof GAM is predicted as following
equation [1]: |fie(foam)/Neo| = V2kpi [ep(foam)/Te|- In the experiment, the right hand side
of the equation is 121072 at -3.7 cm inside the separatrix, whegg; = 0.26 estimated in
the previous sectiong(fsam)| is about 11 V (Fig.2(b)), and@ = 380 eV assuminde = T;
measured with CXS. The measum@fz av)/neo is about %1073, thus the observed fluctuation
with fgam has the same character as that of the predicted GAM.

5 Relation between the fluctuation with the GAM frequency and ambient fluctuation

The fluctuation withfgay probably produces the shear flow as inferred from Fig.2, so it
possibly suppresses the ambient fluctuation. Originally, GAM is produced through nonlinear
coupling of the turbulence. Therefore, it can regulate the power of the ambient fluctuation.

In order to see the temporal behavior of the amplitude of the ambient fluctuation, the enve-
lope ofri. is evaluated (Fig.5(a) and (b)). The envelope is evaluated with Hilbert transform and
a low pass filter whose cutidfrequency is 30 kHz. The envelope oscillates and it indicates the
amplitude ofrig is modulated.

The frequency spectra of the envelopesofith a frequency of 30 kHz or highen{(f >30kHz))
and 80 kHz or highem(f>80kHz)) are shown in Fig.5 (c) and (d), respectively. A significant
peak appears around the GAM frequency in each spectrum. It indicatesnodulated with
the GAM frequency.

The coherence between the envelopegdridé(fsav) is shown in Fig.5(e) and (f). There
is a peak around the GAM frequency in each figure. Therefore, the modulatiensoflosely
related with thes(GAM). It possibly shows the self-regulated mechanism of plasma turbulence
with zonal flow (GAM).

Compared with the modulation of(f >80kHz) with fgay, that ofig(f >30kHz) is weaker
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than the modulation with the lower frequencylQkHz). It may indicate that the turbulence
with higher frequency is suppressed moftéceently by the oscillating shear flow of GAM [15].

6 Influence on the particle transport

The particle flux induced by the electrostatic fluctuatibp) can be estimated witg, and
fe measured with the HIBH;; = neEg/Bt The E9 is measured by the HIBP through alignment
of the sample volumes on the same magnetic surface as described in section 4.3.

In L-mode, the average particle flgK;) is about (8@:40) xne(rsy) (1/m? s), whereng(rs,) is
the local electron density in the sample volume. Assuming that the particle confinement time is
50 ms which is 5 times the energy confinement time, the particle filuis(roughly estimated
at about 20< 10*° (1/m? s). The experimental result {§) ~ (80 + 40) x 10'° (1/m? s), where
ne(rsy) = 1 x 109 is assumedr’s is the same aE in the order, so the mesur&d is possibly a
major component of the total particle flux.

The mesured’; during L-mode is shown in Fig.6. It indicates intermittent behavior. Some
spikes appear at intervals of about &5, which corresponds té;am. They coincide with the
increase in the amplitude of as shown in Fig.6(b), thus the fluctuation wifgw, affects the
particle transport through the modulation of the ambient fluctuation. Larger spikes with longer
period (several hundredss) also appear in Fig.6(a), and it probably shows the existence of
some other mechanism of the intemittent transport.

In this shot, bursting fluctuation appears with the repetition frequency of about 4 kHz just
after the start of the formation of the edge transport barrier. After the burst continues for about
9 ms, andE, andni, are suppressed and the transition to the ELM-free H-mode occurs. The
burst means the formation and disappearance of a weak transport barrier repeat at intervals of
about 4 kHz [16].¢(fsam) and any spike with a time interval of GAM period does not appear
in the burst phase. Therefore, other mechanism play the important role for the formation of the
transport barrier.

7 summary

The characteristic electrostatic potential fluctuation measured by the HIBP is found to have
the theoretically predicted characters of GAM: the frequency, the structure in the poloidal di-
rection, wave numbers in radial and poloidal direction, and the relation between amplitude of
#(fsam) and that oiy( fsam). Therefor, the fluctuation considered to be GAM.
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The high coherence between the envelope of ambient fluctuation and the fluctuation with
feam Clearly indicates that the modulation of the ambient fluctuation and the fluctuation with
feam is closely related.

The measured particle flux indicates the intermittent behavior. The fluctuationfyyjth
affects the particle transport through the modulation of the ambient fluctuation, however , it
seems that the intermittent flux can not be explained only with fiieeteof GAM. And, it does
not appear in H-mode and bursting phase but in L-mode and Ohmic phase. Therefore, other
mechanism play the important role for the formation of the transport barrier.
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Abstract. Energetic ion driven Alfvén eigenmodes (AEs) such as toroidicity-induced AEs (TAEs) and
helicity-induced AEs (HAESs) have been observed in neutral beam injection (NBI) heated plasmas of the Large
Helical Device (LHD). It is important to clarify the configuration dependence of AEs because the existence and
stability of them sensitively depend on the magnetic axis position and plasma beta. These parameters are
scanned for the study of the configuration dependence of AEs in LHD. We have studied the energetic ion driven
AE in plasmas obtained in three types of magnetic configuration. In order to identify the observed AEs, we have
compared between the experimental data and the global mode analysis using CAS3D3. In the configuration with
high magnetic shear, two TAEs with m~2/n=1 (m, n: poloidal and toroidal mode number) and m~3/n=2 are
typically observed. In the configuration with medium magnetic shear, a number of TAE with n=2~5 are
simultaneously observed. In the configuration with low magnetic shear, a number of bursting TAE are observed.
We have studied the observed region of AEs in parameter space composed of the resonance and the stability
conditions. From these studies of AE using global mode analysis in three-dimensional magnetic configurations,
continuum damping of which damping rate depends on the magnetic shear is thought to be an important role in
stabilizing AEs in LHD.

1. Introduction

Alfvén eigenmodes (AEs) destabilized by the energetic alpha particles are paid much
attention in the physics design of a Deuterium-Tritium (D-T) reactor including the
International Thermonuclear Experimental Reactor (ITER) [1]. Energetic alpha particles in a
fusion reactor would resonate with MHD modes in course of the slowing down process and
destabilize these MHD modes. In turn, the MHD modes would enhance radial transport of
alpha particles before thermalization. This would quench fusion burn. Moreover, thus ejected
energetic alpha particles might lead to significant damage of the first wall of a fusion reactor.
For these reasons, energetic ion driven MHD instabilities such as toroidicity-induced Alfvén
eigenmode (TAE) are being extensively studied in many major tokamaks [2] and helical
systems [3-5] using energetic ions generated by the neutral beam injection (NBI) and/or ion
cyclotron range of frequency heating (ICRH) as well as DT fusion reactions.

Alfvén eigenmodes such as TAEs and helicity-induced AEs (HAEs) [6,7] are observed in
NBI heated plasma of the Large Helical Device (LHD) [8-10]. It is important to clarify the
configuration dependence of AEs because the existence and stability of them sensitively
depend on the radial profiles of the rotational transform 2w (=1/g, g: safety factor) and the
magnetic shear s (=pdgq/[dp/q]). These quantities in low B plasmas of LHD are basically
determined by the magnetic axis position of the vacuum field (R,x). The finite plasma [ effect
and net plasma current /, can considerably modify these quantities v/2m and s. In the plasma
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of R.=3.6 m, the magnetic shear tends to decrease with the increase in plasma 3 and finally
changes the sign in the central region when averaged 3 approaches to f~3 %. We have
scanned the parameters R.c,  and [, for the study of the configuration dependence of
energetic ion driven AEs in LHD. We present experimental results of AEs observed in LHD
and clarify the mode structures through comparison to numerical results by global mode
analysis code for three-dimensional (3D) plasmas, CAS3D3 [11].

2. Observation of Alfvén Eigenmodes

We have studied the energetic ion driven AEs in NBI-heated plasma obtained in the following
three types of magnetic configuration: (i) low B (<1 %), R.x=3.6 m plasma with high magnetic
shear, (i1) low B (<1 %), Rx=3.5 m plasma with medium magnetic shear, and (iii) high 3
(>2 %), R.x=3.6 m plasma with weak magnetic shear. The radial profiles of 2w and s are
shown in Fig. 1.

2.1. Configuration (i): High Magnetic Shear (Rax=3.6m, low f3)

In the configuration (i), two TAEs with m~2/n=1 (m, n: poloidal and toroidal mode number)
and m~3/n=2 are typically observed. A typical discharge in which the TAEs are observed is
shown in Fig. 2, where hydrogen beams with the energy of Exg=150 keV and the power of
Pxpi~4 MW are tangentially co- and counter-injected into a helium plasma at R,x=3.6 m and
magnetic field strength B=1.3 T. After t~0.65 s, coherent magnetic fluctuations of which
frequencies are scaled with the dependence of 1/(n¢)"’? are detected. In this phase, the parallel
beam velocity vy, exceeds va/3 (va: Alfvén velocity). A hydrogen ice pellet is injected into the
LHD plasma at #~0.8 s, then electron density suddenly increases and coherent magnetic
fluctuations are suppressed. The m~2/n=1 mode with the frequency fo,=40~52 kHz (at =1.6
s) and m~3/n=2 mode with f.,,=55~68 kHz (at +=1.6 s) are excited after #~1.1 s. As seen from
the calculated TAE gap frequencies (frap=val/4mR,x: dotted and broken curves) shown in Fig.
2(a), the observed frequencies of the former mode and the latter mode respectively lie in the
n=1 TAE gap formed by m=2 and 3, and n=2 TAE gap formed by m=3 and 4 poloidal mode
coupling.

#24467, Bi=1.3 T, R.x=3.6 M, [He puff,H pellet]
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FIG.I.  Radial  profiles of (a) FIG. 2. Typical discharge where TAEs with

rotational transform and (b) magnetic
shear for the configuration (i), (ii)
and (iii).

m~2/n=1 and m~3/n=2 are observed in the
plasma of R,x=3.6 m with high magnetic shear

(configuration (i)).
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FIG. 3. Shear Alfvén spectra for (a)N;/=1 and (d)N;=2, and radial profile
of discrete mode for (b) n=1 and (d) n=2, of which frequency agree well

with that of observed mode.

We compare these observed frequencies at =1.6 s in the plasma shown in Fig. 2 with the
global mode analyses by CAS3D3 that are calculated for 3D magnetic configurations, where
toroidal mode coupling is taken into account. The plasma compressibility is ignored
(adiabatic index: y~0) because the plasma [ is not so high and shear Alfvén wave dose not
couple with sound wave. Shear Alfvén continua in the 3D case are also shown in Fig. 3(a) for
N1 and in Fig. 3(c) for N=2 (Nr: the number of toroidal mode family), where the toroidal
mode coupling among n=+1,+9,+11,£19 and £21 Fourier modes is taken into account for
Ne=1 and n==%2,£8,£12,£18 and £22 modes for N=2. The shaded zone in Figs. 3(a) and (c)
indicates the frequency of the observed mode. As seen from Fig. 3(a), the observed mode
frequency lies in the innermost n=1 TAE gap, which is formed by m=2 and 3 poloidal mode
coupling. The observed frequency intersects with the Alfvén continua with #»=1 at the edge of
p~0.65. The discrete mode of which eigenfunction has a peak at p~0.18 is marked by the
open circle in Fig. 3(a) and its frequency agrees well with the observed mode frequency. The
eigenfunction shown in Fig. 3(b) is basically composed by dominant two poloidal harmonics
m=2 and 3, and localized in the plasma core where magnetic shear is quite weak. The
m~2/n=1 observed mode indicates a character of a core-localized type TAE (C-TAE) with
even parity. The n=1 C-TAE would not suffer from strong continuum damping near the
plasma core with very low magnetic shear. The observed frequency of n=1 C-TAE intersects
with a lot of Alfvén continua for high-n modes in the outer plasma region (0.45<p<0.65).
However, the n=1 C-TAE would not suffer from continuum damping due to the high-n modes
belonging to N—=1 mode family. Therefore, the continuum damping due to the high-» modes
introduced by the toroidal mode coupling is quite weak in LHD as same as CHS [5]. The
higher frequency mode (fox;=55~68 kHz) of m~3/n=2 is also analyzed by CAS3D3 code, as
shown in Fig. 3(c). The calculated eigenfunction is shown in Fig. 3(d). As seen from these
figures, the discrete mode mainly consists of three Fourier components with m=3,4 and 5, and
intersect with the n=2 shear Alfvén continuum at the p~0.75. The eigenfunction of the
observed m~3/n=2 mode extends radially from the gap toward central region with low
magnetic shear. This mode exhibits a feature of global type TAE (G-TAE) and is different
from the character of the observed n=1 C-TAE.
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2.2. Configuration (ii): Medium Magnetic Shear (Rax=3.5, low )
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FIG. 4. Typical discharge where a number of
TAEs are simultaneously observed in the plasma
of Rix=3.5 m with medium magnetic shear (case

(ii)).

In the configuration (i1), of which
magnetic shear is smaller than that of
R.=3.6 m (configuration (i)), a number
of TAE with n=2~5 are simultaneously
observed, as shown in Fig. 4. These
modes in the frequency range of 50 kHz
to 250 kHz are excited in the time
window of w,>va/3, having the mode
numbers of m~3/n=2,~4/3,~5/4 and ~6/5.
The frequency separation between
neighboring modes is explained not by
the effect of Doppler shift due to the
toroidal plasma rotation, but by the TAE
gap location of each modes. The
calculated shear Alfvén continua with
Nf=2 and 5 at +=1.5 s are shown in Figs.
5(a) and (c). The shaded zones in Fig. 5

indicate the observed frequencies of the mode fo,=64~67 with m~3/n=2, and 98~102 kHz
with m~6/n=5, respectively. A lot of discrete modes are found in respective TAE gaps and the
peak of each eigenfunction is represented by the solid circle in the Figs. 5(a) and (c). The
calculated eigenfunctions for observed mode with »=2 and 5 are shown in the Figs. 5(b) and
(d). In contrast with the m~3/n=2 TAE observed in the configuration (i) (Figs. 3(d)), the TAE
with n=2 shown in Fig. 5(b) consists of two dominant Fourier components m=3 and 4. This
has a feature of “gap localized TAE” [10]. The TAEs with n=5 shown in Fig. 5(d) consist of
some poloidal components and localize around the TAE gap in the plasma outer region
(p>0.6). The observed mode of f..,=98~102 kHz with n=5 would be EAEs existing in the
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agree well with that of observed mode.
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plasma core region (p~0.1). However, the dominant m number of observed modes (m~6/n=5)
does not agree with that of EAE. In conclusion, the observed modes with n=5 are thought to
be TAEs existing in the outer region of p > 0.6. On the other hand, the observed highest
frequency mode of fox,~129 kHz is thought to be n=5 EAE of which gap locates at p~0.4.

2.3. Configuration (iii): Low Magnetic Shear (Rax=3.6 m, high f)

In the configuration (iii), of which magnetic shear is further reduced from the core to the
plasma peripheral region due to increased 3 even in the configuration of R,x=3.6 m, a number
of bursting TAE are observed, as shown in Fig. 6. It is noted that bursting TAE appreciably
affect the energetic ion transport and/or bulk plasma confinement because some plasma
parameters, such as plasma stored energy W, and H,, are simultaneously modulated with
bursting TAEs. The calculated shear Alfvén continuum with N=2 at =1.4 s and the
eigenfunction of the discrete mode are shown in Figs. 7(a) and (b), respectively. The TAE
gaps are well aligned from the plasma core to the edge with fairly large gap width because of
low magnetic shear and large Shafranov shift due to the finite  effect. The CAS3D3 analysis
has demonstrated that the eigenfunction of TAE is widely extended from the core to the edge,
clearly exhibiting G-TAE character (Fig. 7(b)). Accordingly, the G-TAE having bursting
characteristics is strongly excited because of high pressure gradient region of energetic ions
moves toward the edge and the growth rate of the mode will overcome continuum damping.

Beside the observation of TAEs, high frequency mode with n=2, of which frequency is about
eight times higher than that of TAE gap, are newly observed in the plasma shown in Fig. 6.
The coherent modes in the range of 180<f.,,<220 kHz are observed after /=1 s. The observed
modes are identified to be n=2 and propagate in the diamagnetic drift direction of energetic

ions. These modes are thought to be Alfvén eigenmodes, because the frequencies of these
e
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FIG. 6. Typical discharge where a number of ) P
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observed in the high B plasma of Rax=3.6 m and radial profile of discrete mode for
n=2 of which frequency agree well with

that of observed mode. The observed
frequency of HAE is also shown by blue
solid line.

with low magnetic shear (case (iii)).
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modes are proportional to the Alfvén velocity va. The toroidal mode coupling related to 3D
magnetic configuration leads to a generation of new spectral gap, which is related to the
helical fields components. In this new gap, the HAEs can be excited by the energetic ions. We
compare these observed frequencies at =1.4 s of the plasma shown in Fig. 6 with the shear
Alfvén spectrum for N=2 as shown in Fig. 7. The HAE gap has a good alignment from the
plasma core toward the edge. The continua with high-n» mode exist in HAE gap and the new
continua inside HAE gap might be produced by the absence of helical symmetry of helical
field components. The former continua may not affect the low-» modes because the toroidal
mode coupling is weak and the latter continua may affect the low-n modes. The solid line in
Fig. 7 indicates the measured frequency of magnetic fluctuation. The frequency lies in the
HAE gap at the plasma edge (p~0.8) and intersects newly generated continua inside the HAE
gap location. We predict that the modes would be excited in despite of the suffering of
continua damping. The pressure profile of energetic ions is predicted to be flat because the
Larmor radius of passing energetic ion reaches up to 10 % of plasma radius. Therefore, the
pressure gradient of energetic ion has a peak near the plasma edge and the growth rate of the
mode may be significantly large enough to overcome the damping. It is concluded from these
analyses that the observed high frequency modes are thought to be HAEs.

3. Parametric Study for AEs

MHD instabilities will be destabilized by the energetic ions when a certain threshold
conditions are satisfied. As regard to the AEs, the linear growth rate being proportional to the
pressure gradient of energetic ions must be large enough to overcome the damping rate of the
waves. This condition may be translated to the condition for the averaged beam beta <@,>.
Moreover, the velocity of energetic ions vy, 1s required to satisfy the resonance condition with
the Alfvén wave. The TAE resonance condition for the fundamental excitation is vy;/va>1 and
sideband excitation via the drift modulation of energetic ion orbit is vy,,/va>1/3. We have
investigated the excitation conditions of TAE and HAE in the parameter space of <@,> and
vp//va in the configurations of R,x=3.6 m and 3.5 m, changing various plasma parameters <n.>,
B:, Pxpi, and ion species (H/He). As shown in Fig. 8 for TAEs and Fig. 9 for HAEs, the
parameters are scanned over wider range of <fy/><10 % and v,/va<4, compared with that in
major tokamaks, W7-AS and CHS. It is clearly seen from Fig. 8 that the TAEs with m~3/n=2
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FIG. 8. Excitation region for m~3/n=2 FIG. 9. Excitation region for HAEs with
G-TAEs in configuration of the R,,=3.6 n=1,2,3 in configuration of the R,=3.6m

m (blue circle) and 3.5 m (red circle). and B, >0.75 T.
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are destabilized in the condition of 0.3<w,,/v4<2.0 and <Py,>>0.05 % for R,x=3.6 m plasma
(configuration (i) and (iii)), and 0.3<wy,/va<2.3 and <P,,>>0.01 % for R,=3.5 m plasma
(configuration (i1)), respectively. This indicates that the TAEs are excited via sideband
excitation (v,/va>1/3) as well as fundamental excitation (v,,/va>1). TAEs are not observed in
the region of w,/va>2.3 that corresponds to higher electron density. This result may be
explained by fewer amounts of resonant energetic ions to destabilize TAEs against various
damping mechanisms. The difference in the excitation threshold of m~3/n=2 G-TAEs in the
Rax=3.5 m and R,x=3.6 m plasmas seems to be related to the difference of the damping rate.
The m~3/n=2 G-TAEs would suffer from continuum damping, of which damping rate
depends on the magnetic shear near the plasma edge. It is speculated that the damping rate of
continuum damping of m~3/n=2 G-TAESs in the R,=3.6 m plasmas are higher than that in the
Ra.x=3.5 m plasmas, because the magnetic shear at edge of R,=3.6 m plasma is larger than
that in R,x=3.5 m plasma. The HAEs are only observed in the configuration of R,=3.6 m and
f>2 %. The HAEs with n=1~3 are destabilized in the range of <Py>> 0.4 % and
1<wp/va<3.2. This range of v/va is consistent with the fundamental excitation of HAE with
n=1~3.

4. Summary

In NBI-heated LHD plasmas, various Alfvén eigenmodes destabilized by the energetic ions
have been observed. The configuration dependence of AEs has been investigated for typical
three configurations with high, medium and low magnetic shear. The frequencies of observed
AEs agree well with the results from global mode analysis code CAS3D3 for
three-dimensional plasmas. For the observed AEs, the eigenfunctions are also calculated by
the code. The characteristic feature of these observed TAEs are identified, that is, core
localized TAE (C-TAE), global TAE (G-TAE) and gap-localized TAE. Moreover, a new AE,
that is, HAE has been observed for the first time in a certain condition. We have studied the
excitation condition of G-TAEs in the configuration of R,x=3.5 m and R,x=3.6 m. These
studies of AEs excitation in three magnetic configurations of LHD suggest that continuum
damping plays an important role in stabilizing AEs.
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Abstract. Steady state densities of up to 1.6 © 10®°m® have been sustained using gas puff fueling
and NBI hedting up to 11 MW in the Large Helicd Device (LHD). The dengty limit in LHD is
observed to be ~ 1.6 times the Sudo limit. The dengty is ultimatdy limited by radigtive collapse
which is attributed to the onset of a radiative thermd ingability of the light impurities in the edge
region of the plasma based on severd observations.  Firg of dl the onset of the radiative therma
ingtability istied to a certain edge temperature threshold.  Secondly, the onset of therma ingtability
occurs fird in oxygen and then carbon as expected from ther cooling rate temperature
dependencies.  Hndly, radiation profiles show that as the temperature drops and the plasma
collapses the radiating zone broadens and moves inward.  In addition, comparison with the total
radiated power behaviour indicates that Carbon is the dominant radiator. Two dimensond
tomographic inversons of AXUVD array data and comparison of moddling with imeges of radiation
brightness from imaging bolometers and indicate that the poloidal asymmetry which accompanies the
radiative collapse is toroiddly symmetric. Ain addition to the operational dengty limit where the
discharge is terminated by radiative collapse, a confinement limit has been recognized in LHD. This
confinement limit appears at lower density than the operational dengty limit, Smilar to the saturated
ohmic confinement observed in tokamaks. To investigate the physics behind this degradation, the
parameter dependence of the thermd diffusvity, ¢, has been investigated. While the temperature
dependence in 1SS95 is as strong as the gyro-Bohm modd of ¢ p T, weaker T, dependence of ¢



i T2 appears in the high-dendity regime. Such weak T, dependence resuits in the wesk density

dependence of the global energy confinement aste - ne™ >.



1. Introduction

Densty limit is an important issue for future fusion reactors since the fusion reaction rate is a function
of the density squared.  In tokamaks an empirica dengty limit (Greenwad limit) has been observed
which scales with the plasma current dengty. Dendties above the Greenwdd limit have been
achieved primarily in tokamaks using pellet injection to achieve peaked densty profiles, indicating
that the dengity limiting process is related to the physics of the edge plasmas.  As the dengity limit in
a tokamak is approached, the MARFE phenomenon is commonly observed and the discharge is
ultimately terminated by a current disruption which can cause considerable dameage to the device
frominduced currents and runaway dectrons [1].

On the other hand, the operationa dengty in stellarators is not limited by current disruption as in
tokamaks, nor is the Greenwad limit directly gpplicable to net-current free plasmas. Studies on
Heliotron-E resulted in an empirica dengity limit scaling law (Sudo limit) which is proportional to the
sguare root of the product of the input power dendity and the magnetic fidd [2]. In the W7-AS
sellarator, usng a graphite limiter configuration, the dendty limit was attributed to power imbaance
due to strong radiation from heavy impurities fromthe core of the plasma.  This study aso reveded
a dengty limit scaling law very amilar to the Sudo limit [3].  With the addition of a graphite idand
divertor in W7-AS, at high dengties the radiation profile became hollow with the pumping out of
impurities from the core and much higher steady state densities of up to 3.5 x 10° m?® could be
achieved. However, when the higher deposited power was considered the previoudy derived scding
law was dill obeyed [4].

Initid investigations into the dendty limit on the Large Helica Device (LHD) [5] have indicated that
the dengty in LHD is limited by a radiative therma ingability which results in the collapse of the
plasma at a limit which is 1.4 times the Sudo limit. This collapse is characterized by a poloida
asymmetry in the radiation and dengty withthe high density and high radiation region on the inboard
sde.  Further investigation of this phenomenon showed that the poloidal asymmetry aso appears in
the electron temperature profiles (lower temperature on the inboard sde) as the plasma column
contracts [6]. Measurements with imaging bolometers indicated that the radiation asymmetry was
located on the inboard side dightly below the midplane [7]. Also, after boronization of the vacuum



vessal wdl, indeed, the radiation|oss, P, decreases about 20 ~ 50 %, compared at Smilar density
and input power, P4, and the dengty limit increases 20 ~ 50 % [8]. These results indicate the
importance of Py on density limit studies. However, the thermd ingtahility is typicaly triggered even
when P, is less than a hdf of Py, These observations cdl for an investigation of the role of P, and
the exploration of the mechanismwhichtriggers or enhances the thermd ingahility.

Confinement properties in the high-density region are aso important as degradation of confinement in
the edge region may be related to the onset of the therma ingability. Other than the operational
dengty limit where the discharge is terminated by radiative collapse, a confinement limit has been
recognized in LHD. The energy confinement times, tg, of the moderate density LHD plasmas are
wedll reproduced by the internationd stellarator scding 95 (1SS95), which has strong postive dendity

dependence as te U ne>*t

. In the high-density regime, however, the energy confinement is lower
than the prediction of ISS95 [9]. This confinement limit appears at lower density than the operational
dengity limit, amilar to the saturated ohmic confinement observed in tokamaks. To investigate the
phydcs behind this degradation, the parameter dependence of the thermd diffusvity, c, is

investigated.

Inthis paper we expand on this research, reporting the most recent results of efforts to increase the
dendity in LHD and invedtigating the dendty limit from various perspectives induding the plasma
behaviour in the divertor region, confinement degradation at high dengty, etc.

2. Peak density parameters and scaling in LHD

LHD isthe largest superconducting heliotron-type fusion device with an averaged minor radius of a=
0.65 m and amgjor radius of the plasmaaxis of 3.6 m[10]. In the latest experimenta campaign in
the Large Helical Device (LHD), line-averaged dengties of up to 1.6~ 10°m® have been sustained
for morethan 0.7 sby 11 MW neutral beam injection usng gas puff fudling. An example of one of
these high dengity discharges is shown in Figure 1. This vaue of dendty corresponds to 1.36 times
Sudo scding, which is close to what was observed previoudy. In addition, usng muitiple hydrogen
pellets, the density has been increased to over 2~ 10%°ni® transiently as shown in Figure 2.



Data fromthe most recent campaign aso shows a limit which exceeds the Sudo limit by a factor of
approximately 1.6 (see Figure 3) as was seenin previous studies[5,6].

3. Evolution of parameters leading to radiative collapse at the density limit

3.1 Evolution of bulk parameters

The termind phase of a typicd discharge with radiative collapse is shown in FHg. 4. During the steady
state portion of the discharge prior to 2 s, the radiation is proportiond to the line-averaged density,
N, . This phase ends when the radiaive therma indtability is triggered as indicated by the sharp
increases in P and the light impuritiesemisson.  After this point the radiationincreases rgpidly and
its dependence on the density becomes stronger than linear (as seen in Fgure 5) as the plasma
column starts to contract. The criticd time (t. = 2.1 sin Hg. 4 and Fg. 5) of the onset of the therma
indability is defined as when P,y is proportional to ﬁes (see Fg. 4(e) ad Hg. 5, where x =
(dP/dt/Pro) / (d, /dt/ N, ), which we cal the dengity exponent givenby Pg= 1n,.”). Thedensty
exponent of 3 is somewhat arbitrarily chosen as being well above one. This gives us a convenient
means to quantify the onset of the therma ingtability for comparing various discharges. Fig. 6 shows
the evolution of the dectron temperature & r = 0.9 versus the line-averaged densty. The
temperature increases as the plasmais heated and the stored energy increases, then peaks as the
stored energy saturates. In an atempt to maintain congtant pressure and stored energy the
temperature then decreases as the dengity continues to increase with gas puffing. The white circles
indicate the points in time, t., where x = 3, which we defined as the onset of the thermd ingtability.
These points occur invarigbly at a temperature at r = 0.9 of 150 eV. At this time, when the
thermd indability is initiated, the edge (at r = r/a = 0.9) temperature is consstently observed to
decrease to about 150 eV regardless of the input power and plasma density as is seen in FHg. 6 and
regardiess of the magnetic axis podtion, the puffed gas or the dendty as seen in Fig. 7. This

characterigic edge temperature is insendtive to Pas and N, as long as the wal condition is
maintained, confirming that the onset of the thermd indability is closdly tied to the edge plasma
temperature. While we bdieve the therma ingtability istriggered further out in minor radius a alower

electron temperature, we do not have good measurements in that range of eectron temperature



(below 50 eV), therefore we have chosen r = 0.9 for our andyds point.  After t. the temperature
at r =1 has dropped below the measurable limit of 50 €V, which is the temperature below which
the oxygen radiation grows, rgpidly leading to the onset of the radiaive therma ingtability as seenin
Fg. 4(c). This is followed ~ 50 ms later by C,;, which becomes undable at a lower eectron
temperature. The radiation is also enhanced after t as the hot plasma column ghrinks leaving an
increasingly larger volume of low temperature plasma in which the light impurities radiate srongly.
After t. the edge temperature decreases faster than that at the core (Fig. 4(d)), presumably due to
radiative cooling in the edge by light impurities. Comparison of the growth rate of the Oy radiationin
Hg. 4(c) with the decay rate of the stored energy in Fg. 4(@) dso indicates that the edge radiative
losses are respongble for the confinement degradation.

3.2 Radiated power fraction

Comparison of the input power of the NBI and the radiated power from the bolometer in Fig. 4(b)
indicates that the total radiated power fraction is around 40% & the onset of the thermal ingtability at
t. and then increases ragpidly to transently exceed the input power &t the collgpse. This leve of
radiated power fraction is commonly observed a the onset of the thermd ingability leading to
radiative collapse asis seenin Fig. 8 in data from the third and fourth campaigns of LHD. These
are for discharges with hollow radiation profiles or low levels of metalic impurities from the stainless
sed walls during discharges using the graphite helicd divertor.  However, much higher radiated
power fractions of up to 100% were observed without collgpse in discharges usng a stainless stedl
divertor [11] or adanlesssted limiter [12] with Sgnificant levels of radiation from the core resulting
from metdlic impurities.  This indicates thet the edge radiation from lighter impurities is playing the
primary role in determining the anset of the thermad ingtability and the collgpse o the plasma & the
dendty limit. It should be noted that this estimate of the total radiated power is not based on power
baance, but on the volume integration of the of the radiation profiles for the region indde the last
closed flux surface and the egodic edge region obtained by tomographic inverson of bolometer
aray Sgnds [13]. Thus, it does not include the divertor leg region whose radiation is difficult to
estimate due to the limited number of detectors, uncertainty regarding the sze of the radiaing volume



and the toroidd and poloidd asymmetries in this region. Therefore the neglect of this region may
result in an underestimation of the total radiated power.

3.3 Edge parameters and role of light impurities

Since the dominant intringic light impurities are oxygen and carbon they should be responsible for the
strong increase in the radiation from the edge.  First we consider the radiation brightness from the
divertor, core and edge plasmas in Fg. 9 as the discharge shown in Fg. 4 collapses.  One notes
that the onset of the thermd indability, as defined by the red dashed line when x = 3 for the tota
radiation, is followed by the development of the previoudy observed asymmetry in the radiation as
the radiation from the inboard channel starts to diverge from the channd located near the outboard
edge of the plasma. At the same time the radiation from the divertor leg region is increasing, but not
as dramaticaly as the radiation form the inboard side.  The ion-saturation current from the divertor
probe begins to drop with the onset of the thermd indability and the radiation asymmetry as it
approaches a detached state. Findly, consdering the density exponents of the light impurities sgnds,
ClIl and OV, and the radiated power, one notes that the thermd ingtability begins in the OV, but
that the ClII sgnd most dosdy matches the total radiated power indicaing that the carbon is the
dominant impurity.  This temporal progression makes sense in that the oxygen should radiate at a
higher temperature, and therefore the thermd ingability should begin earlier in the oxygen as the edge
temperature drops.  Also, the above suggestion, that carbon is the dominant impurity, is congstent
with observations before and after boronization, that while the reduction of OV radiation is stronger
than that seen in the reduction of Cl11, the reductionin CI11 more closely matches the reductionin the
total radiated power [8].

3.4 Evalution of radiation profiles during collapse

In FHg. 10 the evolution of the radiated power dendty profile from the bolometer array at the
horizontally elongated cross-section [13] isshown.  In the steady state portion of the discharge the
profile ishollow.  After the onset of the thermd indability the strongly radiaing zone broadens and
moves inward minor radidly. Also one notes some indication of growth in the core radiation. At the

edge of the plasma one notes the radiation reaches a maximum then decreases, then increases again.



This is dso seen in the inboard channd of the bolometer in Fg. 8 and may be related to the two
peaks observed in the cooling rate of the impurities as a function of eectron temperature. One should
take care in the quantitative evauation of the radiation profile during the collapsng phase as the
asymmetry in the radiation Sgna may lead to errors in the tomographic inverson. These errors
should be mitigated in this case by the orientation of the array which fans out verticdly while the
asymmetry has an inboard- outboard nature.

3.5 Radiation asymmetry at collapse

Aswas seenin Hg. 9 and as was reported previoudy [5,6,7] a MARFE-like asymmetry is observed
during the radiative collapse in various diagnostics induding two resstive bolometer arrays, Thomson
scattering and the FIR interferometer, each located at a different toroidal angle spread through one
hdf of the torus. All of these diagnogtics indicate that the low temperature, high density, high
radiation region is located on the inboard side, suggedting that this poloidaly asymmetric feature is
toroidaly symmetric. In Hg. 11 we show the results of two imaging bolometers [13] at two different
times, compared with images calculated from models of the radiation. The left hand set of images
come from the steady state period of the discharge which has a poloiddly and toroidaly symmetric
hollow profile which is confirmed by the images calculated from a toroidaly and poloidaly symmetric
hollow radiation profile.  Inthe left hand set of images, the data from the imeging bolometers taken
from later in the same discharge during the radiative collapse are compared with images caculated
from the same hallow profile multiplied by a poloidaly asymmetric (yet toroiddly symmetric) term

givenas

S(r.q)=S(r){1+F@)] ad F(q)=(1+cos(g +150))/2)®.

This data shows the high radiation region moving to the inboard side dightly below the midplane as
reported earlier [7].

In Fig. 12 the tomographic reconstructions for the same shot and time dices as in Fig. 11 are shown
from two arrays of AXUV diodes which are mounted in a semi-tangentid cross-section on LHD
[13]. Thisis a a toroidd location which is one third of the way around the machine form the



imaging bolometers described earlier.  The data shown is from the same discharge and time dices
shown in Fig. 11. At the toroida location of these arrays a gas puff valve is located directly
beneath the arrays. The strong Sgnd a the bottom of figure 12(a) comes from the puffed in ges.
Besdes this fegture the radiation is rather symmetric. In Fg. 12(b) the high radiation zone has
moved to the inboard Sde, but at a poloida angle which is closer to the horizonta midplane than that
seen in Fig. 11. The comparison in Fg. 11 of the modd with the data taken together with the
results from the diodes in Fig. 12 and other diagnostics mentioned above indicates that this
phenomenon is toroidaly symmetric, which is another aspect which it has in common with a

MARFE.

4. Confinement in the high-density regime

Energy confinement time compared with 1 SS95 scding declines in high-density and high-collisondity
regime as shown in FHg. 13. This degradation mainly results from the loss of a strong, positive density
dependence as in 1SS95. Although the shalow penetration of the heating beams in the high-density
regime is also a possble cause, it is not sufficent to explain the degradation from [ SS95.

Inthe gyro-Bohm modd, the thermd diffusivity is predicted to increase with T, The dimensionless
form of 1SS95 has a gyro-Bohm like parameter dependence and this is reflected in the strong
postive densty dependence. The eectron temperature dependence of the effective thermd
diffusvity, ¢, is shown in Fig. 14. In the high-collisondlity (low-temperature) regime, a weak
temperature dependence of ¢ p To° appears. As the temperature increases, a stronger
temperature dependence as predicted by the gyro-Bohm modd (¢ p Te-%) and/or neo-classicd
theory (e p Te*°) appears. These temperature dependences are observed independent of .
The weak temperature dependence of ¢ p T leads to the wesak density dependence of the

energy confinement time of te g ne'’>. Therefore, the degradation from 1SS95 in the high-density
regime can be attributed to the change in the temperature dependence of the thermd diffuavity.

5. Discussion



That LHD plasmas can achieve high dendity steady state discharges at leves which are 1.6 times the
Sudo limit has been confirmed with the most recent data taken at NBI powers of up to 11 MW.
The assumption that the collapse of the plasma at the dengity limit is caused by a radiative thermd
ingtability is supported by severa observations. (1) Thereis a threshold edge temperature below
which the radiative thermd ingtability isinitiated, leading to the collagpse. (2) As the plasma collapses,
radiation from oxygen increases fird (9nce it radiates at a higher temperature) followed by carbon
(radiating at a lower temperature) whichis the dominantly radiating intringc impurity.  (3) Radiation
profiles show that as the temperature drops and the plasma collapses, the radiating zone broadens
and movesinward.  Additiond evidence that the poloiddly asymmetric feature observed during the
collapse is toroiddly symmetric indicates that this phenomenon is a toroida effect, as in a tokamak
MARFE, and is not related to the geometry of the magnetic fidd nor of the vacuum vessdl, both of
which are highly three-dimensond in LHD.  FAndly, studies show that confinement in the high
dendity regime is degraded compared to | SS95 scding due to aweakening temperature dependence
of the thermd diffugvity. This degradation of confinement as densty increases leads to an even
more rapid drop in the temperature thereby more rgpidly reaching the edge threshold temperature
where the onset of the radiative thermal ingtability is triggered.

It is interesting that while LHD does not have any considerable plasma current which can disrupt and
terminate the discharge at high density as in a tokamak, there are severa common features of the
dengty limiting phenomena in both types of devices. Onre is a role played by the edge plasma and
the other is the MARFE-like asymmetries observed. Several questions reman unanswered
regarding the collapse of the plasma in LHD. While we have evidence that the radiation from
carbon is playing a key role in the radiaive collapse, it is not clear if the rgpid increase in radiation
can be soldly attributed to the dropping edge temperature leading to an increase in the cooling rate,
or if the impurity dengity might be increasing due to some enhanced transport or recyding. Recent
measurements of radia eectric fidd during the collapse indicate that trangtion of the edge eectric
fidd from positive to negative due to an increase of the density may be contributing to the inward flux
of impurities [14]. Further clarification of these issues will require detailed transport modding of
spectroscopic data from during the plasma collapse.



While the dengty limit in LHD appears to be wel above the scalings seen for other helica devices,
this study does not provide a new scaling for LHD. One difficulty in deriving such a scding isin
determining the criteria for the sdection of the densty to be used in the scading sudy. In previous
studies the value of the density used was that taken when the stored energy reached a maximum in
time. However this does not necessarily represent the maximum attainable dendty. We would
suggest that a future scaling study for LHD use, as a criteria for the selection of the dengity, the onset
of the thermd ingtability as defined in this paper as the point when the radiation increases as the third
power of the densty. Experiments on LHD (not reported in this paper) usng cessation of gas
puffing or addition of NBI power to recover from the collapse after the onset of the thermd
ingtability indicate that the level of dendity achieved at the onset of the thermd ingtability may be
sustainable using the appropriate feedback mechanism (for instance the inboard/outboard asymmetry
observed in the bolometer array brightness sgnas) to avoid the collapse.
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Figure Captions

Fig. 1. Typicd waveforms of a high densty discharge usng ges puff fudling (shot #46289) (a) line-
averaged density and gas-puff timing, (b) deposited NBI power, (c) spectroscopy signas from OV
and CIII, and (d) tota plasma stored energy and total radiated power.

Fig. 2. Typicad waveforms of a high density discharge using gas puff and hydrogen pellet fueling (shot
#47492) (a) line-averaged dendity and gas-puff timing, (b) deposited NBI power, () spectroscopy
ggnds from OV and CllI, and (d) total plasma stored energy and total radiated power.

Fig. 3. Densty limit scding for LHD data taken a the timing of maximum stored energy plotted

veraus the Sudo limit.  Green line indicates a factor of 1.6.

Fig. 4 Typicd waveforms of adischarge terminated by radiative collgpse in LHD for shot 43383.

Fig. 5 Radiated power dependence on density for LHD shot 43383.

Fig. 6 Evolution of edge electron temperature at r = 0.9 as a function of line-averaged dengty for
vaying input powers.

Fg. 7 Edge (r = 0.9, open symbol) and core ¢ = 0.1, solid symbol) eectron temperature
dependence on line-averaged dendty for Hydrogen (red) and Helium (blue) puffing and axis
positions a the onset of the thermd ingtability, whenx = 3.

Fg. 8 Radiated power fraction versus density at the onset of the thermd ingtability for collgpsing
shots (triangles) and at the peak dendity for non collgpsing shots (circles) from the third and fourth
campaignsin LHD.

Hg. 9 Time evolution of bolometer brightness, divertor ion saturation current, and the density
exponent for the totd radiated power, ClIl and OV datashownin Fig. 4.



Fg. 10 Evolution of radiated power dendty profile during radiative collgpse of shot 43383. Red
dashed line indicates the onset of the radiative ingability (x = 3).

Fig. 11 IRVB radiaion brightness image (d) data from (u) upper and (t) tangentid ports during the
(9) Seady state and (&) asymmetric phases of the discharge compared with recongtructions from (m)

mode profiles.

Fig. 12 Two dimensona tomographic images of radiation intengty measured with AXUVD araysin
LHD for the same shot and time dices shown in Fg. 11.

Fig. 13 Degradation from 1SS95 in the high-collisondity regime.

Fg. 14 Electron temperature dependence of the effective thermd diffugvity.
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Abstract. Edge transport barrier (ETB) formation was observed in CHS. Sharp decrease of Ho emission indi-
cates the quick transition of edge particle transport. Increase of the density gradient at the edge was measured by
various profile diagnostics and the improvement of the global energy confinement was confirmed based on the
stellarator confinement scaling. The heating power threshold exists. The transition and back transition is con-
trolled by the heating power. The local density measurement by the beam emission spectroscopy shows inter-
mittent burst of the low frequency fluctuations during the ETB formation phase. The ETB formation together
with the electron temperature increase (electron ITB) in the core region were observed for the NBI discharges
without ECH.

1. Introduction

The formation of transport barriers is an important research topic in the plasma confinement
study for fusion research. Various types of transport barriers have been found in tokamaks and
stellarators and physical mechanism of their formation has been studied intensively. In the
Compact Helical System (CHS), which is a low-aspect-ratio middle size stellarator (R=1 m, a
= 0.2 m, toroidal period number N=8), the H-mode discharge had been found in 1993 [1]
which was the first finding in stellarators, ssmultaneously with the Wendelstein 7AS experi-
ment [2]. This operation needed the control of the rotational transform at the plasma edge
using an ohmic current created by the special operation of the poloidal coil current ramping.
As well as the edge transport barrier (ETB) formation in the H-mode, the internal transport
barrier (ITB) was found in CHS [3], also for the first time in the stellarator research. In the
research of 1TB, clear increase of the electron temperature and the potential at the central
region of the plasma were measured for ECH plasmas. Now the ITB formation in stellarator
has become popular for various devices. In addition to the electron ITB, new type of ITB was
reported in the last FEC meeting [4] where the transport barriers were formed for both elec-
trons and ions in the plasma with ECH and NBI heating. This type of ITB is unique for CHS
experiment, which has not been observed in other stellarators yet.

In this conference, we report a new type of ETB formation (H-mode) in CHS experiment [5,
6]. This type of ETB discharges does not need ohmic current control. Sufficient level of NBI
heating power is necessary for the transition which was not available in the previous H-mode
study (threshold power for the transition clearly exists). With a large drop of the Ho. emission,
the edge density starts to increase due to the formation of the transport barrier for the particle
flow. Since these ETB transition appears during the NBI phase without ECH, the electron
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temperature profile does not change much for most cases. However special discharges were
found where the electron temperature increases together with density. The best case gives two
times increase of electron temperature with the profile indicating the formation of the electron
ITB without ECH. In this paper, characteristics of a new type of ETB will be described from
various points of view and electron profile measurements for the combined ETB and ITB
formation will be given.

2. Global Parameter Changeswith ETB Formation
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FIG.1 Timetraces of basic plasma parameters for NBI discharges with ETB formation.
(a) and (b): ECH, NBI and gas puffing, (c) Ha emission, (d) diamagnetic energy, (€) line
averaged electron density for central chord, (f) the same for edge chord, (g) plasma
current and (h) total radiation power.

Figure 1 shows time traces of plasma globa parameters showing the transition to the ETB
formation and the back transition. The experimental condition of those discharges is as
follows. The plasma volumeis about 0.7 m® and its surface areaiis about 7.5 m?. The magnetic
field strength is 0.95 T at the magnetic axis. The profile of the rotational transform has a
strong stellarator type shear at the plasmaedge. It is 0.3 (=1/q) at the magnetic axis and dight-
ly higher than 1 at the edge. The characteristics of magnetic surface parameters (rotational
transform and magnetic well) is sensitive to the mgjor position of the plasma and its (toroidal-
ly averaged) elipticity. The cross section of CHS plasma is an ellipse (ellipticity is about 2)
which rotates along the torus. The ellipticity we control by the axisymmetric poloidal field is
the toroidally averaged one. The configuration shown in Fig. 1 has the magnetic axis position
Rax = 92.1 cm and the ellipticity k = 1.22.

Two neutral beams are injected into the low density hydrogen plasma created by the ECH
heating (53 GHz, 200 kW). Both beams are installed tangentially to the torus making co-
injection. Beam energy for two NBIs are 40 and 30 keV, respectively, and the maximum port-
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through injection power is about 800 kW for each. Such an arrangement is essentia for sup-
plying sufficient heating power for the ETB transition because the counter-injection gives
large direct loss of beam ions. As shown in Fig.1, the plasmais sustained by NBI and density
increases with gas puffing. After 35 msec from the starting of NBI, a spontaneous transition
appears in the plasma edge region which is clearly shown by the sharp drop of Ho emission
signal. The estimated NBI deposition power is about 0.6 MW before the transition. The delay
time between the start of NBI heating and the transition largely depends on the magnetic con-
figuration and the heating power. Figure 1 shows two chord signals of HCN interferometer at
the center (e) and the normalized minor radius of 0.63 (f). These data show that the density
profile becomes dlightly peaked during the NBI heating phase with the edge density staying
almost constant. After the transition at 78 msec, the edge density starts to increase making a
flatter profile and the diamagnetic plasma energy increases as well (volume averaged beta is
0.6 % after the transition). The total radiation loss from the plasma also starts to increase.
When the NBI.#2 is turned off and the heating power is decreased, the back transition appears.
The plasma current is a combination of the bootstrap current and the beam driven current. The
current level of 8 kA in this shot gives the increase of the edge rotational transform of 0.035
which is not larger than the ambiguity of the edge value given from the equilibrium calcu-
lation.

3. Local Profile M easurements
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FIG.2 YAG Thomson scattering measurements for electron temperature (left) and density
(right). Blue point profile is before the transition and red one is after the transition.

The change of density profile at the transition was clearly measured by the YAG Thomson
scattering system in CHS which gives full profiles of electron temperature and density every 5
msec. Figure 2 shows measured profiles of the same discharge shownin Fig.1 at 75 msec (just
before the transition) and 80 msec (after the transition). The edge density increases after the
transition making the large density gradient at the plasma boundary. However the temperature
profiles does not change much for this discharge.

Edge density profile measurement was made also by the lithium beam probe system [7]. Ac-
celerated neutral lithium beam (15 keV) was injected into the plasma edge region and the Li |
resonance line emission excited by the electrons was measured aong the beam. This diag-
nostic gives the electron density profiles for larger area at the boundary where the electron
temperature is not high enough for the standard Thomson scattering system which is designed
for taking plasma core temperature profile. Figure 3 shows the variation of the edge density
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FIG.3 Density profiles measured by lithium beam probe. Data averaging periods
are shownin (b). Position in (c) is plotted as a function of averaged minor radius.

profiles for whole period of the discharge. In this discharge, the second beam NBI.#2 is
injected for shorter period (from 72 msec to 102 msec) than NBI.#1 in order to confirm the
trangition to ETB and the back transition controlled by the heating power. The increase of the
edge density is observed for time periods from T4 to T6 where the ETB is formed.

Another local density measurement in
CHS is the beam emission spectroscopy
(BES) which measures Ha emission of
high energy hydrogen beam excited by
electrons [8]. NBI.#2 is used for the beam
source for BES measurement. An eight
channel array of visible detectors is in-
stalled for getting the spatial density
profile near plasma edge region. Since this
system has the high frequency response (<
100 kHz), local fluctuation measurement
is also made which is discussed later. Fig-
ure 4 shows the time variation of three
BES channels for the discharge with ETB
formation. When the ETB is formed at 70
msec, BES signals looking at inside of the
last closed magnetic surface (LCMYS)
rapidly increase and the BES signal for
the outside of LCMS drops indicating the
suppression of the outward particle flow
by the transport barrier. After forming the
large density gradient, the edge density
increases and finally stays constant. In the
Ha emission signal, a pre-phase of the
drop is recognized where the BES signal
inside the plasma starts to increase (Fig.
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4(c)) while others do not change at all.

4. Dependence of ETB Formation on Heating Power

Heating power threshold is clear for the ETB formation in CHS. When the heating power is
decreased, the time delay between the starting of NBI heating and the spontaneous transition
becomes larger. If the heating power is close to the power threshold, sequence of short spikes
of Ha emission signal appears indicating the dithering between the H and L state [5]. When
the heating power is decreased further, the spontaneous switching between two states appears
and finally no transition occurs for the heating power below the threshold.
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FIG. 5 Time delay of Ha signal drop after NBI start as a function of
heating power. Three characteristic instants are shown in right figure.

Figure 5 shows the dependence of time delay of the trangition from the starting of NBI as a
function of deposition power. The magnetic configuration with Rax = 92.1 cm and x = 1.11
was used. In this configuration, the delay time of the transition from the start of NBI heating
is generally much shorter than the case in Fig. 1. Three timings are taken corresponding to the
various phase of Ha emission change shown in the right figure. DT1 is the beginning of
whole transition phenomena. Ho signal starts to decrease dowly in the pre-phase between
DT1 and DT2. The quick decrease of the signal appears between DT2 and DT3. Although we
do not have complete understanding of these phases, local particle dynamics might be related
to these phases of Ho signal (e.g., BES signal in Fig. 4(c) shows dow increase in the pre-
phase). When the heating power is decreased down to the power threshold, the delay of the
quick drop phase is increased while the starting of the pre-phase does not change so much.
Even though the timing of the quick drop is delayed, the speed of signal drop does not change
much. But finally main drop of the signal becomes slow at the power threshold.

The heating power threshold is about 0.5 MW for the density of 2 x 10" m®. For the lower
density plasma (1.5 x 10" m®), the power threshold is decreased roughly proportionaly. On
the other hand, the gas puffing is necessary condition for making the ETB formation. ETB
does not appear for very low density plasmas without gas puffing. The power threshold
obtained in the CHS experiment can be compared with the tokamak H-mode threshold scaling
because it consists only of the density, magnetic field and device size parameters [9]. CHS
power threshold is roughly two times larger.
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5. Confinement I mprovement

Due to the formation of ETB, the
plasma energy increases by about 40%
as is shown in Fig. 1. The analysis of
discharges with and without ETB
based on the global energy confine-
ment scaling is shown in Fig. 6. Data
are taken from the density scanning
experiment (with gas puffing control)
where the NBI port through power was
kept almost constant (1.3 to 1.4 MW).
In this experiment, the magnetic con-
figuration with Rax = 92.1 cm and k =
1.11 was used. Data for 'Good ETB'
were obtained with the wall condition-
ing of strong titanium gettering. Maxi-
mum diamagnetic energy during the
discharge is taken for Wp. If the
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density.

plasma density does not reach the threshold level during the initial phase of discharge, ETB is
not formed even though the density in the later phase rises up. The diamagnetic energy
devided by the scaling factor for the NBI deposition power is plotted as a function of the
averaged density. Confinement scaling from the new international cooperation for stellarators
is used [10]. The black dotted line is from this scaling for the middle size heliotron type
devices with CHS parameters. Three fitting curves are added according to the density scaling
law with different coefficients. The formation of ETB makes confinement improvement above
the scaling law. The intense wall conditioning improves additionally the confinement.

6. Fluctuation Measurement by BES

frequency (kHz)

FIG. 7 Time variation of power spectrum in BES signal just inside LCMS
Red color correspondsto largest power. ETB isformed at about 70 msec.
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High frequency components in the BES signal were analyzed in order to compare the fluctua-
tion level in the L and H phase. During the H phase with ETB formation, low frequency
fluctuations appear near the plasma boundary. Figure 7 shows the time variation of the
gpectrum profile of BES signal looking at just inside LCMS for the same discharge shown in
Fig. 4. The fluctuation level is largest for this channel among all 8 channels observing across
LCMS. Logarithmic value of power spectrum is shown by colors (red is highest). After the
ETB formation at 70 msec, fluctuation level rises with the frequency of about 5 kHz and its
harmonics. They appear intermittently with the period of a couple of msec. From the detailed
analysis of initial time variation of those fluctuations and the density profile, it is confirmed
that those fluctuation starts after the formation of a steep density gradient at the plasma edge.
The physical mechanism of those fluctuations and its effect on the transport has not been
understood. From BES edge density fluctuation measurements so far, we have not observed
any evidence of the suppression of fluctuation level during ETB phase.

7. ETB with Temperature Increasein the Core Region

As was mentioned in section 3, for most discharges the electron temperature profile does not
change much with the ETB formation. However we observe occasionally the increase of the
electron temperature in the core region just after the ETB formation. This increase of the
temperature cannot be understood by the increase of the heat deposition with the increased
density because the increase of heating power is only proportional to the density at maximum.
There must be the transport improvement or the transport barrier. Such an increase of the
electron temperature appears only in a short time (10 to 20 msec) because of the rapid density
increase with the ETB formation. Systematic study for the operational condition of those
mode and the method of making the phenomena steady are necessary.
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FIG.8 Electrontemperature and density profiles for ETB discharge with simultaneous I TB.

Figure 8 shows one example of electron density and temperature profiles of an ETB discharge
with the raised electron temperature in the core. The profile shape of the electron temperature
isvery similar to the ITB discharge in CHS [4]. However in the previous I TB experiment, the
electron temperature increase and the steep temperature gradient are made after the
application of ECH. In this ETB discharge, the ECH for the target plasma production is turned
off before the transition. More important difference is the plasma density. In the previous I TB
experiment, there was a clear density threshold for the ITB formation at 0.4 x10"° m® (lower
density operation is necessary). The mechanism for the creation of the electric field shear is
considered to be given by the intersection of the positive and negative electric field region
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(electron root and ion root) created by the neoclassical non-ambipolar diffusion process in
stellarators. With this reason, we called this type of ITB as neoclassical ITB (N-ITB). The
ITB formation in the present experiments should have a different physical mechanism
because the neoclassical electron root cannot be created for such a density and temperature
region.

8. Discussion and Summary

Following to the series of ITB physics studies in stellarator initiated by CHS experiment in
1999, the NBI discharges with ETB formation (H-mode) has been extensively studied. Those
experiments became possible because of the improved heating efficiency of two NBIs by
arranging them in co-injection together instead of balanced injection. Clear drop of Ha
emission signal was observed and the quick increase of the edge density was measured by
YAG Thomson and BES. The experiments confirming the existence of heating power
threshold clearly showed that the transition is controlled by the amount of heat flow through
the plasma boundary. The time delay of the transition from the start of NBI depends on the
heating power. It also depends very sensitively to the magnetic configuration (more important
is the edge rotational transport value). The physical mechanism to determine the instant of
trangition is an important topic for the future study. The electron temperature does not
increase much for most discharges. However large increase of the electron temperature was
observed for the limited number of discharges where the temperature gradient appeared for
the density of 2 x 10" m™® which is well above the density threshold for the previous ITB
experiments in CHS. Further study of this type of confinement improvement is essential for
fusion research for stellarators.
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Abstract. Zonal flow is now one of central topics for transport study in toroidal plasmas, and its detection is a
challenging experimental subject. This paper introduces trials to identify zonal flows in toroidal plasmas, i.e.,
CHS and JIPPT-IIU, with HIBPs. The main results are the first confirmation of the existence of residual zonal
flows, and findings of coherent oscillations that can be the Geodesic Acoustic Modes in CHS and JIPPT-IIU.

1. Introduction

Plasma turbulence has been studied for over a half century as a mechanism to govern
the transport in toroidal plasmas. One of the successful achievements in this field is that the
shear of mean radial electric field (or perpendicular flow) can suppress turbulence and
transport to result in improved confinement modes [1-4]. Recently, the other players in
regulating plasma transport, zonal flows [5,6], have come into the transport study in toroidal
plasmas. The importance of zonal flow study becomes crucial to give a precise prediction of
the plasma transport, in particular, the performance of International Thermonuclear
Experimental Reactor (ITER) [7-9].

The zonal flows can be driven exclusively by nonlinear interactions with turbulence,
on the other hand, the meso-scopic structure of zonal flows has an effect on plasma
turbulence through time-varying ExB shearing. Direct nonlinear simulations have, in fact,
confirmed the mutual interaction between zonal flows and turbulence, and their essential role
in turbulence and transport [10-15]. However, only a few experimental trials have been
performed to identify zonal flows and their effects on confinement [16-23].

In toroidal plasmas, two major branches of zonal flows are expected, i.e., a residual
flow of nearly zero frequency, and an oscillatory flow termed Geodesic Acoustic Modes
(GAMs) [24,25]. These zonal flows appear in electric field fluctuation symmetric (m=n=0)
on magnetic flux surface with finite radial wave numbers. Hence, direct measurement of
electric field is essential to identify the zonal flows. Advantageously, heavy ion beam probes
(HIBP) are able to measure electric field of the plasma interior. This paper presents the first
experimental detection, using the HIBPs, of the residual zonal flows in CHS [26], together
with findings of coherent oscillation presumed as GAMs in CHS [26] and JIPPT-IIU [27].

2. Heavy Ion Beam Probe
In the diagnostics, the energy difference between injected and detected beams
corresponds to the plasma potential at the ionization point. Hence, the fluctuation of the



beam energy represents to the potential fluctuation. Besides, the fluctuation of detected beam
intensity gives information of density fluctuation, as
Loty =ii,In, - [#,Sdl - [#S,dl,, (1)

where [, S,, and S, mean the initial beam intensity, electron impact ionization cross-section
from singly ionized state to the others, and the one from doubly charged state to the others,
respectively. The local density fluctuation can be estimated from that of the detected current
fluctuation (i.e., I/ I, =n,/n,), if the plasma density is sufficiently low to neglect the
integral terms.

Heavy ion beam probes are often capable to simultaneously measure several adjacent
points of plasma along the beam orbit. Difference between potentials at two channels gives a
measure of electric field, i.c., Edr=-(¢(p,)-¢(p,)). The potential fluctuation at a point p,

can be written by electric field fluctuation and potential fluctuation at an adjacent position p;
along the orbit in a symbolic manner,

~ ~ ~ ~ pl ~

#(p,) =—Edr+ @(p,) ~—-Edr+ [ Edl, )
Consequently, potential fluctuation should contain the integrated fluctuation of electric field
along the beam orbit, similarly to the path integral effects of density fluctuation. Therefore,

the local electric field measurement is superior in the detection of the zonal flows, although the
measurements need higher signal-to-noise ratio than that of potential fluctuation.

3. Experimental Results of CHS
3-1. Experimental Conditions

The Compact Helical System (CHS) is a helical device with the major and minor radii
being R=1.0m, a=0.20m, respectively. The magnetic field strength of CHS is up to 2T. The
CHS is equipped with two HIBP systems. As is shown in Fig. 1(a), the locations of two
HIBPs are apart approximately by 90 degree in the toroidal direction. Both HIBPs have
almost the same geometrical characteristics with their maximum energy of 200keV. Each of
them is capable to measure three adjacent positions in the plasma. The necessary beam energy
1s ~70 keV, using cesium, for this magnetic field strength of 0.88T in order to see the plasma
center.

The experiments were performed in plasmas produced with electron cyclotron
resonance heating of ~200 kW. The plasma parameters are, magnetic field strength B=0.88 T,
density n.~5x10"%cm™, electron temperature T, ~1keV, ion temperature T; ~ 0.1 keV, ion
Larmor radius p;y~ 0.lcm, time scale of micro-instabilities Q*~50kHz with kpe,pi~0.3 and
energy confinement time T,~2.5ms (or the characteristic frequency tz'/2m ~ 0.1kHz).

3-2. Spectra of potential and electric field fluctuations

Electric field fluctuation has been measured with dual HIBPs. Figure 1(b) shows a
spectrum of the electric field fluctuation, and its coherence between two toroidal locations;
here potential difference, ESr = —(¢(p2) -~ ¢(p1)), is just termed ‘electric field’ for simplicity.

The observed radial location is ry,=12+0.5 cm, or two thirds of plasma minor radius. Here,
the Fast Fourier Transform (FFT) technique is applied for sequential windows taken from the
stationary period of ~ 80 ms. Spectrum in Fig. 1(b) is a shot-average of the ensembles. The
signal-to-noise ratio for the measurement is the maximum since detected beam current is
largest around the observation point. The fluctuation in the low frequency range (<~1kHz)
shows a high coherence (~ 0.6) between two toroidal locations. The coherence can become



closer to one in an appropriate period of a single shot. The fluctuation with the long-range
correlation in this frequency regime should represent the residual zonal flow.

For comparison, Fig. 1(c) shows the corresponding spectrum of potential fluctuation,
and coherence between potentials. Their characteristics are obviously different in power and
coherence. Particularly, in the frequency range from 1kHz to 10 kHz, the potential fluctuation
power is much larger than that of the electric field as the frequency is lower. The potential
power decreases as P~f"’, while the power of electric field as P~f " in the range from
~1kHz to ~10 kHz. On the other hand, the coherence of power is quite high around ~2 kHz
(~0.9 at the maximum). The difference in power and coherence suggests presence of significant
coherent fluctuations with this low frequency range in outer region of the observation radius.
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Figure 1. (a) Geometry of dual heavy ion beam probes on CHS, (b) Fluctuation
spectrum of electric field and coherence between two toroidal locations. The
hatched region represents noise level of measurements of electric field fluctuation
power. (¢) Power and coherence in potential fluctuation. (d) Expanded views of
power spectrum of electric field fluctuation (upper), and power spectrum of
potential and coherence between potentials (lower).

Figure 1(d) shows expanded views around the peak for power spectra of potential and
electric field, and coherence in potential between two toroidal locations. In the power
spectrum of electric field shows a sharp peak at f~16.5 kHz with a width of ~1 kHz. On the
other hand, the power spectrum of potential fluctuation, two peaks at f~16.5 and £~20.0 kHz
can be found. These peaks show quite high coherence up to ~0.8, although a significant
coherence cannot be evaluated owing to the poorer signal-to-noise ratio for electric field
fluctuation. In this experimental condition, the theoretically expected GAM frequency is
c/2nR~17 kHz, with ¢, being the ion sound velocity. Consequently, the prediction of
frequency and long-range correlation suggests that the electric field fluctuation of f~16.5 kHz
should represent a GAM.

The other peak at £~20 kHz could be also a GAM, which is interfused into potential
fluctuation due to the effect of electric field integral (in Eq. (2)). This mode should be located



on an outer region of the observation point (r,,s~12 cm), owing to its absence in spectrum of
electric field fluctuation. The sharpness of both peaks in potential suggests that ‘GAM’ may
have eigenmode-like characteristics in localization and frequency. Otherwise, the ‘GAM’
should appear as broader band structure in potential spectrum owing to its dependence on
temperature varying with radius.

3-2. Spatio-temporal Structure of Residual Zonal Flow
The electric field fluctuation of f<~I kHz shows a longrange correlation. The
fluctuation, the residual zonal flows, can be extracted by using a numerical filter. The

1+

numerical filter is defined as o, (1) = f ft=tHe(t)dt' with

ft-t)= (1/ 27t} )exp[—(t -1’ /21';]. The time constants for high and low frequency cut-

off are selected here as 1=0.3 ms and t~=1.0 ms, respectively. The extremely low frequency is
removed to avoid the effects of plasma movement or changes in plasma. The filter property
has a peak around 0.5 kHz with the width of ~1 kHz in frequency domain. This property
corresponds to the coherence curve indicated in Fig. 1(b).

Figures 2(a) and (b) shows examples of the processed electric field. In the case of Fig.
2(a), the observation points of dual HIBPs are located on the same magnetic flux surface,
while the observation points in Fig, 2(b) are located in slightly different magnetic flux surfaces.
The waveforms of both cases alter temporally in a synchronized way. Obviously, the former
and the latter cases show phase difference of ~0 and ~ m/2, respectively. No phase-shift of
this fluctuation on a magnetic flux surface demonstrates the toroidal symmetry (n=0) of
electric field fluctuation. The fact also supports the poloidal symmetry (m=0), with an
assumption that the electric field is constant on a magnetic field line (see ref. [26] in detail).
On the other hand, a finite phase shift in Fig. 2(b) indicates that the coherent fluctuation
should have a radial structure.
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Figure 2. Spatio-temporal structure of residual zonal flows in CHS. (a) Waveforms of
electric fields at two toroidal locations, A¢, on the same flux magnetic surface. (b)
Those on slightly different magnetic flux surfaces. (c¢) Radial structure of zonal flows
represented in cross-correlation coefficients.

The radial structure can be inferred as follows. The electric field fluctuation could be
expressed as E(r)=-E,(r)— E,;(r,), where the E, and Er represent the residual zonal flow



and the others, respectively. An analysis using cross-correlation technique can give a rough
radial structure of the zonal flow; C(r,r,) = <E(r1) . E(r2)>/\/<E2(r])><E2(r2)> , where < > means

the time-average. Supposed that E,(r)=E,cos(k,r—wt) and E,/E, is sufficiently small,
the correlation function is reduced to C(7,r,) = (l -E; /E;)cos k (1, —r,). Dual HIBP systems

allow us to perform this manner of analysis. The result, shown in Fig. 2(c), demonstrates that
the electric field fluctuation (or residual zonal flow) should have a radial structure with the
dominant wavelength of ~lcm. These results provide clear evidence to show existence of
electric field fluctuation symmetric on a magnetic flux surface, with finite radial wavelength,
that is, zonal flow.

4. Experimental Results of JIPPT-IIU
4-1. Experimental Conditions

JIPPT-IIU is a tokamak with the major and minor radii being 0.93m and 0.23m,
respectively. The maximum field strength is 3T. The JIPPT-IIU is equipped with a single
HIBP. The maximum energy of this HIBP is 500 keV. An excellent feature with this HIBP is
that the system has multiple channels available (6 at maximum) to observe adjacent positions
in the poloidal cross-section of the plasma. Figure 3a illustrates sets of observation points for
three different values of beam energy; 450 keV, 300keV and 250 keV. Neighboring five or six
marks represent a set of observation points that can be observed simultaneously.

The experiments are performed in ohmically heated plasmas with toroidal current of
200kA. The safety factor is about 4.3 at the edge, and the plasma density 1x10"* cm™ and the
central electron temperature about 1keV.

4-2. Fluctuation Spectra and Correlation Analysis

The potential fluctuation measurements revealed the existence of coherent activity of
potential in the core region of the plasma. Figure 3(b) is an example of potential fluctuation
spectra. The spectrum shows the existence of a peak around ~45 kHz with the width of ~5
kHz. The observation points are indicated by an arrow in Fig 3(a); the normalized minor
radius of the observed location is p~0.2, and an expanded view of the observed points is
shown as the inset.

In this case, the coherent activity is found in every five observation points; those are
located within =1cm around the central magnetic flux surface. The cross-correlation functions
of these points are shown in Fig. 3(c). Every function shows quite similar characteristics.
These curves are well fitted with the function of C(t)=C(0)exp(-t/t,,,,, )cos(2aft)with

almost the same parameters; C(0)~0.8, Tpecay~S5us, and f~46kHz. The feature suggests the
poloidal (or m=0) symmetry of the modes, if the integral effects are neglected (see Eq. (2)). In
the measurements on other sets of multiple observation points, a tendency is found that the
correlation could decrease as the observation points become aligned in radial direction. This
tendency suggests that the high correlation may not be simply ascribed to the integral effects
of electric field fluctuation.

The measurements of the coherent activities in potential were performed for other sets
of observation points. The survey allows us to investigate the radial dependence of the
amplitude and the frequency of the oscillatory mode. The dependences are shown in Fig. 3(d).
It is easily found that both amplitude and frequency increases toward the core. This tendency
is quantitatively consistent with the theoretical expectation of GAM frequency, f ~c/R. The

Decay



increase of the amplitude could be related to the decrease of flow damping rate (i.e., ion-ion
collisionarity ) toward the core. These facts qualitatively support that the oscillation could be
GAM.
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Figure 3. (a) Sets of observation points of HIBP on JIPPT-IIU for three different beam
energies (450 keV, 300 keV, 250 keV). The inset shows an expanded view of the set of
observation points indicated by the arrow. (b) Potential fluctuation spectrum at the
observation point indicated by the arrow in Fig. 3(a). (c) Cross-correlations (red
lines) between channels. The dashed blue lines represent the fitting curves. The
numbers (C(0), Tpey, f) are the fitting parameters used for the curve. (d) The radial
dependence of the amplitude of coherent oscillation, and (e) The radial dependence of
frequency.

S. Discussion and Summary
5-1. Zonal Flows and Confinement

Zonal flow and turbulence can be regarded as a system that exchanges energy between
them. Then, energy distribution between zonal flow and turbulence can be an important factor
to determine plasma confinement since the symmetrical characteristics of zonal flow cannot
contribute to any radial transport. Therefore, an increase in zonal flow energy should result in
better improvement. In CHS, a result is available to show a relation between zonal flow,
turbulence and confinement. In other words, a clear difference is found between the amplitude
of the zonal flow among cases with and without a transport barrier [28].

Figure 4 shows an example of a change in zonal flow amplitude before and after a back-
transition. In Fig. 4(a), two waveforms of potential are shown; one indicates clear transition
feature at t~70 ms, while the other shows no change at that time. This means that the former
HIBP observes a point inside the barrier. Besides, the detected beam intensities of the latter
HIBP around the central channel show opposite characteristics; the inside signal rises but the
outside decreases at the transition time. The fact strongly suggests that the central channel of
the latter HIBP should be exactly located on the barrier foot-point.



Figures 4b and Fig 4c show the
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Figure 4. Change in zonal fows and fluctuation  tyrhylence fluctuation in transport.
with and without transport barrier. (a)

Waveforms of potentials at the barrier foot . .
point and barrier inside. The insets show -2. Viscosity and zonal flows
potential profiles before and after the According to the waveforms in

transitiqn. (b) Waveforms of ‘density Figs. 2(a) and (b), the observed amplitude
fluctuation, and (c) W?lveforms of amplitude of of the residual zonal flow is ~ 1 V. The
zonal flow at the barrier. . .
absolute value of zonal electric field is
0.05~0.1 kV/m, with an assumption of volume distance being Ar.¢~1.5cm. The amplitude of
zonal flow seems rather small, although the absolute value can become a factor larger by taking
into account the beam focusing property and a finite size of sample volumes. On the other
hand, the huge amplitude of ‘GAM’ in JIPPT-IIU can give a much larger zonal electric field.
The smaller value of the residual zonal flow in CHS, could be ascribed to the flow
damping mechanism due to the inhomogeneity of magnetic field (or large parallel viscosity).
Actually, the charge exchange recombination spectroscopic measurements confirmed that the
toroidal flows driven by parallel-injected neutral beam are quite small compared to those of
tokamaks [29]. This feature, large damping rate of zonal flow, can explain the different
characteristics in transport between tokamaks and the helical device. In this sense, the
symmetry of magnetic configuration can be a key factor to design plasma confinement devices
with high confinement performance.

5-3. Summary

In summary, we have introduced the HIBP measurements in NIFS. One of the major
achievements in the measurements is to show the presence of the residual zonal flows and
their fundamental characteristics in CHS. This is the first identification of the residual zonal
flow in a toroidal plasma. Besides, the other branch of zonal flow, GAM, is suggested to exist
in CHS and JIPPT-IIU. The experimental confirmation of existence of zonal flows should



enhance the prospect of plasma burning in the ITER. The presented works, trial for the
identification of zonal flows, are the prologue to start a new age of plasma turbulence research.
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Abstract.

In the Large Helical Device (LHD) program, one of the key research issues is to enhance
helical plasma performance through the edge plasma control. For the first time in the LHD
program, the edge plasma control was performed with a local island divertor (LID) that is a
closed divertor, utilizing an m/n = 1/1 island generated externally by 20 small perturbation
coils, and fundamental LID functions were demonstrated experimentally. It was found that
the outward heat and particle fluxes crossing the island separatrix flow along the field lines to
the backside of the divertor head, where carbon plates are placed to receive the heat and
particle loads. Accordingly high efficient pumping was demonstrated, which is considered to
be the key in realizing high temperature divertor operation, resulting in an improvement of
energy confinement. In the present experiment, relatively good energy confinement is
achieved in the high density regime at a magnetic axis position, Ry, of 3.75 m. Results of
edge modelling are also presented by using the EMC3-EIRENE code.

PACS numbers; 52.55Hc

1. Introduction

The Large Helical Device (LHD) is a superconducting heliotron-type device at the National
Institute for Fusion Science at Toki, Japan [1]. One of the key research issues in the LHD
program is to control heat and particle fluxes to the wall and to enhance core plasma
confinement. This control of the LHD edge plasma will primarily be done with a closed full
helical divertor, which utilizes a natural separatrix in the edge region [1], as shown in Fig.
1(a). However, the closed full helical divertor is planed in the late stage of the LHD program.
Instead we intended to use a local island divertor (LID) for the LHD edge plasma control [2].
The LID is a closed divertor that uses an m/n = 1/1 island, as shown in Fig. 1(b). The
technical ease of hydrogen pumping is the advantage of the LID over the closed full helical
divertor because the hydrogen recycling is toroidally localized.

The core region in the LID configuration is surrounded by the separatrix of the island, so
that the outward heat and particle fluxes cross the island separatrix, and flow along the field
lines to the backside of the island [2]. The particles recycled there are pumped out by a



pumping system, designed to be a closed divertor system with overall pumping efficiency of
larger than 30%. Unlike the conventional pump limiters, blades of the divertor head are
located inside the island, thereby being protected from the high outward heat flux from the
core. Thus there is no leading-edge problem.

High efficient pumping is the key in realizing high temperature divertor operation, where
the divertor plasma with a temperature of a few keV is produced, resulting in a significant
improvement of energy confinement [3]. A closed divertor also provides high plasma
plugging efficiency required for the high recycling operation, where a low temperature and
high density divertor plasma is produced for radiative cooling. These two operational modes
can be realized in the LID [2]. These divertor functions allow the LID to pump out ionized
impurities that are difficult to be pumped out in the presence of the magnetic field.

Recent results of the LID are described in this paper. The LID experiment has provided us
critical information on the edge plasma behavior in the heliotron-type device, and helped us
to optimize the design of the closed full helical divertor on LHD. It has also influenced the
divertor design of W7-X [4], and helped us to explore advanced divertor concepts.

2. Experimental apparatus

The LID system consists of a divertor head, its driving system, a pumping duct, and an LID
chamber and so on, in addition to 20 perturbation coils locating above and below the torus for
controlling the islands [5]. The length of the LID head system is so long that the driving
system requires the long LID chamber to take out the divertor head from the LHD vacuum
vessel and to seal it up with a gate valve whose inner diameter is 1.4 m. These driving system
and gate valve are necessary for maintaining the LID head system and performing
experiments without the LID.

The size of the divertor head is 0.99 x 0.664 m in the front view, and the area of the
divertor head, which receives the particle flux, is ~0.3 m® The divertor head is divided into 8
elements, which consist of small planar carbon plates joined mechanically to a stainless-steel
heat sink with a cooling tube, on the side that the particle flux strikes. The average heat flux
onto the carbon plates was designed ~5 MW/m? for 3 sec. Another side of the divertor head,
facing the core plasma, is covered mainly with the molybdenum plates by mechanical joint to
protect the heat sink from high-energy neutral particles produced by charge exchange.

The particles recycled on the carbon plates are pumped out by the pumping system, which
has 8 cryogenic pumps with a hydrogen pumping speed of 42,000 I/sec. The effective
pumping speed is 1.3 x 10° I/sec at the gate valve located between the LID chamber and LHD
vacuum vessel, and large enough to realize a molecular flow. The pumping capacity and
maximum pumping flux are 3 x 10° torrl and 75 torrl/sec, respectively. These satisfy the
values required for the LID pumping system to control the LHD edge plasma. The gap
between the divertor head and pumping duct was usually fixed at 0.1 m in our experiment in
order to form a closed divertor configuration with high pumping efficiency.

3. Experimental resultsand discussion
Before the start of the LID experiment, the magnetic flux surface measurement was

performed to assure the formation of the m/n = 1/1 island. It was carried out using the diode
technique, which utilizes an electron gun and a probe array. The experimental observations



agreed well with the numerical result, and hence, a clear generation of the m/n = 1/1 island
was demonstrated.

3.1. LID functions

The effect of the LID on plasma performance was studied mainly using hydrogen puffing NBI
discharges at magnetic axis positions, Ray’s, of 3.6 and 3.75 m with the toroidal magnetic field
of ~2.75 T. The NBI power, Pyg, was 4 - 10 MW. The plasma parameters change
significantly with the LID. For example, the line-averaged electron density, ., is reduced
typically by a factor of ~2 at the same gas puff rate, compared with discharges without the
LID.

The ion saturation currents, lis, were measured with the Langmuir probes located on the
carbon plates of the helical divertor and the divertor head of the LID, respectively. The latter
carbon plates are, of course, located on the backside of the divertor head, to which the heat
and particle fluxes flow along the field lines of the m/n = 1/1 island separatrix. It was clearly
shown that the particle flux flowed to the helical divertor and struck upon its carbon plates,
when the LID was turned off. No ;s signal was, of course, observed on the divertor head of
the LID. On the contrary, lis on the divertor head of the LID became large with the LID, while
lis on the carbon plate of the helical divertor was reduced to almost zero. This indicates that
the LID carries out one of its functions, that is, collects almost all particle flux towards the
helical divertor [5, 6]. To estimate the number of particles that strike upon the divertor head,
we calculated the percentage P of the magnetic field lines that strike upon the divertor head,
among a total of 240 field lines, which circulates around the torus 15 times [2]. The field lines
started from the poloidally equally spaced points at distances of 0.04, 0.08 and 0.12 m from
the last closed flux surface (LCFS) and toroidally at the same angle as the center of the
divertor head. The perpendicular spreading of the starting points took into account the
perpendicular diffusion of the particle flux to some extent. This calculation suggested that P
reaches 90% when the size of the divertor head is larger than ~0.6 m [2], and this was
demonstrated experimentally.

Figure 2 shows the radial profiles of electron temperature, Te, and lys, which is a measure
of electron density, ne, and measured with the Thomson scattering system. The magnetic axis
position, Ry, was 3.6 m. A comparison between two discharges with and without the LID was
performed under the condition with almost the same me of ~1.9 x 10%° m™. It was clearly
demonstrated with the LID that the T, profile is bounded by the inner separatrix of the island,
while the low-T, plasma flows along the outer separatrix of the island. Since the toroidal
position of the Thomson scattering system is 72 degrees apart from that of the LID head, the
island separatrix can be seen to guide indeed particle fluxes to the LID head. The Te profile
with the LID rises steeply from the inner separatrix of the island, and the central T, is as high
as that without the LID. In the region outside the outer separatrix of the island, the low-
temperature and low-density plasma is scraped off, which exists outside the LCFS without the
LID, as shown in Fig. 2. Since almost no plasma exists between the outer separatrix of the
island and the vacuum vessel, the recycling of particles is localized only near the LID head,
located inside the pumping duct. This was confirmed by the H, emission measurement at the
plasma periphery. The neutral particle pressure, p., between the plasma and wall was also
measured with a fast-ion gauge located on the vacuum vessel. When the LID was turned off,
pw increased monotonically with me. This is because strong gas puffing is necessary for the



production of the higher me under the condition that the heating power is kept constant.
Accordingly, pw increases with m.. When the LID was turned on, stronger gas puffing was
necessary than that without the LID in order to realize the same N, as without the LID,
because the pumping ability of particles is much higher than that without the LID. However,
it was clearly shown that p,, was almost constant and kept low, independently of i, being
different from the observations without the LID. This indicates that the number of recycled
particles is small, and is reasonable because almost all the divertor plasma strikes upon the
divertor head, and there is almost no particle flux to the wall and helical divertor, as
mentioned before. The connection length of the magnetic field around the island, that is, from
near the inner separatrix of the island on the equatorial plane to the divertor head is ~120 m in
this case, and will be shortened by increasing the perturbation coil currents further. Thus, the
density along the outer separatrix of the island, as shown in Fig.2, will decrease significantly,
and hence, the Is profile will agree with the Te profile, which exists only inside the inner
separatrix of the island.

The too effective pumping of ionized particles by the LID causes not only the low-density
plasmas, but also a favourable aspect of preventing impurities from penetrating into the
plasma, and this is an important function of the LID. Figure 3 shows radial profiles of
radiation, Pr,q, measured with the bolometer array, and depicted using the normalized radius,
o, without the LID. Open and closed symbols represent the radiation profiles without and
with the LID, respectively. A distinct difference between these two kinds of profiles is the
radiation power itself, that is, the radiation power with the LID is about 50% lower than that
without the LID over the entire plasma except for the plasma center in the relatively high-
density operation. The highly radiated region is different in these two kinds of profiles. The
radiation power is high in the region of p > 0.65 without the LID, while it is localized in the
island region outside the LCFS, as shown in Fig. 3. In the latter case, the cold plasma located
in the island region, as shown in Fig. 2, may play an important role in the radiation process.
The radiation power from the central region with the LID increases with e, and exceeds that
without LID at e of ~2 x 10" m™. The main sources of radiation are metallic impurities,
which may be released from the LID head facing the plasma. There is a possibility that this
central radiation may degrade the core plasma performance if the impurities accumulate
further. In the neon (Ne) gas injection experiment to the hydrogen plasma, it was found that
the Ne density with the LID is lower than that without the LID [6]. Accordingly the LID was
demonstrated to be very effective for impurity screening. Another supporting evidence of
impurity screening is tolerance to the radiation collapse with the LID. Figure 4 shows the time
evolution of the total radiation power from the plasma, during the Ne injection, in the limiter
(dashed line) and the LID (solid line) configurations. In the limiter configuration, the
perturbation coils for generating the m/n=1/1 island were switched off but the LID head was
inserted as a limiter. It is found that the total radiation power was kept low in the LID
configuration during the discharge, while it increased abruptly, leading to the radiation
collapse in the limiter configuration.

3.3. Effect of LID on global confinement
As mentioned in section 3.1, it was found that the LID can affect the edge plasma through the

effective particle control. The T, and n. profiles at the plasma periphery were realized with
the LID, which are very similar to expected ideal ones.



In order to investigate the LID effect on the global confinement, the experiments were
performed in the two magnetic configurations, that is, at Rax = 3.60 and 3.75 m, with various
Me’s in the LID configuration. Figure 5 (a) shows the plasma stored energy, Wy, measured
with diamagnetic loops, as a function of . The high density discharges in each configuration
were achieved by hydrogen pellet injection. It can obviously be seen that the density range is
limited less than ~ 7 x 10* m™ at Ray= 3.60 m, while it is extremely extended up to ~ 1.3 x
10% m™ at Ry = 3.75 m. Furthermore W, tends to saturate in the high density regime at Ra =
3.60 m. On the other hand, W, is not saturated against e at Rax = 3.75 m. The improvement
factor of the energy confinement time, z=, over the 1SS95 scaling law [7] was calculated for
the Rax = 3.60 and Rax = 3.75 m configurations as a function of i, as shown in Figs. 5 (b) and
(c). The energy confinement time, z, with the LID was found to follow the 1SS95 scaling law
at Rax = 3.60 m in the low density regime, however it is worse in the high density regime than
that without the LID, that is, with the standard LHD magnetic configuration. The energy
confinement without the LID is usually about 1.5 times better than that of the ISS95 scaling
law, when Ry is at 3.60 m [8]. It is shown that the improvement factor decreases with M. On
the other hand, the improvement factor at R, = 3.75 m with the LID is almost unity without
degradation in the density range up to ~1.3 x 10?° m. Much better confinement is achieved
in the high density regime, compared with that without the LID, that is, the standard LHD
magnetic configuration, as shown in Fig. 5 (c). Thus, it can be said that the confinement
performance is actually improved by the LID at Ra = 3.75 m.

Although the reason is not clear for the different characteristics of confinement between
the two configurations, that is, the Ry = 3.60 and 3.75 m configurations, some explanations
can be considered from the present experimental results. First of all, the magnetic
configuration itself is thought to affect the confinement. The separatrix of the island is located
inside the region of the closed nested magnetic surfaces at Rax = 3.6 m, and hence, is isolated
from an ergodic layer of the helical natural separatrix, while it touches the ergodic layer of the
helical natural separatrix, and is ergodized a little at Rox = 3.75 m. In other words, the island at
Rax = 3.75 m is located in the ergodic layer, that is, floating in the “ergodic sea”. Thus, some
field lines reach the target plates of the natural open helical divertor, instead of striking the
LID head, because of their radial excursions due to the ergodic effect. Then, some amount of
particle recycling occurs consequently on the target plates of the natural open helical divertor.
In fact, a longer density decay time, rp*, suggesting higher particle recycling, was observed at
Rax = 3.75 m, as shown in Fig. 6. Little difference between the two fuelling methods, that is,
pellet injection and gas puff, can be seen, suggesting that the fuelling method has nothing to
do with the recycling process. From the H,, light emission from the plasma periphery, it can
be also confirmed that the edge recycling at Ry = 3.75 m is larger than that at Ry = 3.60 m.
Generally speaking, the number of recycling particle and its energy is larger than that of gas
puffing. Therefore these recycled particles may contribute to an increase in Ne.

Furthermore, there is another possibility that the particle recycling at the LID head is also
high at Rax = 3.75 m, since the outer island separatrix may hit the leading edge of the LID
head a little. This problem came from the design concept of the LID head. It was originally
designed to fit the magnetic configuration at Ry = 3.60 m, since it showed the best
performance of the confinement [8]. In order to estimate the particle recycling at the LID
head precisely, the edge transport physics has been analyzed using the 3D fluid edge-transport
code, EMC3 [9], coupled with the kinetic neutral transport code, EIRENE [10]. This EMC3-
EIRENE code treats almost any three-dimensional geometries of plasma, magnetic field and



plasma facing components, and provides 3D profiles of plasma parameters, that is, ne, Te,
neutrals, and so on. Here, the EMC3-EIRENE code simulated a discharge with relatively low
heating power, that is, with Pyg of ~1.4 MW. The electron density, ne, at the inner island
separatrix was chosen to be ~1.2 x 10 m?, taking into account the experimental
observations. Figure 7 shows the 2D-ionization source profile on the poloidal cross section at
the toroidal position of the LID head center. The cross section of the LID head is outlined
against the coloured contour map. From these figures, one can easily identify the position,
where the particle recycling is highest and the ionization occurs very frequently. It is found
that the ionization source is concentrated at the backside of the LID head at R = 3.60 m, that
is, the particle recycling is taken place inside the pumping duct. On the other hand, it can be
seen at Rax = 3.75 m that the peak of the ionization locates at the edge of the LID head, that is.
the outer island separatrix hits the leading edge of the LID head. In this situation the particle
recycling occurs inside the island. Therefore recycling particles can contribute to an increase
in Ne. A pumping efficiency, ¢ was also obtained at Rax = 3.60 m with the EMC3-EIRENE
code to be 50 — 60 % under the definition of &= 7pump / Ihead, Where 7 pump and Iheaq are the
particle flux pumped out by the LID and the particle flux guided to the LID head,
respectively.

4, Summary

The fundamental functions of the LID were clearly demonstrated. The particle flow is indeed
guided to the divertor head along the island separatrix, and a high pumping efficiency is
realized. The electron density, ne, is bounded on the island separatrix as well as the electron
temperature, T.. Accordingly, almost no plasma exists between the outer island separatrix and
the wall, and hence, a recycling rate of particles becomes low. This leads to a steep T,
gradient in the periphery, similar to that expected with the LID. Relatively good energy
confinement is achieved in the high density regime at R = 3.75 m, which is improved much
better than that at Ry = 3.6 m. The simulation using the EMC3-EIRENE code provides the
reasonable results, explaining the experimental observations.

The first step was taken towards the enhancement of helical plasma performance with the
LID. For remarkable improvement of plasma confinement, the plasma density should be
controlled by central fuelling or by changing recycling rate. By checking the results obtained
by the simulation using the EMC3-EIRENE code, further experimental verification is also
necessarily expected.
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(b) w/ LID
m/n=1/1 Island

Fig. 1. Plasma cross sections (a) without and (b) with the LID. The intrinsic 1/1 island, due
to error field, is eliminated with perturbation coils in (a), where LCFS represents the last
closed flux surface. The experiment with the LID is the one, performed when the 1/1 island
is formed and the divertor head is inserted, as shown in (b).
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Fig. 2. Radial profiles of (a) T, and (b) I+s which is a measure of n, measured with the
Thomson scattering, with (solid line) and without (dashed line) the LID at Ry = 3.6 m. A
Poincare plot of the island separatrix at the toroidal position of the Thomson scattering

system is also depicted in (c).
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Fig. 4. Time behaviour of total radiation power, P44, from the plasma during Ne injection in
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Comparison of Transient Electron Heat Transport in LHD
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Abstract. Transient transport experiments are performed in plasmas with and without
Internal Transport Barrier (ITB) on LHD and JT-60U. The dependence of y . on eectron
temperature, T, and electron temperature gradient, VT, is analyzed by an empirical non-
linear heat transport model. In plasmaswithout I TB, two different types of non-linearity of the
electron heat transport are observed from cold/heat pulse propagation. The y ¢ dependson T,
and VT in JT-60U, while the VT, dependenceis weak in LHD. Inside the ITB region, there
isno or weak VT, dependence both in LHD and JT-60U. A cold pulse growing driven by the
negative T, dependence of y. is observed inside the I TB region (LHD) and near the boundary
of the ITB region (JT-60U).
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1. Introduction

Helical systems and tokamaks are the most realistic concepts for magnetic confinement of
thermonuclear plasmas. There are some similarities and differences in heat transport between
helical systems and tokamaks. Similarities in transport are as following: (i) the radial hest
trangport is anomalously higher than neoclassical theory, (ii) the global energy confinement
time shows similar parametric dependence and the power degradation of confinement is
observed in both devices. Heat (and particle) transport in both devices are also considered
to be driven by turbulent processes. On the other hand, one of the differences in heat
transport is as following: the electron temperature, T, profile reacts weakly to changes of
the heating deposition profile in tokamaks, however, this transport phenomenon, known as
“profile stiffness” [1, 2], is weak or absent in helical systems. In fact, although the global
confinement scaling is similar to ELMy H-mode scaling [3], no evidence for the tokamak-
like stiffness is observed in the Large Helical Device (LHD). The physical models that can
explain stiffness can be divided into two categories: local and non-local. Somelocal transport
models based on temperature-gradient-driven turbulence indicate that the heat transport is
non-linear and thus the electron heat diffusivity, v, has adependence on T and/or VT, [4, 5].
Especialy, the non-linear models based on the " critical gradient scale length” can explain
some of tokamak-type stiffness [6]. Therefore, the validity of non-linear transport models
based on turbulence should be clarified in helical systems. To study the non-linearity of heat
transport, transient transport analysis is recognized as a very powerful tool because it can
yield 99e/0VTe and 00e/dTe, here e is the electron heat flux [7]. Thus the transient response
should be explained by the first-principle transport models aswell as the steady state profiles.
In addition, the transient analysisisthe only technique which can obtain information to answer
the interesting question of whether transport in magnetically confined plasmas is determined
by local plasma parameters or not.

Theoretically, the magnetic configuration influences turbulence in many aspects. Hence,
comparison of heat transport features between tokamak and helical systems would reveal
the importance of the magnetic configuration for transport and be very useful to gain a
comprehensive understanding of the turbulent transport in toroidal devices because their
magnetic configurations are quite different (e.g. aspect ratio and safety factor, g, profile).
In spite of its importance for the transient analysis, there was a few comparisons of the
transient experiments between helical and tokamak plasmas because of a few experiments
of transient transport in helical plasmas. Particularly, there is no comparison of transient
transport experiments in plasmawith Internal Transport Barriers (ITBs) between helicals and
tokamaks. Recent experimental progress on LHD and JT-60U enables us to make more an
extensive comparison of the transient response in plasmas not only without I TB but also with
ITB. In this paper, the newly obtained results of transient transport experiments are reported
and the characteristics of electron heat transport obtained from transient analysis are compared
between LHD and JT-60U plasmas.

To perturb the core region of LHD and JT-60U plasmas, heat and cold pul se propagation
techniques are used. Multi-channel heterodyne radiometers and a multi-channel grating
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polychromator are used to track the small T, perturbations at different radii in both devices
[8, 9]. The second harmonics of the X-mode is optically thick in typica LHD and JT-60U
plasmasand the T, measured by electron cyclotron emission agrees well with that by Thomson
scattering in this experiments.

2. Static heat transport features

To clarify the non-linearity of heat transport, the transient response should be compared
with the steady state transport features, thus the static transport analysis is still important.
Figure 1(a) shows the temperature gradient scale length, Lt™* = —VT./Te, dependence of
Xe (Obtained from the static analysisi.e. the power balance analysis) in the JT-60U positive
shear plasmas (the magnetic field at axis, By = 2.27T, the plasma current, 1, = 0.8MA, the
collisionality, v, = 0.01 — 0.1, the normalized gyro-radius, p. = 4 — 10 x 1073). The critical
gradient scale length is suggested in JT-60U. No sharp dependence of y. on T, however,
is observed in the power balance analysis (see Fig. 1(b)). On the other hand, the ”critical
gradient scale length” isunclear in the LHD inward shifted configuration (major radius at the
magnetic axis, Ry = 3.5m, an averaged plasmaradius, a, = 0.58m). Figure 2(a) showsthe T,
and temperature scale length, Lt~! = —VT,/T., dependence of y. in the LHD NBI plasmas
(v. =0.1-0.3,p, = 3- 4 x 107%). However, there is clear T, dependence of y. in the power
balance analysis of LHD plasmas (Fig. 2(b)).
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3. Transient transport analysis

In order to induce a cold pulse, atracer encapsulated solid pellet (TESPEL [10]) is injected
into the LHD edge. Figure 3 shows the typical time evolution of cold pulse induced by
TESPEL injection in the low power NBI plasmaon LHD. The TESPEL ablates within 1ms
and inducesalocal T, decrease in the edge region through the ionization. The T, perturbation
propagates toward the core region (cold pulse propagation). Increases in the line average
density, ne, and the total stored energy, W, are due to the increase in the edge density (o > 0.6)
because of the particle source from TESPEL.

To study the non-linearity between heat flux and temperature gradient in toroidal plasma,
the transient transport analysisis carried out with a simple non-linear model for y . written as
Ye « T VTe. By using this model, the perturbed electron heat transport equation can be
written as,

gne% =V Ne(1+B) xeVoTe - nea)(eél__-:e . 1)
Here ne, VT,, Te and y. are static values obtained just before TESPEL injection, 6T, =
Te(r,0) — Te(r, t) and ye can be estimated by the power balance analysis. The ne increases
in the ablation region (0 > 0.6) while it doesn’'t change in core region within the accuracy
of the Abel inversion. The particle diffusivity, which is estimated by gas-puff modulation
experiments [11], is much smaller than y and thus the particle transport effects on the cold
pulse propagation are neglected in LHD. When the heat flux perturbation, 6qe(r, t), and the
perturbation scale length, L., are defined as

1 ("3 86T
aiqe(r,t):F j; EneTepdp, Lst,(r,t) = (VoTe/0Te) 2,
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Eg. 1 can be written as

00 Xir
=y 2
NoTe Lor, 2

here yyr = (1 + B)xes Vir = ayelt™! and r is the averaged minor radius. Figure 4 shows the
typical time trace of plasmain the gradient - flux space for a cold pulse propagation. The fact
that data points indeed lay on a straight line allows us to determine g8 and « from the slope
and intercept of aline.

4. Transient transport experiments without internal transport barrier

The cold pulse experiments are performed mainly in low power NBI plasmas (Png < 3MW)
on LHD inward shifted configuration (same as that shown in Fig. 2). Thetypical y obtained
from the transient analysis based on the empirical non-linear transport model is shownin Fig.
5. The heat diffusivity estimated by power balance analysis, x p,, is @so shown in Fig. 5(b).
The small difference between yp, and y indicates a weak VT, dependence of y. (8 < 1) in
LHD. A weak VT, dependence of y. is also shownin W7-AS[12]. On the contrary, the T,
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dependence of y. isindicated in Fig. 5(c). A gyro-Bohm like T, dependence (a = 3/2-5/2)
can explain the obtained a.

The cold pulse experiments are performed in the different magnetic configuration on
LHD (Rx = 3.6m) asshownin Fig. 6. Although the beam deposition profile and the y . profile
are different in the Ry = 3.6m configuration from the Ry, = 3.5m configuration, the weak
VT, and the gyro-Bohm like T, dependences (8 ~ 0 and a = 3/2 — 5/2) are also observed.
Both configurations have the negative magnetic shear and the magnetic hill. The cold pulse
experiments in much more magnetic configurations in LHD should be carried out to discuss
the magnetic configuration effects on the non-linearity of heat transport more quantitatively.

Although the « in the edge region is more important to compare the T, dependence
of ye with the global energy confinement and it has not obtained by transient analysis, Te
dependence of y, can be considered as one of the candidates to explain the power degradation
of the global confinement in LHD [3]. In high NB power cases, however, the non-local T,
rise, which is discussed later, appears and it makes hard to decouple the non-linearity of y.
from observations. The non-locality is also suggested in the W7-AS experiments [12].

To perturb the core region of JT-60U plasma, the short pulse (100ms) ECH injection
is carried out. Figure 7(a) shows the typical response of T, to a step of the injected ECH
power (Pec ~ IMW) in the core region. Here, the peak of ECH power deposition is located
a p ~ 0.6, and there is no ECH power source in the region of p < 0.3. The heat pulse
propagates from edge to core similary to the cold pulse and thus the transient analysis with



Author guidelinesfor IOPP journals 7

- 3 T T T T T T LENLEN LA DL L L B
t,lgg (@)LHD R_=3.5m E (b) 3k (c) o # E
© 2f e r:e % 2F o ; 5 _ TESPEL _
= NE i *,...._ ] =“¢ ABLATION]
C‘ T f ..'Q ] 3 E
! RIS I
P Pg= 1-8MW g ] 0 ﬁﬁﬁﬂjﬂ ]
0'...|...|...|...|... 0...1...1...1...1...' PRRTSRTU IAENrRRTU RS STN SRS N
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
p p p
FIG. 5. Radia profiles of (a) Te and ne just before the TESPEL injection, (b) yu and xpb,
(c) B (the index of VT, dependence of y) and « (the index of T dependence of y¢) in the
Rax = 3.5m configuration.
3'"|"'|'''|"L"-”?#'ss'm-7 ST LI I L
&~ f@LHD R_=36m ] F (b) 3k () E
€ ¢ ] 4F . o ]
2 of 7T 1 *-- Xy ] : % ]
- “E e 1 o Lf o ﬁ ] ok TESPEL 3
o 1 °g 3Sp ] 27 @ [BLATIONJ
€’ fpmmmmmm=d N, 1 & | . N, ] & ¢ —t
o [ 1EF ]
T b P =27MW : ] 0 sl B
O e PP B B B B e ]
0 02 04 p0. 0.8 1 0O 02 04 0 06 08 1 0 02 04 p0.6 0.8 1

FIG. 6. Radial profiles of (a) Te and ne just before the TESPEL injection, (b) yv and xpb,
(c) B (the index of VT, dependence of y) and @ (the index of T dependence of y¢) in the
Rax = 3.6m configuration.

an empirical non-linear ye model, which is discused above, can be applied (see Fig. 7(b)).
The y = 0.16m?/sis obtained in an ohmic plasmawhile the y increasesin the NBI plasma
(0.24m?/s) due to the increase in T, or VT,. To compare the VT, dependence of y. with the
critical gradient length model, both y and yp, are plotted as a function of Ru /Lt (see Fig.
7(c)). The ypp and the yy, are normalized by T¢'? to decoupled the gyro-Bohm T, dependence.
The dependence of yp 0N Ra/Lt may be changed at Ry /Lt = 6 — 8 i.e. the temperature-
gradient-driven mode may be switched on above Ry /Lt = 6-8 and y. has VT, dependence,
and thus the enhancement of yi (xt > xpb) May be observed at Ry /Lt = 6-8. The transient
(and also the static) experiments in plasmas with much lower and much higher Ry /Lt are
required to clarify the critical value more precisely. The VT, dependence factor 8 decreases
from 3 to 1.6 with the increase in Ry /L, while the T dependence factor @ = 0.5 — 2 is not
different from that obtained in the LHD plasma

There are differences in non-linearity of y. between LHD and JT-60U plasmas without
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ITBs. The T, dependence of y. islarger than VT, dependence in LHD plasma. On the other
hand, a VT, dependence of y. is observed in JT-60U plasma. For the stabilization of micro-
turbulence, the local shear is a critical parameter [13]. The influence of local and global
shear on turbulence may be one of the candidates to explain the difference in the non-linearity
between LHD and JT-60U plasmas.

5. Cold pulse propagationsin plasmaswith electron internal transport barrier

The transport barriers are considered to be formed by the suppression of turbulence-induced
transport both in helical systems and tokamaks. The transition of radial electric field triggers
the formation of the electron ITB (e-1TB) in the LHD [14], while a negative magnetic shear
is more important parameter in the formation of e-ITB in JT-60U [15]. In addition, the
temperature scale length dependence on the heating power are different between the LHD and
the JT-60U plasmas [15]. The difference in the power dependence indicates the difference in
the dependence of y. on T, and/or VT, between the LHD and the JT-60U plasmas. Transient
experiments are relevant for these issuesto be clarified.

The e-ITB is formed when the ECH is focused on the magnetic axisin LHD (Pgc ~
0.8MW, Pyg ~ 2MW, Ry = 3.5m, @, = 0.58m, Ne = 0.7 x 10°m~3), and it is formed
in the reversed shear plasma [16] on JT-60U (Png = 7.6MW, Ry = 3.4m, a, = 0.94m,
Ne = 1.5 x 10°m3, lp, = IMA). Typical time evolutions of cold pulse propagation and radial
profiles of target plasmas are shown in Fig. 8. There is aso an ion barrier (Tig = 7keV) in
the JT-60U plasma, while neither ion nor ne ITBs are present in LHD (Tjo = 1.8keV). The
cold pulse propagation technique is also used to perturb the ITB plasmas. The TESPEL (in
LHD) and the pellet (in JT-60U) are injected to the edge of e-ITB plasmas. A unique feature
of cold pulse propagation is observed. When the cold pulse approaches the ITB foot, the
negative peak of the cold pulse is enhanced both in JT-60U and LHD as shown in Fig. 9.
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Here, no evidence of a significant plasma shift induced by the TESPEL/PELLET injection is
observed. In the JT-60U plasma, the peak of the cold pulse can not enter the ITB region, thus
the enhancement of the cold pulseislocalized near the ITB boundary region. The cold pulse
is damped strongly to zero further inside the ITB region, and thus there is no perturbation in
the core. A similar phenomenaon is observed in the strong ITB plasma sustained by a high
level of heating power in JET [17]. On the other hand, the enhancement of the cold pulseis
observed insidethe ITB regionin LHD. However, the cold pul se propagation is slowing down
inside the ITB. The simple diffusive nature (heat flux is proportional to temperature gradient)
cannot explain this enhancement of the cold pulse. The non-linear dependence of y on Te
and/or VT, isrequired. Figure 10 shows the strong reduction of yy = (1 + B)ye insidethe I TB
region (see (a) and (c)) in bothe devices. The small difference between y and y, indicates
B =0(.e thelTB isina“wesk or not stift” region). The vanishing of VT, dependence of
Ye IN JT-60U may be due to the strong reduction of the turbulence-driven-transport inside the
ITB. The growth of the cold pulse peak can be explained by the convective-like term driven
by the T, dependence of y. (see Eqg. 1) because the transient transport analysis indicates the
strong negative T, dependence of y. (ye decreases with an increasein Te). Figure 10 (b) and
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(d) show the T, dependence factor a of y.. The negative T, dependence (a < 0) is observed
insidethe I TB in LHD, whileit is observed not only inside the ITB but also outsidethe ITB in
JT-60U. The transport just outside the ITB region in JT-60U, where the flat T and q profiles
are observed, may be different qualitatively from the transport shown in Fig. 7. Although
the physical mechanisms that could be responsible for this negative T, dependence of y. are
unclear yet (any gyro-Bohm models can not provide a < 0), the negative T, dependence
indicates the qualitative change in turbulence effects on transport. The q profile effect may
be a key issue that should be clarified because both plasmas in Fig. 10 have the negative
magnetic shear configuration.

6. Non-local effectsin transport

Several recent experimentsin LHD and JT-60U, however, point to the importance of non-local
effects in the turbulent-induced transport [18]. Rapid cold pulse propagations are observed
bothin LHD and JT-60U. The typical time evolution of core temperature response to the edge
cooling in JT-60U high-g8, ELMy H-mode plasma (Png = 18MW, Ry = 3.3m, a, = 0.93m,
Ne = 3 x 10®m=3, I, = 1.8MA) is shown in Fig. 11(a). The core T, begin to decrease
before diffusive transport effect (calculated by yb) reachs this region, and the magnitude of
cold pulseis larger than that predicted by diffusion. To explain this prompt response of core
Te by the non-linearity of ye, the strong VT, dependence of y. is required (see simulation
result in Fig. 6(a)). Thisstrong VT, dependence is not consistent with the power degradation
observed in JT-60U. One of the non-linear but local models (e.g. 1TG-based models [19])
can explain such a strong VT, dependence, however, there is no evidence of rapid changesin
the fluctuations or T; profile. It has been observed that the non-local response to edge cold
pulses often have reversed polarity, with the core T, increasing in response to edge cooling
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in many tokamaks [20, 21]. While such a phenomenon, which can not be explained by the
local diffusive model evenif the heat flux isanon-linear function of VT, and T, has not been
reported so far in helical systems. However, a first observation of the reverse of 6T, polarity
in helical systemsis donein LHD, and thus the strong non-local effects in helical systemsis
evident as well asin tokamaks. The typical T, response to the edge cooling in LHD is shown
inFig. 11(b). The TESPEL isinjected to the edge of plasma(Pgc ~ 0.8MW, Pyg ~ 2MW, T
= 3keV, Ne = 1x10°m~23, same magnetic configuration as Fig. 2). The cold pulse producedin
the edge region (o > 0.8) is strongly reduced in the region of 0.4 < p < 0.6, and thus neither
Te nor VT, are changed significantly by the cold pulse propagation. In spite of no change in
temperature and its gradient, a sudden rise of T, is observed in the central region (o < 0.4).
Thisindicates an abrupt reduction of y unrelated to VT, and/or Te. Unfortunatly, plasmagoes
back to normal condition after 20ms from TESPEL injection as well as in tokamaks. There
are some discoveries in the characteristics of the non-local T, rise observed in LHD, (1) The
non-local T, rise is aso observed in plasmas sustained by pure ECH, (2) The formation of
e-ITB is triggered by a non-local T, rise in LHD when the plasma is heated by just below
the critical power, (3) The non-local T, rise is also observed in the e-ITB plasma. These new
observations will help to make a physical picture of the turbulence, which can explain both
non-linearity and non-locality in transport. Especially, observation (1) indicates the plasma
current itself isirrelevant to the non-local transport mechanism. Moreover, the similarities
of the non-local T, rise between tokamaks and LHD alow us to conclude that the magnetic
shear is not important in the non-local transport. The non-local Te rise in LHD isunclear in
the high-n, and low-T region (ne > 1.5x10°m3, T, < 2.0keV) just as TFTR scaling predicts
[21]. The non-local T, rise, however, has not been observed in JT-60U even if ne and T are
in condition, which is predicted by TFTR scaling.

7. Summary

Cold/Heat pulse propagation experiments in LHD and JT-60U show the following electron
heat transport features. (i) Cold pulses in no-ITB plasmain LHD (v. = 0.1 - 0.3,p. =
3-4x107%) show agyro-Bohm like T, dependence of y.. On the other hand, heat pulse prop-
agations show not only the gyro-Bohm like T, dependence of y. but aso the VT, dependence
of xe in the core region (p < 0.3) of JT-60U plasma (v, = 0.01 - 0.1, p, = 4 - 10 x 107%).
(i1) No or weak VT, dependence inside the ITB is found both in LHD and JT-60U reverse
shear plasmas. The negative T, dependence of y. is found inside the ITB in LHD and in-
side and outside the ITB in JT-60U. (iii) The prompt cold pulse propagation in a high-3,
ELMy H-mode plasmain JT-60U and the reverse of cold pulse polarity in low density plas-
mas (Ne < 1 — 1.5 x 10°m~3) are evidence for non-local hesat transport.

Acknowledgments

We are grateful to the technical groups for their excellent support. The part of this work
was carried out as a joint work under the Facility Utilization Program of JAERI.



Author guidelinesfor IOPP journals

References

[1] F. Wagner et al , Phys. Rev. Lett. 56 (1986) 2187
[2] J. D.Cdlenetal , Phys. FluidsB 4 (1992) 2142
[3] H. Yamadaet al , Nucl. Fusion 43 (2003) 749
[4] W. Horton et al , Phys. Fluids 31 (1988) 2971
[5] F. Romanelli and S. Briguglio, Phys. Fluids B 2 (1990) 754
[6] F. Ryteretal , Phys. Rev. Lett. 86 (2001) 5498
[7] N.J. Lopes Cardozo, Plasma Phys. Control. Fusion 37 (1995) 799
[8] Y. Nagayamaet al , Rev. Sci. Instrum. 70 (1999) 1021
[9] A.lsayamaet al , Rev. Sci. Instrum. 73 (2002) 1165
[10] S. Sudo et al , Plasma Phys. Control. Fusion 44 (2002) 129
[11] K. Tanakaet al , submitted to Nucl. Fusion
[12] L. Gianoneet al , Nucl. Fusion 32 (1992) 1985
[13] R. Waltz and A. Boozer, Phys. Fluids B 5 (1993) 2201
[14] T. Shimozumaet al , Plasma Phys. Control. Fusion 45 (2003) 1183
[15] K.ldaetal , Plasma Phys. Control. Fusion 46 (2004) A45
[16] T. Fujitaetal , Phys. Rev. Lett. 78 (1997) 2377
[17] P.Manticaet al , PlasmaPhys. Control. Fusion 44 (2002) 2185
[18] S.V. Neudatchinet al , Plasma Phys. Control. Fusion 44 (2002) A383
[19] M. Kotschenreuther et al , Phys. Plasmas 2 (1995) 2381
[20] K. W. Gentleet al , Phys. Rev. Lett. 74 (1995) 3620
[21] M. W. Kissick et al , Nucl. Fusion 38 (1998) 821

13



EX/P3-12

Transition Phenomena and Thermal Transport Property
in LHD Plasmas with an Electron Internal Transport Barrier

T. Shimozumal), S. Kubol), H. Idei2), S. Inagakil), N. Tamural), K. Idal), I. Yamadal),
K. Nariharal), S. Mutol), M. Yokoyamal), Y. Yoshimural), T. Notake3), K. Ohkubol),
T. Sekil), K. Saitol), R. Kumazawal), T. Mutohl), T. Wataril)

and LHD Experimental Group

1) National Institute for Fusion Science, 322-6 Oroshi-cho, Toki-city, Gifu 509-5292, Japan
2) Kyushu University, Kasuga, Fukuoka 816-8580, Japan
3) Dept. of Energy Eng. and Sci., Nagoya University, Nagoya 464-8603, Japan

e-mail contact of main author: shimozuma.takashi@LHD.nifs.ac.jp

Abstract. Two kinds of improved core confinement were observed during centrally focused Electron Cyclotron
Heating (ECH) into plasmas sustained by Counter (CNTR) and Co Neutral Beam Injections (NBI) in the Large
Helical Device (LHD). One shows transition phenomena to the high-electron-temperature state and has a clear
electron Internal Transport Barrier (eITB) in CNTR NBI plasma. Another has no clear transition and no ECH
power threshold, but shows a broad high temperature profiles with moderate temperature gradient, which
indicates the improved core confinement with additional ECH in Co NBI plasma. The electron heat transport
characteristics of these plasmas were directly investigated by using the heat pulse propagation excited by
Modulated ECH (MECH). The difference of the features could be caused by the existence of the m/n=2/1
rational surface or island determined by the direction of NBI beam-driven current.

1. Introduction

In recent years, many efforts to elucidate the mechanism of improved confinement with
internal transport barriers have been extensively made. There are comprehensive review
articles for both tokamak [1] and stellarator devices [2]. For stellarator machines, in special,
many interesting phenomena have been observed related with intense local heating by
electron cyclotron heating (ECH), such as formation of ITBs [3-6], achievement of the
electron root [7], the bifurcation phenomena of radial electric field [8] and transient behavior
like pulsation [9]. These phenomena are interpreted to be induced by creation of ambipolar
radial electric field due to unbalance of electron and ion losses, decrease of electron heat
diffusivity under the existence of such electric field and suppression of turbulence by the
shear of radial electric field [2].

In the Large Helical Device (LHD), high electron temperature over 10keV and transition
behavior to such state with the formation of I'TB have been achieved by means of high power
ECH over 2MW and using strongly focused mirror antennas. In experiments, neutral-beam-
driven currents modify the profiles of rotational transform ¢/2sw, and two different kinds of
improved confinement were observed. In this paper, using the techniques of heat pulse
propagation generated by modulated ECH (MECH), we tried to elucidate the mechanisms of
realization of these discharges.

This paper is organized as follows. At first the experimental apparatus and configuration are
explained in Sec. 2. In Section 3, the feature of ITB plasmas in LHD and the transition
phenomena to the high-central-7, state induced by external perturbations are given. The
method and analyzed results of MECH technique for various target plasmas are described in
Sec. 4. Finally discussions and summary will be given in Sec. 5
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2. Experimental Configuration

LHD is the largest heliotron-type device (/=2, m=10) with superconducting helical coils and
poloidal coils. The major and the averaged minor radii of the produced plasmas are typically
3.5m and 0.6m, respectively. The ECH system consists of two 82.7GHz and two 84GHz
gyrotrons for fundamental resonance heating, and four 168GHz gyrotrons for second
harmonic heating at 3T [10]. In the present experiments 82.7GHz power was injected from the
antenna installed in the upper port (upper antenna), 84GHz power was launched from the
antenna in the lower port (lower antenna) as shown in Fig.1 (a). The upper and lower antennas
are installed in the toroidal section with the vertically elongated cross section. The beam waist
radii at the focal point are 15mm in the radial direction for the upper antenna, and 30mm for
the lower antenna. The MECH power of 168GHz was injected from upper antenna.

The electron temperature profiles are measured by a Thomson scattering system at about 110
positions in the equatorial plane of the horizontally elongated toroidal section, with a spatial
resolution of 20 - 35mm [11]. For 7, measurements with higher time resolution, a multi-
channel radiometer system was installed to detect electron cyclotron emission (ECE) at the
low magnetic field side (32 channels, spatial resolution: 10 - 70mm) [12].

A schematic of the time sequence in NBI, ECH and pellet injection is illustrated in Fig. 1 (b).
The target plasmas were produced by NBI and additional ECH was turned on at the flat top of
the discharge in Fig. 1 (b). The typical line-averaged electron density was 0.5 - 0.7x10" m™,
The MECH pulse (50% duty, modulation frequency was 35Hz) was superposed during the
ECH pulse. The direction of beam-driven currents was changed by switching the injection
direction of NBI.

MECH
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B=2.829T, Rax=3.5m
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FIG. 1. Experimental configuration is shown in (a) with ECH injection direction. (b) Typical time
sequence in NBI, ECH and pellet injection.

3. Feature of Electron ITB and Transition Phenomena Triggered by External
Perturbations

Clear formation of an eITB was observed in CNTR NBI sustained plasmas with centrally
focused ECH [3]. The electron temperature profile of the plasma shows a clear foot position
and a steep gradient around normalized minor radius p=0.3. On the formation of the ITB,
some transition phenomena to the high-electron-temperature state were observed, which could
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FIG. 2. Electron temperature evolutions for stair-like ECH power injection into (a) CNTR and (b)
Co NBI sustained plasmas. Electron temperature increases at the center and periphery are
plotted as a function of density-normalized ECH power in (c).

be triggered by the external perturbations, such as additional ECH power, slight density
decrease, small pellet injection and so on. To clarify the transition phenomena by additional
ECH, injection power was increased in a staircase pattern. Figure 2 (a) and (b) show the time
evolution of the electron temperature measured by ECE at several normalized radii, p, for the
CNTR and Co NBI target plasmas, respectively. There was a clear forward transition to the
high-central-7, state in the only CNTR NBI plasma as shown in Fig. 2 (a). A decay time of
the central 7, is longer than one at the periphery and of Co NBI case. The increment of the
electron temperature, AT, at the plasma center by ECH power is plotted in (c) as a function of
ECH power normalized by the electron density. Obvious ECH power threshold can be noticed
for the case of the CNTR NBI plasma. On the other hand, there is no threshold power in the
Co NBI case, and the central 7, increases almost linearly with ECH power and moves to the
high-7, state.

A transition to the high-7, state could be also induced by slight density decrease. During
additional ECH injected into a CNTR NBI sustained plasma, central electron temperature
spontaneously built up at latter half of the ECH pulse shown in Fig. 3 (a). The line-averaged
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FIG. 3. High-T, transition induced by a little density decrease. Time evolution of electron
temperature measured by ECE is plotted in (a). The central electron temperature is plotted
as a function of line-averaged electron density in (b).
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electron density gradually decreased during ECH
pulse, then the transition happened. In Fig. 3 (b) the
central electron temperature T,y is plotted as a ECH (82.7GHz)
function of line-averaged electron density. A little TESPEL

ECH (84GHz,168GHz)  radh43166_tespel

p=0.016
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temperature up to p=0.3 increased after cooling of
edge plasma W}thln 3ms. The increase 0f_3the line- pellet injection even though ECH
averaged density was below 1x10™ m™ by the power level was below the threshold
pellet injection for this case. value for transition.

FIG. 4. Transition was triggered by small

4. Heat Transport Analysis by Modulated ECH in High 7, Plasmas

Direct observation of the existence of the transport barrier was tried by means of heat pulse
propagation excited additional modulated ECH power (168GHz, 0.2MW, 35Hz, and duty
50%). Target plasmas for investigation are NBI reference and NBI plus ECH plasmas. The
modulation frequency was precedently optimized for heat pulse propagation in view of the
sampling time of ECE and MECH pulse width. Figure 5 (a) shows temperature oscillation
measured by ECE at each radial position for a typical CNTR NBI sustained plasma. The scale
of the vertical axis is the same for all frames. The maximum amplitude of AT, is about 50eV
at p=0.02. The Fourier spectrum of the ECE signal at p=0.02 is shown in Fig. 5 (b). The peaks
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FIG. 5. ECE signal processing excited by MECH. (a) Time evolution of ECE signal at each radial
position plotted in the same vertical scale. (b) Fourier spectrum of ECE signal at p=0.02. (c)

Radial profile of 35Hz component of the frequency spectrum, both amplitude and phase
profiles.
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FIG. 6. Time lag of ECE signals from MECH is plotted for normalized minor radius. (a) CNTR
NBI sustained plasma, (b) Co NBI case. The closed triangles, open squares and closed
circles correspond to the data of NBI reference plasma, NBI plasma with 0.45MW ECH
power and NBI plasma with 0.85MW ECH power, respectively. Electron heat diffusivities
estimated from heat pulse propagation velocity are also indicated in the figures.

of the fundamental (35Hz), third (105Hz) and fifth harmonics (175Hz) can be identified. The
Fourier amplitude and phase of the modulation frequency (35Hz) are plotted in Fig. 5 (¢). A
time lag of ECE signal rise at each radial position from MECH ON timing is determined by
the correlation calculation between each ECE signal and MECH signal, which is defined as
follows.

Corr(Sypen>Spex )(Ps1) = f_m Supcn (T +1)Spep(p,T)dT, (1)
where Syzcr(?) is an MECH signal and Sece(p,¢) is a calibrated ECE signal at p position.

The time lag that gives the maximum correlation at each position is plotted in Fig. 6, together
with power deposition profile of the MECH calculated by a ray tracing code. The incremental
electron heat diffusivity, x., is evaluated from the relation, y.= V*/(47tf;0q), assuming a
constant value of y. and slab model within p=0.4, where V' is a propagation velocity of the
heat pulse that is calculated from the ratio of the propagation distance and the time lag. The
modulation frequency of MECH is denoted by f,.... The evaluated y. values are also described
in the figure. Remarkable difference of propagation behavior can be noticed between CNTR
and Co cases. As shown in Fig. 6 (a), the heat diffusivity in the core region (p < 0.4) once
increased with ECH power injection (0.45MW), and then drastically decreased by injection of
more ECH power above the threshold value. This behavior and spatial change of y. within
0=0.4 by the ECH power increase (0.45 to 0.85MW) imply an improved confinement and a
barrier structure within p=0.4. On the other hand, the heat diffusivity in the Co NBI sustained
plasma was not changed so much by superposition of ECH power. Considering additional
ECH power, the confinement is not degraded even with ECH power injection. The heat
diffusivity normalized by the gyro-Bohm scaling T, > / B* reduced from 8.0 to 3.8
m”skeV>*T? with the power increase by ECH, which means a kind of improved
confinement except an anomalous transport part.
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FIG. 7. Electron temperature profiles for NBI, NBI+ECH(0.45MW), NBI+ECH(0.67MW)
plasmas. Target plasmas are sustained by (a) CNTR injected and (b) Co injected NBI.

There is a difference in the direction of NBI-driven currents between CNTR and Co
injections, i.e., a profile difference of the rotational transform, ¢2m. An equilibrium
calculation including the beam-driven current shows that a rational surface of 1/2n=1/2 exists
around the position p=0.5 for the CNTR case, while no such surface exists in the Co NBI
plasma. Figure 7 (a) and (b) shows typical electron temperature profiles for CNTR and Co
NBI sustained plasmas with calculated rotational transform profiles. The CNTR NBI-driven
current reduces the rotational transform in the core region from the value for the vacuum
magnetic field, and ¢/2n=1/2 appears in the plasma. The flattening of a time lag from p=0.4 to
0.55 in Fig. 6 (a) suggests the existence of the m/n = 2/1 island where the quick radial
propagation can be driven by the fast parallel heat transport on the separatrix of the island.

5. Discussions and Summary

The determining factor of the ITB foot position is one of key factors to elucidate a complex
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FIG. 8. Effect of the island-cancellation magnetic field on the transition to the high-T, during
additional ECH (82.7GHz) (a) with the island (b) without the island.
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dynamics of barrier formation mechanism. To clarify the effect of existence of 2/1 natural
island on the high-7, transition, cancellation magnetic field was superposed by means of
external perturbation coils. Figure 8 shows the effect of the island-cancellation field on the
CNTR NBI target plasma during additional ECH injection (a) with the natural island and (b)
without the island. Increase of the central electron temperature is large and smooth for the
plasma with the island. This experimental evidence assures that the existence of the 2/1 island
is a candidate of the triggering mechanism of radial electric field bifurcation [13], and the
electric field domain interface could suppress the anomalous transport, resulting in the
formation of an ITB [14,15].

On the other hand, in the Co NBI case, the electron heat transport in the core region was not
changed, although ECH power was injected into the core region (p<0.2). The ambipolarity
condition of electron and ion fluxes predicts the existence of positive radial electric field over
wide range. The generated radial electric field could improve the core confinement
neoclassically except a part of anomalous transport. The neoclassical electron-root plasma
seems to be realized in the core region.

In summary, two types of improved core confinement were realized by centrally focused ECH
in the NBI-sustained LHD plasmas. These plasmas could be controlled by the direction of
NBI-driven current. In the CNTR injection case, the temperature profile in the core had a
narrow profile and steep temperature gradient, and an electron ITB was established in the core
region. Transition behavior to the high-7, state was sometimes observed, which was triggered
by some external perturbations, such as additional ECH power, a little decrease of density,
small pellet injection and so on. In the Co NBI case, plasma that had a broad high-7. profile
and moderate temperature gradient was realized. This plasma had no threshold ECH power
for transition to high-7, state. Characteristics of the heat transport in these plasmas were
directly measured by heat pulse propagation generated by additional modulated ECH. In
special, the formation process of the ITB was investigated. The existence of 2/1 island or low
order rational surface may facilitates the transition to high-7, state and the formation of an
ITB with a steep temperature gradient in the CNTR NBI plasmas. On the other hand, in the
Co NBI injection plasma, which has a broad high-7, profile and no clear ECH power
threshold, the positive radial electric field (electron-root) could improve core confinement in
the neoclassical means, though a part of anomalous heat transport still exists.
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Abstract. Control of the radial electric field, E,., is considered to be important in
helical plasmas, because the radial electric field and its shear are expected to reduce
neoclassical and anomalous transport, respectively. In general, the radial electric
field can be controlled by changing the collisionality, and positive or negative electric
field have been obtained by decreasing or increasing the electron density,respectively.
Although the sign of the radial electric field can be controlled by changing the
collisionality, modification of the magnetic field is required to achieve further control of
the radial electric field, especially producing a strong radial electric field shear. In the
Large Helical Device (LHD) the radial electric field profiles are shown to be controlled
by the modification of the magnetic field by 1) changing the radial profile of the helical
ripples, €5, 2) creating a magnetic island with an external perturbation field coil and
3) changing the local island divertor coil current.

PACS numbers: 52.55.Hc, 52.50.Sw, 52.50.Gj

1. Introduction

Since the radial electric field and its shear was recognized to play an important role
on the improvement of transport, the control of the radial profile of the radial electric
field is one of the important tools to improve confinement in toroidal plasmas. In
tokamak plasmas, the transition of the radial electric field is observed to be associated
with the transition from L-mode to H-mode plasmall, 2]. In stellarator and Heliotron
plasmas, the transition of the radial electric field is triggered by the neo-classical non-
ambipolar ion and electron flux, and the radial electric field becomes positive (in the
electron root) when the plasma collisionality is low enough, while it is negative (in the
ion root) at higher collisionality. Associated with transition of radial electric field from
negative (ion root) to large positive (electron root), the reduction of electron thermal
diffusivity is observed in CHS, Wendelstein-7AS and LHD plasmas|[3, 4, 5, 6, 7] Therefore
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it is important to investigate the technique to control radial electric field profiles and
understand the physics behind them. In this paper, the control of the radial electric field
profiles and the effect of radial electric field on transport especially particle/impurity
transport are described.

2. Control of Radial electric field

The Large Helical Device (LHD) is a Heliotron device (poloidal period number L = 2,
and toroidal period number M = 10) with a major radius of R, =3.5 - 4.1 m, an average
minor radius of 0.6 m, magnetic field up to 3T , and heating neutral beam with negative
ions with a beam energy of 150 - 180 keV. Typically two-thirds of the total beam energy
is deposited to the electrons, because of this high beam energy. The radial electric field
(E,) is derived from the poloidal and toroidal rotation velocity and pressure gradient
of Neon impurity measured with charge exchange spectroscopy[8] at the mid plane in
LHD (vertically elongated cross section) using radial force balance. The radial force
balance equation can be expressed as E, = (en;Z;) — 1(dpy/dr) — (vgBgs — vsBy), where
By and By are the toroidal and poloidal magnetic field and Z;, n, pr are the ion charge,
density and pressure of the measured impurity, respectively. The Large Helical Device
(LHD) has n/m=1/1 external perturbation coils. The size of the bmagnetic island can
be controlled up to 10cm by changing the current of the perturbation coils. The spatial
resolution of the measurements of the radial electric field using the charge exchange
spectroscopy is determined by the length of integration of the signal along the line of
sight within the beam width of the neutral beam. The spatial resolution becomes poor
near the plasma center and relatively good near the plasma edge and it is 4+/- 1.5cm at
the R=4.05m. In this experiment, radial profiles of electron density are measured with
FIR and CO2 laser interferometers, while the electron temperature profiles are measured
with a YAG Thomson scattering system and ion temperature profiles are measured with
charge exchange spectroscopy. The total radiation power is measured with a bolometer.

2.1. Helical ripple strength

Since the radial electric field in LHD is determined by the ambipolar condition of ion
flux and electron flux that are trapped in the helical ripples, a change in the magnitude
and radial profiles of helical ripples will be the most straightforward tool to control the
radial electric field[9]. In LHD, the radial profiles of helical ripples can be modified by
a shift of the magnetic axis from 3.5m to 3.9m as seen in Fig.1.

Figure 2 shows the radial profiles of the radial electric field for the ion root (large
neoclassical flux with negative F,. in the high collisionality regime), electron root (small
neoclassical flux with positive Er in the low collisionality regime) and the transition
regime (between ion root and electron root) for various configurations with different
helical ripple profiles. When the helical ripple increases gradually towards the plasma
edge (R,;=3.75m, 3.9m), the electron root region extends to half of the plasma minor
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radius and the radial electric field shear produced is relatively weak. However, when the
helical ripple increases sharply at the plasma edge (Rax=3.5m), the electron root region
is localized at the plasma edge and strong radial electric field shear is produced. When
the magnitude of the helical ripple is suppressed to a low level (R,;=3.6m), the transition
region of the radial electric field is located at p = 0.9, not at the plasma edge, because
there is no increase in the helical ripple at the plasma edge in this configuration. These
results show that a strong magnetic field shear can be obtained at the plasma edge by
shifting the magnetic axis inward rather than shifting the magnetic axis outward, where
the achievement of electron root itself is relatively easy (even with higher collisionality).

The measured radial profile of the radial electric field is consistent with that
estimated from neoclassical calculation. Figure 3 shows the radial profiles of electric
field estimated with the neoclassical calculation using the model profile of temperature
and density. Two examples of radial electric field are presented, one is a radial electric
field profile in the electron root plasma with low density and the other is a radial electric
field profile in the ion root plasma with high density. The transition between electron
root and ion root is localized near the plasma edge (p > 0.8) for the plasma with
magnetic axis of 3.5m, while it is located in the plasma core (p < 0.8) for the plasmas
with magnetic axes of 3.6, 3.75 and 3.9m. The difference in the radial profile of the
radial electric field is due to the difference in the radial profile of the helical ripple.

The electron density at the transition from ion root to electron root is 0.7 x
10x'm~3 for the plasma with the magnetic axis of 3.5m, while it is 1.3 x 10x**m~3 for
the plasma with the magnetic axis of 3.9m. The difference in critical electron density
can be explained by the differences in the magnitudes of the helical ripples. As seen
in Fig.4, the transition from ion root to electron root occurs when the collisionality
normalized by the bounce frequency of helically trapped particles decreases below 0.1,
which is consistent with the prediction by neoclassical theory[10, 11]. In the plasmas
with large helical ripples (R,,=3.75m, 3.9m), a reduction of the thermal diffusivity is
observed associated with the transition from the ion root to the electron root. However,
there is no reduction of the thermal diffusivity observed associated with the transition
in the plasma with small ripples (R,,=3.5m, 3.6m), because neoclassical transport is
always smaller than anomalous transport.

2.2. Magnetic island

Formation of the magnetic island is considered to be a useful tool to produce strong
radial electric field shear at the boundary of the magnetic island, since the plasma flow is
expected to be damped inside the magnetic island. The size of the magnetic island in the
plasma is normally smaller than that expected by the vacuum magnetic field because
the healing effect[12]. This healing effect becomes larger in the plasma with lower
collisionality[13, 14]. The island structure of the radial electric field was investigated for
the medium density plasma in the ion root and radial electric field shear is observed at
the boundary of the magnetic island[15]. This raised the question as to whether radial
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electric field shear can be produced in the electron root plasma, where the collisionality
might be too low to produce a magnetic island. Figure 5(a) show the radial electric field
profiles for various currents of the n/m=1/1 external coils for the electron root. When
the n/m=1/1 perturbation field due to LID current is small enough there is no magnetic
island structure observed. As the perturbation field is increased, a clear magnetic island
structure appears in the radial profiles of the radial electric field. The radial electric
field becomes zero at the magnetic island (R= 4.00m - 4.08m). Relatively large radial
electric field shear is produced at both boundaries of the magnetic island. As shown
in Fig.5(b), there is no magnetic island observed at normalized LID currents less than
250A /T, because of the healing of the magnetic island. However, when the normalized
LID current exceeds 300A /T, the magnetic island suddenly appears and the size of the
magnetic island jumps to close to that expected from the calculated vacuum magnetic
flux surface. The location of the magnetic island (center of magnetic island at the mid-
plane) moves inside when the n/m=1/1 perturbation field becomes strong as shown in
Figh(c). When the size of the magnetic island is large, the location of the center of the
magnetic island is consistent with that expected from vacuum magnetic flux surfaces.
However, the location of the magnetic island moves to the inner side as the LID current
is increased, although the LID current does not affect the location of the magnetic island
in vacuum as seen in Fig.5(b) The shift of location of the magnetic island is observed
in the electron root plasma but not in the ion root plasma|[l5].

Because the radial electric field shear may exist at the boundary of the magnetic
island, the transport barrier may start near the boundary of magnetic island. In
fact the magnetic island contributes to the formation of an electron internal transport
barrier (ITB) near the threshold power of ECH for the transition to ITB in LHDI[16].
Therefore it is considered that the magnetic island may contribute to the formation
of the ion internal transport barrier, which has not been observed in LHD yet. The
radial electric field itself is expected to affect the particle transport especially impurity
transport[17, 18, 19], which is in contrast to the radial electric field shear effect on the
energy transport. In the CHS experiment, the impurities tend to accumulate at the
plasma axis and the impurity and electron density profiles tend to peaked in plasmas
with negative electric field, while the impurity is exhausted and impurity and density
profiles are hollow in plasmas with positive electric field[20]. Therefore it is expected
that the positive electric field should contribute to suppress the influx of impurities and
prevent the radiation collapse.

Figure 6 shows the radial profile of the radial electric field for the plasma in the
electron root with a helical divertor (standard configuration) and ion root with a limiter
configuration and a Local Island Divertor (LID)[21] configuration, where a part of the
magnetic island is connected to the local island divertor head. The measured radial
profiles of the radial electric field are consistent with those estimated by neoclassical
calculation for the electron root plasma with the helical divertor and ion root plasma
with a limiter configuration. In the divertor (LID) configuration, a large positive electric
field with a sharp radial electric field shear is observed, while the radial electric field
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is negative for the plasma with a limiter configuration. The sign of the radial electric
field changes from negative to positive by crossing the X-point of the magnetic island.
This positive electric field is considered to be produced by the electron loss along the
magnetic field line toward the LID limiter head. The radial electric field estimated
from neoclassical theory becomes more negative towards the plasma edge, while the
radial electric field measured becomes positive towards the plasma edge. There is a
large discrepancy in radial electric field between the measurements and neoclassical
prediction near the X-point, because the electron loss along the magnetic field line is
not included in the neoclassical calculation. Since this positive electric field is located
in the region of the direct electron loss, the radial electric field shear in this region could
not contribute to the improvement of the electron transport. However, the radial electric
field at the edge plays a role in preventing the influx of impurities into the plasma with
an LID configuration.

3. Role of Radial electric field on impurity transport

The role of positive radial electric field in preventing the impurity influx is observed in
experiments in the plasma with radiation collapse. When the short Ne puff is applied
to the plasma in the early phase of the discharge, there are two type of discharges; one
is a steady state discharge without radiative collapse, the other is a transient discharge
resulting in radiative collapse even when the Ne puff is already turned off [Fig7(a)]. The
10 % increase of Ne puff (from 180ms pulse width to 200ms pulse width) early in the
discharge causes this difference. Therefore there should be a feedback mechanism in
the radiation collapse related to the increase of the electron density. The temperature
dependence of the cooling coefficient results in the sharp increase of radiation power
proportional to n?[22]. However the spontaneous gradual increase of radiation power
proportional to n! well before the radiation collapse(t = 0.8 - 1.4sec). can not e explained
by increase of cooling rate. There should be a feedback mechanism relating particle
and/or impurity transport and radial electric field. As seen in Fig.7, the radial electric
field starts to be more negative 0.5 sec before the radiative collapse. The radial electric
field becomes more and more negative until the radiative collapse. The change of radial
electric field to more negative is due to the increase of the collisionality (increase of
electron density and decrease of temperature). When the radial electric field becomes
more negative, the negative radial electric field causes an increase of the impurity influx,
because the exhausting effect by positive radial electric field disappears. In the discharge
without radiation collapse, the radial electric field remains positive with no increase of
the electron density and radiation power. The ion temperature shows a significant
drop down to 150eV just before the radiation collapse. Associated with decreasing
temperature, the NeX intensity also drops because the fully ionized neon decreases
by the recombination process. These drops are not observed in the discharge without
radiation collapse. These data shows there are two steps in the discharge towards the
radiative collapse. Until just before the radiative collapse (t < 1.27 sec), there is no
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significant drop of temperature. Negative electric field causes the increase of density and
the radial electric field becomes more negative due to the increase of collisionality. This
feedback process between the negative radial electric field and the increasing electron
density should be the most important process. Just before the radiation collapse (t
> 1.27 sec), the feedback process between the decreasing temperature and increasing
cooling rate also is considered to be important.

Figure 8(a)(b) show the time slice of the radial electric field and the ion temperature
in the discharge, which is terminated by radiative collapse. The negative electric field
is localized near the plasma edge at r = 0.8 - 0.9. Just before the radiative collapse
(t = 1.43 sec), the negative radial electric field region extends to more inside of the
plasma (p < 0.7 - 0.8) and the edge radial electric field becomes less negative at t
= 1.42s. Although the negative electric field is localized in the narrow region ( 6p =
0.1 ), the drop of ion temperature is observed in the wide region. The decrease of
intensity of the charge exchange line of NeX just before the radiation collapse is due
to the recombination of fully ionized Neon associated with the drop of the electron
temperature. These observations show that the positive electric field is quite important
to avoid the radiation collapse and are consistent with the experimental results in the
LID configuration, where the impurity influx is shielded by the strong positive electric
field near the X point of the magnetic island[23].

4. Discussions

The strong shear of the radial electric field is demonstrated to be produced inside the
plasma by controlling the helical ripple and the magnetic topology (magnetic island and
LID configuration) to trigger an internal transport barrier and reduce impurity influx.
The radial electric field shear is demonstrated to be controlled by the modification of the
helical ripple associated with the shift of the magnetic axis, while the sign of the radial
electric field is controlled by the collisionality. The magnetic configuration with a sharp
gradient in the helical ripple is considered to be more appropriate for creating the strong
radial electric field shear. The magnetic island produces the radial electric field shear
at the boundaries of the magnetic island and hence contributes to trigger the formation
of an internal transport barrier in the electron root plasma. The transient improvement
of the ion transport in the ion root is also observed after the pellet injection with the
assistance of n/m=1/1 island. This is due to the fact that the increase of the electron
density gradient by pellet injection is transient and there is not enough particle source
to sustain the density gradient. This improvement is expected to be sustained in the
steady state by increasing ion heating power and beam fueling using a low energy beam
of 40 keV, which is planned to be installed in LHD in the near future to increase the
heating power to ions. In addition to the temperature dependence of the cooling rate, the
feedback mechanism in which negative electric field causes an increase of the density,
which results in a more negative electric field, is crucial to the process of radiative
collapse. The role of radial electric field is found to be quite important to prevent the
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influx of impurities and avoid the radiative collapse. The positive electric field observed
in the LID configuration is considered to play an important role for impurity shielding.
Therefore the improvement of thermal transport and impurity exhaust are achieved by
the control of radial electric field profiles in LHD.

The authors would like to thank the LHD technical staff for their effort to support
the experiments in LHD. This work is partly supported by a grant-in-aid for scientific
research of MEXT Japan.
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Figure 1. (a)Poloidal cross section of the magnetic flux surface for plasmas with

various magnetic axis, R, of(a)3.5m, (b)3.6m, (¢)3.75m, and (d)3.9m.
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Figure 2. Radial profiles of radial electric field, Er and helical ripple ¢, for plasmas
with various magnetic axis, R, of (2)3.5m, (b)3.6m, (¢)3.75m, and (d)3.9m.
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Abstract. High-Z plasmas have been produced with Ar- and/or Ne-gas fuelling to increase the ion temperature
in the LHD plasmas heated with the high-energy negative-ion-based NBI. Although the electron heating is
dominant in the high-energy NBI heating, the direct ion heating power is much enhanced effectively in low-
density plasmas due to both an increase in the beam absorption (ionisation) power and a reduction of the ion
density in the high-Z plasmas. Intensive Ne- and/or Ar-glow discharge cleaning works well to suppress dilution
of the high-Z plasmas with the wall-absorbed hydrogen. As a result, the ion temperature increases with an
increase in the ion heating power normalized by the ion density, and reaches 10 keV. An increase in the ion
temperature is also observed with an addition of the centrally focused ECRH to the low-density and high-Z NBI
plasma, suggesting improvement of the ion transport. The results obtained in the high-Z plasma experiments
with the high-energy NBI heating indicate that an increase in the direct ion heating power and improvement of
the ion transport are essential to the ion temperature rise, and that a high-ion temperature would be obtained as
well in hydrogen plasmas with low-energy positive-NBI heating which is planed in near futurein LHD.

1. Introduction

In the Large Helical Device (LHD), which isthe world-largest superconducting helical device
[1], it is quite important to investigate the confinement properties of high-ion temperature
plasmas. Achievement of high temperature plasmas should aso indicate the confinement
ability of the high-energy ions. The high-electron temperature plasmas have been already
achieved with centrally focused ECRH [2], and the improvement of electron confinement was
observed due to suppression of the anomalous transport in the electron-1TB plasmas [3,4].
The LHD is equipped with three tangential negative-NB injectors in which the nominal
injection energy of hydrogen beam is as high as 180 keV [5]. The LHD-NBI system was
designed for achievement of high-ntT plasmas and the injection energy was determined for
the target density of (3 — 5) x 10" m™. Against low-density hydrogen plasmas, then, most of
the beam power goes to electrons due to the high injection energy and a large fraction of the
injected neutral beam passes through the plasma without ionisation. As a result, the achieved
ion temperature has been below 2 — 3 keV in hydrogen discharges using the negative-NBI [6].
There are two scenarios to raise the ion temperature in the LHD. One is to increase the direct
ion heating power, and the other is to improve the ion transport. While plasma heating with
low-energy positive-NBI systems would be effective to increase the ion-heating fraction so as
in the present large tokamaks, we realized the enhancement of the ion heating power
effectively by producing high-Z plasmas at low density [3,6,7]. The ion temperature was
increased to 5 keV by Ne-gas puffing with an increase in the direct ion heating power [3,6].
However, dilution of the high-Z plasmas with hydrogen from the wall prevented the further
increase in the ion temperature. We have performed the Ne- and/or Ar-glow discharge
cleaning for reduction of the wall-absorbed hydrogen, and achieved the further increase in the
ion temperature up to 10 keV with Ar-gas puffing. On the other hand, the transport
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improvement is expected in the neoclassical electron root plasmas with positive radial-electric
field [8], which was confirmed for electrons in the electron-ITB plasmas in the LHD with the
centrally focused ECRH [3,4,9]. We have superposed the centrally focused ECRH to the
high-Z NBI plasma as one approach to improve the ion transport, and observed an increase in
the ion temperature. In the followings, we present the high-ion temperature experiments with
the high-Z plasmas heated by the high-energy negative-NBI system in the LHD, with views
of effectiveness of the high-Z glow discharge cleaning, plasma properties including high-
energy ion behaviour in the high-Z discharges, and effect of the superposition of the ECRH to
the high-Z NBI plasmas.

2. Negative-lon-Based NBI system and ECRH system

The neutral beam injection (NBI) system in the LHD, which is characterized by high-energy
NB injection produced through negative ions, consists of three tangential injectors, each of
which has two large negative-ion sources [5,10]. One injector has the opposite injection
direction to the other two injectors. The nominal injection energy is 180 keV and the beam
species is hydrogen. The injection power has gradually increased year by year since the NBI
system was operational in 1998, and reached 13 MW in the previous campaign. The achieved
injection energy and power with one injector are 186 keV and 5.7 MW, respectively [11].
High-power neutral beams are injected usually for 2 sec with high reliability, and the
injection duration can be extended over 100 sec with reduced power [12]. The shine-through
beam, passing through the plasma without ionisation, is incident on the beam-facing armour
tiles installed inside the LHD vacuum vessel. The shine-through power is estimated with a
calorimeter array on the armour tiles, and the port-through injection power is determined with
the shine-through power measurement [13].

The electron cyclotron resonance heating (ECRH) system employs 168GHz, 84GHz, and
82.7GHz gyrotrons, and each microwave is injected on the equatorial plane as a strongly
focused Gaussian beam using vertical and horizontal antenna systems with quasi-optical
mirrors [14]. In the experiments, the second-harmonic heating with two 82.7 GHz gyrotrons
is utilized. The power deposition profile is estimated with ray tracing including a weakly
relativistic effect.

3. Glow Dischar ge Cleaning with High-Z Gas

Since the ionisation cross-section for the injected beam is larger in the higher-Z plasmas, the
beam absorption (ionisation) rate is increased especially for low-electron density plasmas in
the high-Z discharges. Considering a reduced number of ionsin the high-Z plasmas, the direct
ion heating power is much enhanced even with the high-energy NBI heating. To realize such
high-Z plasmas at low density the wall conditioning is important, because the high-Z plasmas
should be diluted with the residual hydrogen during the discharge and a degree of the dilution
be large in the low-density plasmas. For reduction of the wall-absorbed hydrogen intensive
Ne- and/or Ar-glow discharge cleaning was performed. Figure 1(a) shows the ratio of the H,
partial pressure to the total pressure before the start of the main discharges (after the glow
discharge cleaning). In this case the high-Z experiments were made for three successive days
(Jan. 13-15, 2004) and the Ne-glow discharge cleaning was performed for 64 hours prior to a
series of the high-Z experiments. As shown in Fig. 1(a), the H, partial pressure after the high-
Z glow discharge cleaning was much reduced compared with that after the H,-glow discharge
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FIG. 1. (a) Ratio of the H, partial pressure to the total pressure after the glow discharge
cleaning (before the start of the main discharges). Ti-gettering was applied after the Ne- or
Ar-glow discharge cleaning and was not done after the Ho-one. (b) Ar partial pressure
during the main discharges. The Ar gas was mainly puffed for the discharges. At around
15:00 on 1/15/04 the experiments were moved to high-density hydrogen discharges.

cleaning on the other day (Jan. 9, 2004). After the first-day experiment the Ar-glow discharge
cleaning was applied during the successive two nights (Jan. 14 and 15, 2004). It is found that
the H, partial pressure was reduced day by day, indicating reduction of the wall-absorbed
hydrogen. It seems that the Ar-glow discharge cleaning is more effective for reduction of the
H, partial pressure compared with the Ne-one (Feb. 6, 2003 is the successive third day of the
Ne-glow discharge cleaning). The Ar partial pressure during the high-Z main discharges is
shown in Fig. 1(b) for the three successive high-Z experiments (Jan. 13-15, 2004) in which
the plasma was produced mainly with Ar gas-puffing. In the first day (Jan. 13) when the Ne-
glow discharge cleaning was applied before the main discharges, the Ar partial pressure was
gradually increased due to Ar gas-puffing in the main discharges, and it was decreased while
the main discharge was suspended. In the second day (Jan. 14) when the Ar-glow discharge
cleaning was applied, the Ar partia pressure showed a higher value than that in the first day,
and it was slowly decreased as the main discharge progressed. The Ar partial pressure was
maintained at a high value without a decrease in the third day (Jan. 15) when the second Ar-
glow discharge cleaning was applied. After the high-Z experiments (around 15:00 on Jan. 15),
the Ar partia pressure increased due to the following high-density H, discharge experiments.
The successive two-nights of Ar-glow discharge cleaning should replace the wall-absorbed
hydrogen with argon and be effective for the reduction of the residual hydrogen.

4. High-lon Temperaturein High-Z Discharges
4.1. Enhancement of Beam-Absor ption Power

The ionisation (absorption) rate of the injected neutral beam is estimated with measurement of
the shine-through power [13]. Figure 2 shows the ratio of the plasma absorption power to the
port-through power of the injected neutral beams as a function of the line-averaged electron
density. The beam absorption rate is fitted to 1—exp(— cet Ne/ ) using the line-density ne/ ,
and, then, o represents the effective cross-section for the ionisation of neutral beam. In the
figure, the absorption rates are plotted for two cases, the conventional hydrogen discharges
and the Ne- or Ar-seeded discharges after the Ne-glow discharge cleaning. The plasma
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absorption power is enhanced in the Ne- or Ar-seeded plasmas compared with the H,-puffed
ones, and the effective cross-section for the beam ionisation is about 1.8 times larger. In low-
electron density plasmas below 0.5x10"°m™, the plasma absorption power is increased 1.6
times in the Ne- or Ar-seeded plasmas. Since the ion density is reduced compared with the
electron density in the high-Z plasmas, the direct ion heating power is much enhanced.
Conseguently, with the high-Z discharges, the ion heating power by the high-energy NBI can
be increased even in the low-density plasmas. In other words, with a view of the ion heating,
the high-energy NBI heating in the high-Z plasmas is equivalent to the low-energy NBI
heating in hydrogen discharges where the ion heating is dominant, although the plasma
characteristics such as the collisionality are not the same. As shown in Fig. 2, the o+ iS not so
different between the Ne- and the Ar-seeded plasma. The o for the Ar-seeded plasma after
the Ar-glow discharge cleaning also indicates nearly the same value as the Ne- or Ar-seeded
plasma after the Ne-glow discharge cleaning.

4.2. Achievement of 10-keV Ion Temperature

Figure 3(a) shows the time evolutions of various plasma parameters in an Ar-puffed plasma
after the Ar-glow discharge cleaning. After an increase in the electron density due to the Ar
gas-puffing, the central ion temperature, measured with the Doppler broadening of an X-ray
line of ArXVII, rapidly increases as the density decreases with an addition of another NBI
power, and stays at high values. The ion temperature reaches 10 keV at around t=1.65s with
an injection power of 12.2 MW, around 30 % of which is absorbed at an electron density of
0.37x10"°m™. The electron temperature is also increased up to 4.6 keV, and, however, is
much lower than the ion temperature. The observed beam slowing-down time after the NBI-
off isas long as 1.2 sec probably due to both the low electron density and the high electron
temperature, and the ion and electron temperatures show an extremely slow decay after the
beam turn-off. The parallel beam-pressure should be large. The high-energy ion spectra
measured with a Si-FNA detecting perpendicularly are shown in Fig. 3(b). At t=0.8-1.0s
before the ion temperature rise, the high-energy ion spectrum is depressed less than 30 keV.
On the other hand, no depression is observed on the spectrum at t=1.6-1.8s and the high-
energy ion flux is increased when the ion temperature rises to 10 keV, indicating that the
injected high-energy particles are slowing-down to the thermal energy without large loss. As
shown in Fig. 3(c), the density profile becomes peaked (t=1.64s) with a reduction of the
density in outer plasma region at around p=0.8 as the ion temperature increases, compared
with that before the temperature increase (t=0.88s) showing hollow or flat profiles.
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FIG. 3. (a) Time evolutions of the injection and absor ption powers, the line-averaged electron
density, the ion and el ectron temperatures, and the toroidal rotation velocity (from the top).
(b) High-energy ion spectra measured with a perpendicularly detected S-FNA. The fluxes

are plotted as integrated counts for t=0.8-1.0s and t=1.6-1.8s. (c) Electron density and (d)
electron temperature profiles at t=0.88s and t=1.65s.

Corresponding to the density peaking, the electron temperature profile shows a steep gradient
at around p=0.8, as shown in Fig. 3(d). Theoretical calculation of neoclassical ambipolar flux
considering multi-ion species indicates generation of a strong positive radial-electric field at
around p=0.8, suggesting a confinement improvement there. A large toroidal rotation is
observed corresponding to an increase in the ion temperature as shown in Fig. 1(a), and the
toroidal rotation velocity reaches 46 km/s, which is about 30 % of the Ar-thermal velocity,
suggesting also a confinement improvement in the high-ion temperature plasmas with the
high-Z discharge.

4.3. Properties of High-Z and High-lon Temper atur e Plasmas
It is important to clarify the properties of high-Z and high-ion temperature plasmas. From a

measurement of the recombination Ha intensity at the plasma termination, the H ion density
is roughly estimated to be 25 — 40 % of the electron density, and this ratio is not so changed
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FIG. 4. (a) lon temperature as a function of the ion heating power normalized by theion
density. (b) Electron temperature as a function of the electron heating power normalized by
the electron density. The Ne or Ar gasis puffed and intensive Ne-glow discharge cleaning
was applied for a series of high-Z experiments. The magnetic axis position is 3.6m.

in a series of low-density and high-Z discharges. Thus, the H ions seem to dominate the
species number ratio even in the high-Z plasmas. The Z; is around 7 and around 12 if the
other ion speciesis Ne alone and Ar alone, respectively. Although the other possible impurity
is C in the LHD with carbon divertors, the Z;: is thought to range 7 — 12 in the Ne and Ar
discharges, and the total ion density should be 30 — 46 % of the electron density. Then, the
ion heating power is around a third of the NBI-absorption power. Here, we can estimate the
ion heating power normalized by the ion density. Compared with the hydrogen discharges, the
normalized ion heating power is much enhanced by a factor of 4 - 5 in the high-Z and low-
density plasmas by both an increase in the beam absorption power and a reduction of the ion
density. Figure 4(a) shows the ion temperature as a function of the normalized ion heating
power for the Ar- and Ne-puffed plasmas after the Ne-glow discharge cleaning. It is found
that the ion temperature is increased with an increase in the normalized ion heating power in
the Ar- and Ne-puffed plasmas and that no distinct saturation of the increase in the ion
temperature has been observed. The electron temperature as a function of the electron heating
power normalized by the electron density is also shown in Fig. 4(b). The electron
temperatures for the normalized heating power show similar values to the ion temperatures
although the dependency is not so clear due to a narrower power range. It seems that the ion
and electron temperatures are increased with increases in the direct ion and electron heating
powers, respectively. Since the collisionalities of high-Z and H ions are considered to be in
plateau regime, the dependence of the ion temperature is not directly applied to the hydrogen
discharges in collisionless regime. However, the experimental results obtained in the high-Z
discharges indicate that there is a possibility to achieve a high-ion temperature as well in
hydrogen discharges if the direct ion heating power is increased to the same power density as
that in the high-Z discharges.

Assuming that the ionised hydrogen particles of 180keV — 3MW are confined for 1 sec,
corresponding to the beam slowing-down time, the hydrogen ion density deriving from the
injected beam is 0.35 x 10" m™. Therefore, it is considered that the hydrogen ions in the
high-Z discharges are mainly supplied from the injected beam. In other words, it would be
difficult to realize the further high-Z discharges with the NBI heating.
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4.4. 1on Temperature Rise with Super position of ECRH

When centrally focused ECRH is superposed on the NBI plasmas, improvement of the
electron transport was observed in LHD. This improvement is correlated with realization of
the electron root where the positive radial-electric field is generated due to neoclassical
ambipolar flux [3,4,8,9]. However, no definite increase in the ion temperature has been
observed, probably because the ion heating power is too small in low-density hydrogen
plasmas due to the high injection energy. Figure 5(a) shows the comparison between the NBI-
only plasma and the NBI+ECRH plasma in low-density and Ne-puffed discharges after the
Ar-glow discharge cleaning. By the superposition of the ECRH of 470 kW the electron
temperature is much increased to 3 keV from 2 keV, and accordingly the ion temperature is
also increased by afactor of 1.5. Note that the integration time of the T; measurement is 150 —
300 ms. Since the electron-ion heat exchange time is as long as a few seconds for Ne, Ar, or
H ions and an increase in the ion heating ratio by the electron temperature rise is as small as
about 10 %, it is suggested that the ion temperature increase is due to an improvement of the
ion transport. Comparison of the electron density and temperature profiles between the NBI-
only plasma and the NBI+ECRH plasma is shown in Figs. 5(b) and (c), respectively. As
shown in Fig. 5(c), with the superposition of the ECRH the electron temperature profile forms
a steep gradient at p=0.4-0.6, just outside of the injection region of the focused ECRH at
around p=0.3. As the neoclassical calculation of the ambipolar flux considering multi-ion
species shows generation of a positive radial-electric field in a region outside around p=0.4
with the superposition of the ECRH, there is a possibility of improvement of the ion transport
in the electron root. Although the density profile usually becomes hollow with applying the
ECRH, it becomes peaked with a reduction of outer region density in the NBI+ECRH plasma
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FIG. 5. (a) Time evolutions of the NB injection powers and the ECRH timings, the line-
averaged electron densities, the ion temperatures, and the electron temperatures (from the
top), for the NBI-only plasma and the NBI+ECRH plasma of the Ne-puffed discharges. (b)
Electron density and (c) electron temperature profiles at t=1.2s for the NBI-only and the
NBI+ECRH plasmas. The ECRH power deposition profileis also indicated in (c). The
magnetic axis position is 3.7m.
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with arise in the ion temperature, as shown in Fig. 5(b). The correlation of the increase in the
ion temperature and the density peaking is recognized in the high-Z plasmas including the
impurity pellet injection, and the particle transport would be changed in the high-Z plasmas
with high-ion temperature.

5. Concluding Remarks

The high-Z discharges are utilized for high-ion temperature experiments with high-energy
negative-ion-based NBI heating, in which the electron heating is dominant usualy in
hydrogen discharges. In the high-Z plasmas the beam absorption (ionisation) rate is increased
and the plasma ion density is reduced, resulting in much enhancement of the effective ion
heating power by a factor of 4 — 5. The ion temperature is increased with an increase in the
ion heating power normalized by the ion density, and reaches 10 keV in an Ar-seeded
discharge. In the high-ion temperature plasmas realized in the high-Z discharges, there are
observations suggesting transport improvement. The toroidal rotation velocity is increased
corresponding to the increase in the ion temperature, and the density profile becomes peaked
with a reduction of outer density at around p=0.8, where the electron temperature gradient
becomes steep with a theoretical calculation result of generation of a strong positive radial-
electric field. Intensive Ar- and/or Ne-glow discharge cleaning is effective to reduction of the
wall-absorbed hydrogen with which the high-Z plasmas are diluted. With superposition of the
centrally focused ECRH on the NBI-heated high-Z plasma, an increase in the ion temperature
Is observed, suggesting improvement of the ion transport in the neoclassical electron root.

Two scenarios for increasing the ion temperature, i.e., to increase in the direct ion heating
power and to improve the ion transport, are experimentally demonstrated with high-Z plasmas
in LHD. The high-Z plasmas heated by high-energy negative-NBI is equivalent to the
hydrogen plasmas heated by |low-energy positive-NBI in that the effective ion heating power
is large, although the plasma parameters such as collisionality are not necessarily the same.
The positive-NBI heating, which is planed in near future in LHD, could demonstrate to
increase the ion temperature in hydrogen discharges.
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Abstract

The confinement properties of tangentially injected energetic particles are experimentally investigated on the
Large Helical Device(LHD). The local confinement times of energetic particles are evaluated by experiments
and have good correlation with pitch-angle scattering times in the core region and with charge exchange loss
times in the edge regions. Thus, the classical process is considered to be the dominant process of the energetic
particle confinement on LHD. In addition to these classical effects, the enhanced energetic particle transports
induced by MHD-instabilities are observed on LHD. These effects become significant at low magnetic
field(B<~0.75 ) configurations.

I. Introduction

Confinement of energetic particles is one of the most important issues in helical devices since
a large helical ripple has a significant influence on the topology of energetic particle orbits.
Following three topics are considered to be important in the energetic particle confinement
studies in helical devices: (1) The confinement property of energetic particle during its
slowing-down process, (2) the wave-particle interactions between energetic particles and
waves, e.g., ICRF-wave or MHD-instabilities, and (3) the effect of radial electric field on the
confinement property of energetic particles. In realizing a helical fusion reactor, we need to

investigate these influences on o-heating. In this paper, we will focus on the first and the

second topics of the energetic particles on LHD.

On LHD, a series of experiments with a short pulse(blip) of tangential neutral beam(NB)
injection was performed to investigate the confinement property of tangentially injected
energetic particles. The NB-blip method is a well-known experimental technique in
investigating the confinement property of energetic particles for neutron diagnostics and
charge-exchange(CX) neutral diagnostics, and are widely applied to many devices[1-9]. We
have developed new experimental method based on Maximum Entropy and Maximum
Likelihood Method( MEMLM) to analyze the CX neutral diagnostics during NB-blip
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experiments. The method was applied to LHD to evaluate the confinement time of passing
particles on its birth orbits.

During the high-beta experiments of LHD, fast changes of energetic neutral particle fluxes
were observed with the MHD bursts on the signals of a tangential CX neutral diagnostic.
The signals of neutral particles at high energy(typically ~130-keV) were simultaneously
increased with the MHD-bursts. The signal increase of lower energy particles occurred with
a certain delay time for the increase of the high energy particles. It seems that the increased
neutral flux has a characteristic time of energy decay. This phenomenon was typically
observed when the magnetic field strength is lower than 0.75[T].

In this paper, we will describe and discuss the classical and non-calssical aspects of energetic
particle confinements on LHD. In Sec. 2, we will show the experimental apparatus. The
confinement property of the energetic particles being evaluated by the NB-blip experiments
are described in Sec. 3. The interaction of MHD-instabilities with energetic particles are
shown and discussed in Sec.4. Sec.5 is a summary.

2. Experimental Set-up

On LHD, NBs are tangentially injected 180
by using three beam-lines (one for -,
co.-NB and two for counter-NB) which
are based on the negative-ion
sources[10]. Each beam line has two
ion sources and the tangency radii of
these 1ion-sources are 3.63[m] and
3.77[m], respectively. To investigate
the confinement property of passing
energetic particles, the E//B-type CX
neutral particle analyzer(NPA)[11] is
installed on the tangential port, which is

located at 10 cm below the mid-plane. 900 02 04 06 08 1 12 14
The NPA 1is placed to measure the p

counter-NB  particles for the LHD
standard magnetic field direction. The
NPA is horizontally movable and its
scanning angle is from 0-deg. to 9-deg.,
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FIG. 1. Pitch-angles and normalized minor-radii
distributions along the center line of the outer
ion-source of a conter-NB. (gray center-dashed

where these angles are defined by the curve) and of the inner ion-source(gray dashed
angle between the normal of the port and curve). Those along the E//B-NPA line of sight
the NPA line of sight. The NPA has 39 are shown by a black solid-curve for the scanning

energy-channels and 3 mass-column angle of 0-deg.

(117channels in total). The measurable

energy range of the NPA is 0.5 <E A <200 [keV amu], where E and A denote the energy and
the mass number of the measured particle, respectively. The electron density and
temperature distributions are obtained by the FIR interferometer and YAG Thomson
scattering measurement, respectively. Figure 1 shows a plot of the pitch-angles to the

normalized minor radii (p=t/a) along the center lines of ion sources of a counter-NB and the
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E//B-NPA sight line at 0-deg.position. Considering the width of the beam, this graph shows
that the E//B-NPA observes the injected energetic particles directly.

3. Evaluation of energetic particle confinement by NB-blip experiments

Figure 2 shows typical waveforms of
NB-blip experiments. The blipped
particles were injected at 150keV with
20ms pulse duration and 250ms cycle.
As shown in this figure, the influence of
the NB-blip injection on the plasma
parameters are negligible. The flux
decay of blipped particles during their
slowing-down process from 150keV
down to 55keV was evaluated by using a
tangential Charge eXchange Neutral
Particle Analyzer (CXNPA). Analysis
is done using the data in the period
between t=1.0 and 2.3s, as indicated by
the gray area in Fig.2. The NPA data
are accumulated according to the
blip-cycle to obtain the better statistics.

Using the waveforms of the NPA for
blipped-particles at the injection

energy(wo(f)) as a response function
(Ro(H)= wo(t)/ @), the contribution of

energetic particles on the location of p to

the waveform of the NPA for blipped
particles at the energy (E£;) can be

expressed by wi{p)Ry(¢-7) if we neglect
the effect of energy diffusion in the
slowing-down process. Here, the « is

the normalized parameter so that it
makes the integration of Ry(f) over time

unity and the 7 is the slowing-down time

from the injection energy to the energy
of E;. Therefore, the waveform of the
NPA at E; for the blipped particles can be
written as;

LHD#37342
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FIG. 2. Typical waveforms at an NB-blip experiment.

(a)Beam current of counter-NB for plasma
sustention (solid-lines) and for blip
injections(solid-lines with open circles), (b) plasma
stored energy, (c) line averaged electron density, (d)
central electron temperature are shown. The
neutral flux of (e)148keV, () 110keV, and (g)83keV;
which are measured by E//B-NPA are also shown.
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vi(e)= jf”:" (PR, =7,
—I 7,)(dl, /dp)—w}(z, \dL, /dp)\dp/d, )R, (t — T, Wiz

—j t— T, (D

where [ is a path length along the NPA sight line. The /.5 and ljwn: correspond to the
lengths of the close plasma edge to the NPA-port and of the distant edge, respectively. The

Tin 18 the minimum of 7 on the path and is usually the value of 7 at the edges, while the 7.,

1s the maximum and is usually the value at the closest point to the plasma center on the path.
The subscript of / and superscript of w denote the region of the path. The /; and w' are for

the region within the point of % = 7,,,, while the /, and w? are for the region beyond the point.
We have to note all of the information, such as the density profile of the bulk neutrals(ny(p)),
the density profile of the energetic particles(n,(p)) at E;, the charge exchange reaction

rate(o.v), and reionization loss effect of escaping neutrals( exp(—(o,, +0'wn)j ndl’))

contribute to w’(p). In those quantities, only the density of energetic particles(n(p)) is

unknown variables when the bulk plasma is in quasi-steady state condition. The rest are
constant in time or can be evaluated. Therefore, the confinement ratio of energetic particles

(npi(P)/npo(P)) can be obtained from the ratio w’,(p)/w’o(p) with the correction of CX-reaction

rate and reionization loss of escaping neutrals. We do not need to know the bulk neutral
density and the birth energetic ion density profiles since they appear both in the denominator
and in the numerator of the ratio and are canceled out. Only assumptions we have made are
that the energy loss of the particle is given by the classical deceleration rate and that the
particles are staying on the same orbit

To evaluate the w’;(p), we need to deconvolute the integral of Eq(1). For the deconvolution,

we had developed an technique based on the Maximum Entropy and Maximum Likelihood
Method (MEMLM) [12]. Confinement times of energetic particles were evaluated from the

decay time of w’(p). In Fig.3, the confinement times of energetic particles(Teyp.), Which
were evaluated from NB-blip experiments, are compared to the pitch-angle scattering
time(Too.dee.) and charge exchange loss time(T.x) for LHD-plasmas of Rax=3.6[m] and

Bt=2.5[T]. These times are calculated from plasma parameters of the discharges and are
averaged along the orbit of the measured energetic particles. In Fig.3, the confinement times
of energetic particles have good correlation with the pitch-angle scattering times at the core
region, i.e. 1r/a<0.83, and with the charge exchange loss time at the edge (1/a=0.95). This
result indicates the confinement times of tangential energetic particles are explained by the
classical theory with orbit effect at high magnetic field configurations.
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FIG.3. Correlations of particle confinement time(7,,) to (a) the 90-degree pitch-angle scattering
time(Ty.qee) and to (b) the charge exchange loss time(t.) for LHD plasmas of R,=3.6/m] and

B=2.5[T] configuration.

In evaluating the pitch angle scattering time and charge exchange loss

time, the particle energy of 100keV is assumed. The neutral density profile is obtained from

AURORA code.

4. Interaction of MHD-instabilities on
energetic particle confinement

In addition to these classical effects on the
energetic particle transport, we have
observed the other effect when the
magnetic field strength is low (B<~0.75).
With this magnetic field strength, the
tangential NPA  signals are often
modulated by MHD-bursts, while the NB
is continuously injected[13]. Figure 4
shows the typical waveforms of a
Mirnov-coil signal and NPA signals. As
shown in this figure, the high energy
components (>113keV) of NPA signals
were increased during MHD-bursts. The
flux increase at lower energy component
had some time delay and this delay
became larger as the energy became lower.
The mode analysis of the MHD-burst at
t=0.943s indicates that the burst was TAE
of n=2[14].

In Fig.4(d), the peak position of signal
increase at each NPA energy channel is
shown. The decay time of the flux peak
was obtained by exponential fitting of the
peak positions and was about 4.3ms. In

a
>
2
§ '0'5.' '
W\ HSASACIH AN A A,
210y b) [—*67kev
1510° —0—42keV E
5 —8—27keV

——13keV

—8—138keV
—0—113keV
—#—86keV

Neutral Flux [a.u.] Neutral Flux [a.u.]

O Peak Position
of Increased

F Neutral Flux
50 [-| — Fitted Curve

to Exponential
Function

Energy [keV]

0 ] 1 1 1
0.925 0.93 0.935 0.94 0.945 0.95 0.955
Time [s]

FIG 4. Typical waveforms of (a)mirnov-coil and (b,

¢) NPA signals when the NPA signals fluctuate
with a MHD-burst. (d) The peak position of NPA
signals are shown with circles.
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Fig.5, the energy decay times of the NPA flux
peak associated with the MHD- bursts are
compared to the inverse of the line averaged
electron densities. This figure indicates that
the delayed signal increase in the lower energy
region can be explained by the result of energy
slowing-down of the increased particles at the
high energy region with the MHD-burst. But,
the signal increase in the high energy region
cannot be explained by the classical process.

Comparing the decay time in Fig.4(d) to the
slowing-down times of particles which were
circulating on the NPA sight line, it turned out
that the increased particles were on the orbit
which is circulating around r/a=0.57(Fig.6(a)).
This orbit had a maximum probability to stay at
r/a=~0.75, where the TAE gap of n(toroidal
mode number)=2 and m(poloidal mode
number)=3~4 locates (Fig.6(b) and (c))[15].
This suggests that the signal increase with the
MHD burst at the high energy region is due to
the result of enhanced transport of energetic
particles by the TAE-mode.

5. Summary

Confinement properties of passing energetic
particles are investigated on LHD using NB-blip
method. The confinement time of the particle
on the passing orbit is consistent with classical
theory when the magnetic field strength is high.
The energetic particle confinement was
influenced by the TAE-mode. The influenced
particle has a maximum probability on the gap
of the mode.
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Abstract. The LHD achieves high-performance plasma confinement by the coordination of magnetic surface re-
gion and chaotic field line layer. It is theoretically and experimentally shown that drift surfaces exist for highly
energetic particles being extended over the last closed flux surface (LCFS) in the LHD. Those patrticles are consid-
ered as lost particles due to the loss-cone in the previous theories, where the analyses are limited inside the LCFS.
The present theory predicts that the LHD has no loss-cone and that highly energetic particles confined over the
LCFS exist. These are consistent with the LHD experimental results in both the ion cyclotron range of frequency
(ICRF) heating experiments and the low magnetic field neutral beam injection (NBI) heating experiments. From
particle orbit analyses and studies on the connection length of diverter field lines, it is also shown that plasma can
exist in the chaotic field line layer located outside the LCFS in the LHD. The plasma in the chaotic field line layer
is clearly detected by CCD-cameras in the LHD experiment. This ambient plasma might be expected to have the
role of a kind of an impregnable barrier for the core plasma, which suppresses both the MHD instabilities and the
cooling of the core plasma due to charge exchange processes. The line-tying effects of diverter field lines that are
slipped out from the chaotic field line layer can also stabilize the ballooning mode and the vertical displacement
events of plasma column.

1. Introduction

Helical system is a fully 3-D system. The freedom of fully 3-D system not only realize disruption-free plasma
confinement system but also bring various optimization scheme for plasma confinement. Main issues for opti-
mization are MHD stable high-beta equilibrium and good particle confinement characteristics [1, 2]. The current
research of optimization of helical system postulate that high temperature plasma is confined only in the magnetic
surface region. On the other hand, the present paper claim that the LHD (the Large Helical Device) achieves
high-performance plasma confinement by the coordination of magnetic surface region and chaotic field line layer.

The LHD uses superconducting magnets wWjtlm = 2/10 andRy/a ~ 3.9m/0.6 m heliotron-type magnetic
field configuration with continuous winding helical coils and without the toroidal coil, wifeaed m are the
poloidal and toroidal mode numbers of helical coils respectivéty. and a are the major radius of the device
and the average minor radius of plasma, respectively. The characteristics of the LHD magnetic field are the
high magnetic shear configuration in the peripheral region and the existence of the chaotic field line layer which
surrounds the LCFS. Lines of force outsides the LCFS show a fractal structure and create a chaotic field line
layer[3].

The drastically improved plasma has been obtained through the LHD experiments started in 1998. In the
recent experiments, the maximum averaged beta valug;, > of 4% was obtained [4] by high power NBI
heating up td2MW in the configuration with?,,, = 3.6m andB,, = 0.45T , whereR,, andB,, are magnetic
axis position and toroidal magnetic field &t respectively. Up to now, the beta collapse phenomenon has not
been reported in the LHD experiment.

In the past, many ICRF experiments suffered from a rise in impurities. Furthermore, the ICRF heating in heli-
cal systems has been considered to be questionable because of the poor confinement property of the perpendicularl
accelerated high-energy particles. The helically trapped particles have large orbit size in the radial direction. Then,
it was thought that the helically trapped particles tend to diffuse and would escape out by orbit loss. However,
high performance for the plasma heating in the ICRF experiments of the LHD has been shown as follows [5, 6, 7]:
1) High heating efficiency is found, which increases with the increase of the plasma temperature. 2) High-energy
particles with energies up to 500 keV are produced by ICRF heating. [7]. 3) Plasma with a high stored energy can
be sustained for more thdr minutes by ICRF heating only[8]. In the 8th campaign of LHD experiment (2004,
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Nov.), the LHD sustained plasma (average densify7 x 10'? m—3, central ion temperature 2 keV) for more
than 12 minutes with ICRF aPrcrr ~ 0.6 MW. The total injection power to plasma is almd8t M J, in this
discharge. Energy spectrum of protons reaché&dtkeV.

It will be difficult to explain these experimental results comprehensively by plasma confinement only in mag-
netic surface region.

The large pressure gradient can be formed beyongd, -1y trapPeD PARTICLE IN LHD ——
the stability criterion for the Mercier mode [9]. The

maximum value of volume average plasma beta of the )27 %! T )
S——

LHD increases favorably year by year [10]. Theo-
retically, it is shown that the LHD has potentiality of
high beta plasma confinement and the chaotic field lif
layer play a key role for this efficient plasma confine-
ment in the LHD [11].

It was shown LHD type magnetic configuration

- =
has large particle-orbit loss region [12]. The bound- @ — AT AT
ary of loss region was determined by the condition that s ——
helically trapped particle orbits intersect the LCFS, befAx=375 M. Bax=275T ——— %o

cause analysis was restricted inside of the LCFS. FIG.1. An Example of a 'loss-cone’ particle in the
If a large loss-cone exists in the LHD, high perprevious theories, where the analyses are limited in-
formance plasma production and its sustainment pjde the LCFS. Magnetic field is the 'standard’ con-
ICRF would be impossible in the LHD. Because, ICRfiguration (R,, = 3.75m). Initial conditions of
heating in the LHD produce helically trapped partiparticle motion is given by?y = 4.2m, 2y = 0,
cles, mainly. The present paper, however, claim that = 0, £ = 150keV, xo = 37/8. Magenta
the LHD has no loss-cone owing to the coordination ¢¢yan) color dots show the Poindaplots of a pro-
magnetic surface region and chaotic field line layer. Aon orbit (lines of force). Cross sections of vac-
example of a 'loss-cone particle’ in the previous thegrum vessel, helical coils and ICRF antenna are also
ries is shown inFIG.1. Magnetic field configuration shown. Contour plot of the magnetic field strength
is 'standard’ one B, = 3.75m). Poincaé plots of a B is also shown by blue lines (increment of the con-
150 keV proton are shown by magenta color dots. Intour §B = 0.1 T). ¢ represents the toroidal angle
tial pitch angle (angle between velocity and magneigf the cross section.
field) is chosen agy = 37/8. This figure shows that
the particle orbit is constrained by three constants of
motion (EnergyFE, magnetic moment and longitudinal invariany/; ) and the Poincér plots form clear banana
shapes. Then this particle is a completely confined particle in collision-less case. On the other hand, if we restrict
analyses only inside the LCFS, this particle become a loss-cone particle because the banana shap@lBtincar
intersect the LCFS as shown in this figure (cyan color plots show the Péiptarof lines of force).
FurthermoreFIG.1 shows that particle motion of ., \calLy TRAPPED PARTIGLE IN LHD
a helically trapped particle is almost independent of
magnetic surface. This nature does not change even uﬁB o T@
the ’inward shifted’ magnetic axis casB{, = 3.6 m) , 21
as shown irFig.2. Highly energetic particles orbit can- /7
not be changed though a little change of vertical mag 'W\“\)\]\\
netic field can change the magnetic surface. L
Another important issue of the helical system is: .
a particle confinement of the transition orbit. If the\
initial pitch angle,xo, is located between the one for
the passing particle and the one for the reflecting par-
ticle, particle iterates the passing particle motion andAx =3¢ M. Bax=275T )
reflecting particle motion. In this case, the longitu=IG.2. Effect of 'inward shift’ of magnetic axis in
dinal invariance breaksJ/( # const.) and life time the LHD. Magnetic axis is shifted insidé&{, =
of transition particle become finite. The life time 08.6 m ) and other parameters are same to the case
transition particle is partially controllable by magnetiof FIG.1.
field intensity, particle energy and machine size. In
the usual operating range of the LHB{, ~ 2.75T,
E < 180keV), the life-time of transitional particle is sufficiently long compared to the transit time(\/ E /M,
M : mass of charge). Then the LHD has no loss-cone. Transition particle crisscross in a magnetic surface region.
Numerical example of a particle motion of the transition orbit is showrl{.3.
After the 3rd campaign of LHD experiment (2000, Mar), melt-down of leading edge of stainless tube for the
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FIG.3. Poincaké plots of a transition orbit particle. Parameters of magnetic field configuration and
initial conditions of particle motion are shown in the figure. The particle orbits is still stays inside of
magnetic surface (computation is terminated at 2222 x 27 Ry /+\/E/M ~ 17.593 msec).

pellet injection was found. After the 5th campaign of LHD experiment (2002, Mar), the erosion of the edge of the
NBI armor tile was found. Those equipments were installed enough outside the LCFS. These phenomena suggest
the existence of the high-energy particle drift surface extending outside the LCFS i, lovase.

The magnetic field structure and the particle orbit must be elucidated to obtain higher performance of the
plasma confinement and to evade troubles with high-energy NBI particles iBjgvwcase. We have developed
highly accurate magnetic field computation codes [13, 14] and the multi-dimensional highly accurate spline inter-
polation scheme [15]. In addition, we have developed an original rotating helical coordinate system, where the
metric tensor is not used, in conformity to the shape of LHD plasma[16]. The 3D-grid structure can be arranged in
the vacuum vessel with relatively small main memory of computer. We have derived the equation of lines of force
and the equation of particle motion in the rotating helical coordinate system[16]. These computing tools were
integrated into a computer code, LHDMSVIEW, in which a higher order (8-stage, 6-order) Runge-Kutta scheme
[17] is adopted as the integrator of differential equations. In the present study, we investigate the magnetic field
structure and the particle orbits using the LHDMSVIEW.

In Sec2 the detail of magnetic field configuration including the chaotic field line layer is reviewed and detall
of particle orbit nature is summarized in S&cSec4 is devoted to a summary and discussions.

2. Magnetic field configuration of the LHD

Here, we examine the details of magnetic structure which sustain the LHD plasma in high performance.
Helical system has no a priori integral invariant of lines of force. The equation of lines of force is a nearly
integrable Hamiltonian system. The magnetic surface of helical system coexists always with magnetic islands and
chaotic field line layer. We define the chaotic field line layer as the region where the outside of the LCFS and
the connection length (length of lines of force until reaching vacuum vessel lwaceed the two helical pitch
(I > 2 x 2wrRy/m). Then the lines of force in the chaotic field line layer always connect from wall to wall of
vacuum vessel except the magnetic islands region imbedded in the chaotic field layer. The diverter field lines are
defined as the lines of force connecting to the vacuum vessel wall, in the chaotic field line layer.
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Rax=3.6M,Bax =275 T,y=1.254
CONNECTION LENGTH L~ :

(TOROIDAL TURNES) : X

RED :l1<lg<2 ;-
YELOW: 2<Lg<10
GREEN: 10 <L <20
CYAN :20<Lp<30
BLUE :30<Lg

FIG.4. Lines of force in chaotic field line layer surrounding the outside of the LCFS. Helical coils are
also plotted. All field lines terminate at footprints in the diverter plates (the diverter plates are not
drawn). The lines of force are classified depending on the connection length with different color. It is
shown that the connection length of lines of force closely surrounding the LCFS exceed 30 toroidal turns
(~ 800m : shown by the blue lines). The lines of force that are slipped out from the chaotic field line
layer reach the diverter plates soon.
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coil. Both ends of elliptic magnetic surface is located °*
approximately on a radius of the helical gyration of 1
shown inFIG.3. Then, a characteristic of the LHD% .) ' ‘“L
magnetic field is the high magnetic shear configuratich m . ‘
in the peripheral region of plasma column and crea’@ 4
many small islands in the chaotic field line layer. Sgg 10
lines of force outsides the LCFS show a fractal struc TEEE e IE
v L b
long (in the order ofl0km) [18]. In contrast, lines F|G 5, Distribution of connection length of diverter
of force that are slipped out from the chaotic field lingg|d lines. Starting point of computations are placed
view of diverter field lines are shown FIG.4. Fractal gard’ one Rz = 3.75m).
structure of connection lengths of diverter field lines is

The LHD magnetic field is produced with the con- os6 "
the helical coils and the toroidal magnetic field der
ture [3] and connection length of diverter field lines atnstbsinulinl ook,
layer reach the vacuum vessel wall soon in the ordgr square boxes of a poloidal sectiop & 0) near
shown inFIG.5.

tinuous winding helical coils and without the toroidal 2
. = 3
creases very much at the ends of magnetic surfaceaso
pass through the neighborhood of LCFS becomes very R(M) R(M)
of 1.5 ~ 2.0m because of no toroidal coil. The 3Dgotprints. Magnetic field configuration is the 'stan-
The chaotic field line layer can sustain low temperature ambient plasma due to the long connection length of
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lines of force and mirror confinement effect of helical ripple nature of magnetic field [18]. This low temperature
ambient plasma is clearly observed always by the CCD camera in the LHD experiment. The CCD camera view of
the LHD plasma and the structure of chaotic field lines are compared in detail. The CCD image and the numerical
3D view of chaotic field lines are completely corresponding each other as shdvwiG i&

The characteristics of lines of force outside the
LCFS and the plasma contained in the chaotic fiele
line layer have been bringing the following advantage
for the high performance of plasma confinement in the¢
LHD. (1) The very long connection length of the di-
verter field line can reduce the heat load to the di
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down effect by neutrals outside the plasma (role o
the plasma blanket). The penetration of neutral ato
to the core plasma are prevented by the chaotic-fielg
line-layer plasma [19]. (3) The chaotic-field-line-layer
plasma stabilizes the interchange mode due to the ne
tralization of the charge separation that causes the i
stability. (4) The lines of force that are slipped ou
from the chaotic field line layer reach the vacuum ve
sel wall soon. Then, it is expected in chaotic field ling
layer that the plasma pressure can be sustained sta
by the line-tying effect of the field lines [20].

_ _ - FIG.6. Numerical 3D view of chaotic field lines(left
3. Energetic particle orbit in the LHD upper) and the CCD camera view of the LHD

, , , plasma(right lower).
Particle confinement and formation of magnetic

surface in a non-axisymmetric system is based on the adiabaticity of the longitudinal invriaAdiabatic
invariants can be obtained by averaging over the rapid oscillation of action variables in a Hamiltonian system. In
a helical system, the slow variation fdy is caused by the rotational transform of lines of force, and the rapid
oscillation is caused by passing of one helical period (for passing particles and for lines of force) or by helical
trapped bounce motion (for trapped particles). If the adiabaticity of the particle motion is weaker (stronger) than
the adiabaticity of the line of force, the particle confinement region becomes smaller (larger) than a magnetic
surface region.

For passing particles, thB x VB drift motion
decides the strength of the adiabaticity. The drift mo-
tion in the region placed between helical coils (weak
| B| region), negate partially the slow variation Bf
caused by the rotational transform of lines of force, if
velocity component along the magnetic fidilis pos-
itive as shown inFIG.7. Then, passing particles with
v > 0 have stronger adiabaticity than adiabaticity o
magnetic surface and can be confined over the LCF
Further more, this drift motion pushes the particle orb
to the inside region of starting magnetic surface. Then,
in general, high-energy passing particles inside of the
LCFS withv; > 0 does not reach to the diverter plate,

On the contrary, thé x V B drift motion of pass-
ing particle withv; < 0 reinforce the slow variation of
B caused by the rotational transform of lines of force, _ )
as shown ifFIG.7. Then, passing particles with < 0 FIG.7. Lines of force (shown by blue and red lines)
have weaker adiabaticity than adiabaticity of magnefd the direction oB x V B drift motion for a pos-
surface and loss region present in the magnetic surféé¢¢e ion. The cross sections of the magnetic surface
region. Further more, this drift motion pushes the ps'€ also shown by yellow lines.
ticle orbit to the outside region of starting magnetic surface. Then, in general, high-energy particle (positive ion)
loss from the magnetic surface region is limited with< 0 particles.
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NS
ICRF ANTENNA

e

FIG.8. Relations between the magnetic surface, the outermost drift surfaces and magnetic field intensity
are shown by the Poincéarplots at the poloidal cross sectiongf= 7/10. Red (green) color dots show

the almost outermost drift surface of co-NBI (counter-NBI) particle Wita- 180 keV. Cyan color dots

show the structure of lines of force. Position of magnetic axis is 'inward shifted’ 8pe=€ 3.6 m).

(a) Low magnetic field casé3(, = 0.5T). (b) Standard maanetic field casBA.. = 2.75T).

In the LHD magnetic configuration, then, it is
easy to confine the; > 0 passing particle than the
v < 0 passing particle. Co-NBI is more effective than
counter-NBI for the LHD plasma heating. In a usua
LHD operating rangeR, . ~ 2.75T, E < 180keV),
this difference is small as shown FIG.8(b). Con-
finement region of counter-NBI particles are slightl
smaller than the LCFS and confinement region of cg
NBI particles reach even the boundary of chaotic fiel
line layer exceeding the LCFS. However, in low mag
netic field operation case, the effect of thex VB
drift motion increase. The drift surface of co-NBI can
extend fairly outside the LCFS and the drift surface o
counter-NBl is reduced fairly compared with the LCFS
as shown irF1G.8(a).

The existence of drift surface extending outsideERODED EDGE
the magnetic surface was verified by several experi-
mental results in the LHD. After the 3rd campaigfr!G.9. A close-up photograph of the eroded edge of

of LHD experiment (2000, Mar), melt-down of leadNBI armor tile (the left hand side). The right hand
ing edge of stainless tube for the pellet injection wadde shows the interference of the corresponding ar-

found. After the 5th campaign of LHD experimentnor tiles and the almost outermost drift surface of
(2002, Mar), the erosion of the edge of the NBI armd80keV co-NBI particles in the case Bf, = 0.5

tile was found. The drift surface of co-NBI in low mag-T (shown by red puncture plots on the armor tiles).
netic field case had intersected with these equipmenide vacuum vessel wall of the LHD is also drawn.
as shown irFIG.9.




Magnetic Field Structure and Energetic Particles in the LHD 7

— —
MAGNETIC SURFACE SB—OI (T) ‘
\4
AN AN \

ENERGY(MEV)

<0.1
F*.\,;_/IO.I < <03
N

NN
AN\

N
A\

NN
NN\
AN\

AN
AN\
N

TR,

R

AN

AN
W

W

N
NN
N

NN
N

Z
2

N
N
N\
—
—
N

=

N

NN
N
I

W

NN

03<® <10
1.0<®

N
NN
ARttt

D
2
=
o

2
N

=z
N
N

=
iz

A\
N 74

77
NN
N
N
N
ONNANANANN

2T,
7z
7
===
A\

=z

ZEZ7
St

,
===
=2
=
N

AN
Nl
AN

RN\ AN

\ \{\\\\\\

,,
=
=

s
o
2=

7z
7

E=100 KEV
CH ANGLE=17 n/ 40

FIG.10. Stereoimage of a trapped particle (pro-
ton) orbit. Magnetic field configuration is the

'inward shifted’ configuration R,, = 3.6m, 25T

B = 2.757T). Initial condition of par-

.aa: . . . ﬁ
ticle orbit is given by Ry = 4.5m (5cm INITIAL POSITION

inside from the LCFS)zy = 0, ¢o = 0,
xo = 177/40, E = 100keV. Whenv, > 0

. - l
(vv < 0), particle positions are plotted by red "
(12%3)3 dots. 2P2a2r2tlcle2 (;{rblts Eg:lri4 traAced turfml a ¢=m/10
-593 msec(= x 2mRo/\/E/M). Aparto FIG.11. Poincae plot of ICRF heated 11 protons

orbit is plotted by white dots. The cross sections . . e
of magnetic surface of the starting position are Startéd with energy = 100kV. Staring position

plotted by yellow dots. Helical coils of one helical Of. ‘."‘” protons are same as shown in '_[he_ figure.
pitch are also shown. This figure shows clearlyln't'al pitch angles of 11 protons are distributed

that vy < 0 particles are located always the 3SX0 = nm/10,(n =0,---,10). The colors of
outside of > 0 particles. puncture dots are classified by the energy of the

protons.

The periodic length is another important key fac- CHAOTIC CHAOTIC

tor to decide the strength of the adiabaticity of particle [T \ R\ == Tk
motion. Short period is favorable for the particle con- X N .,
finement. Since the LHD generates the plasma con- 2 . ; /E:3 MEV ]
finement magnetic field with the continuous windings : REFLEC‘HN%j N
E.;/W:

helical coils, helical mirror trapped particles can cir-g
culate around the magnetic axis as showFi®.10. =
The helically trapped particles are trapped in wgak =
region placed between helical coils along field lines—,
The basic periodic length of particle motion becomes”

the bounce period, which is smaller than the helical

E=1MEV

ERF =20 KV/IM

period. Then the helical trapped particles can mani- E /21 = 38 MHZ
fest stronger adiabaticity and can be confined more ef- ol L S
fectively compared with the passing particles and the v (107 M/SEC)

magnetic surface. This is very convenient for high p
formance of ICRF heating [21]. The mirror confine
plasma becomes possible even in the chaotic field li

IG.12. Poincaé plots of ICRF heated protons in
zé|,vl) plane aty = 7/10 poloidal cross section.
layer [18]. arameters are thg same as t_hose of FIG._l_l. Cplors
We have confirmed numerically the high perfoer dots are classm_ed ac_cord!ng to the initial pitch
mance of ICRF heating process in the LHD. At th ngles. The chaot!c orbit regions he_lve no degrada-
beginning, we have executed the numerical compu pn effect for heating process. Parftlcles are los.t to
tions of collision-less proton orbit starting from th € vacuum vessel Wa>” along the diverter field lines
core plasma region to clarify the ICRF heating proce th Y| < 0 WhenE <1 Me_V. The phas_e space
in the LHD. RF field is assumed to be IS classme_d to passing, (_:ha_otlc_and reflectlng_reglon
from the field intensity distribution along the line of

E(r,¢,2z) = (0,0, Egsinwt) , By = 20kV/m, (1) force.
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ICRF HEATED PARTICLES AT THE FRONT OF ANTENNA

¢=0
8B=0.1T

ENERGY (KEV)

® <10
10<@ <20
20<@ <50
50<@®

N\

" ICRF ANTENNA

Rax =36 M, Bayx=275T

ERF=2O KV/M,O.)/27C=38 MHZ (p=TC/2 —

FIG.13. ICRF heating process due to the near field of ICRF anteia.= 2.75T, R,, = 3.6 m are
assumed. Colors of puncture plots represent the energies of protbns (10keV : blue, 10 < F <
20keV : green,20 < E < 50keV : red, 50keV < E : magenta ), whose initial energy are assumed
to be £y = 2keV. Initial position of protons are shown by white dots plotted in front of the antenna.
Initial pitch angle are distributed ago = n7/5, (n = 0,1, --- ,5). ICRF resonance layer is shown by
the bold yellow lines® = 2.5 T line). Lines of force are shown by small cyan color dots.

where frequency /27 = 38 MHz, the resonance magnetic field intensiti5T. The magnetic axis has no ICRF
resonance field intensity as showrFtG.11 ('saddle type’ configuration3,, = 2.75T). Initial energy of protons

is set equal tal00keV. The starting point of all particles (total 11 protons) is chosen on the ICRF resonance
layer in core plasma region (= 3.78 m,z = —0.31m,» = w/10) and initial pitch angles are distributed as

Xo = nr/10, (n = 0,1, ---10) as shown by open circles FIG.12 Poincaé plots of ICRF heated particles are
shown inFIG.11 The perpendicularly accelerated high-energy particles pass through the chaotic orbits region.
Due to the chaotic orbits nature (J€k5.3), ICRF heated particles with very high enerdy & 0.5 MeV: shown

by red and magenta dots fG.11) distribute almost all core plasma regions.

An illustrative result is shown ifFIG.12, which 1000 grrrrrrrrrrrrprrreeer e
shows the Poincér plots in(v),v1) at p = /10
poloidal cross section (the starting poloidal section of
particles). ICRF resonance heating accelerate partic
in v, direction mainly, in the initial stage. An acceleriiJ 100
ated particle crosses the chaotic orbit regions without

. . e
any degradation effect, and changes to a reflecting pas
ticle. Energy increment of reflecting particle becomes
large (density of dots become sparse). Particles are 103
to the vacuum vessel wall along the diverter field lines
with v < 0 whenE 2 1 MeV.

Vacuum wavelength of ICRF fieldw(/27r = N T T T T T
38 MHz) is very long. But the strap of the LHD's ICRF 2 4 6 8 10 12
antenna has relatively wide (width 0.3 m, height- T (MSEC)
1.2m) [22]. Then the near field of ICRF antenna cap|G.14. The time trace of average energy,,,
reach up to the depth of aboOt3m in front of the and total numberV of protons corresponding to the
antenna without severe damping. Then, we have stybincaré plot shown by FIG.13. Initial energy and
ied the ICRF heating process of peripheral plasma thgtal number are shown by open circles.

th

o

F Y T TTTI

(=]
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uses the near rf electric field in front of the ICRF antenna. The rf field is assumed to be

4
E(r,¢,2z) = (0,0, Egexp {— <('0 _dﬂ/2> }sinwt), 2

whereEy = 20kV/m , w/2r = 38 MHz andd (=

1/4) is an index that shows the broadening of ICR
field to the toroidal direction. Initial position of protons PLASMA
are distributed up to the depth 0 cim from the LCFS
to the core plasma region in front of the ICRF anten
as shown inFIG.13. Initial Energy E of protons are
2keV and initial pitch angle is distributed uniforml
fromOton (xo = nw/5,n = 0,1,---,5). The total
particle number i$ x 11 x 11 = 726. The maximum
tracking time isl2.4 msec (= 222 x 2w Ry /+/ Eo/M).
Poincae plot of ICRF heated protonf)G.13, shows
that relatively deep core region is possible to be hea
by ICRF near-field. Energy of many chaotic orbit
particle exceed$0keV even in relatively short time
(~ 12.4msec). Furthermore, we can confirm that thg
all lost particles flow out along diverter field lines wit
V)| < 0.

The time trace of average energy and total numi _
of protons are shown iRIG.14. This result shows that L A
ICRF heating process in the LHD magnetic field co=IG.15. Red-hot striation observed in ICRF heat-
figuration is very much promising. Production of MeMng in the 6th campaign of LHD experiment and a
range protons will be possible by the LHD. numerical result (the lower right corner).

The LHD has succeeded in sustaining the plasma
(average density 0.5x10'"%m~3 , central temperature 2keV) during thel50 sec by ICRF P;crr ~ 0.5 MW)
alone in 6th campaign experiment (2003). The plasma was terminated by uncontrollable plasma density rise. At
that time, the CCD camera observed red-hot striation on the vertically installed diverter plate (standing diverter
plate) as shown ifr1G.15. These phenomena have suggested the production of energetic protons in front of the
ICRF antenna.

To clarify these experimental results, we have e
studied numerically the ICRF heating of the plasma 100!5_ l I 1—'
outside of LCFS. The ICRF near-field accelerate low._
energy & 10eV) protons starting from the ICRF res-3;
onance layer as shown FIG.16. Average values of <
the maximum energyK) and the life-time £) of each w

i UPPER RESONANCE
0257<Z(M)< 0323

N

]

T TTTTT
1 IIIIIII| | IIIIIII| 1 IIIIIII| L LIl

|
|
s . !

particles show clear jumps near the border of chaotic 1 v“f.’fgf: 1 _z'a:fs‘:.‘"-f'-;'? : E
field line layer (BCFL). TheFIG.16 shows that ions, E',ép:" i'f-." 'L.J R4 i
whose starting points are located inside the BCFL, b KDy -."::..#,;{5:3 o YA\ [T = : T
gin to be confined and begin to be accelerated repea&-o'li,-;-.é .*:’.',, Lot 2 i
edly. The position of the LCFS is not significant for  F* " Iz ¢
the ICRF heated ions. This is consistent with the theo-( o, § 1=
retical prediction for helically trapped particle motion e e
in the LHD. ICRF near-field can start up efficiently R(M)

the LHD plasma. lons, whose starting points are lgn 16 |CRF resonance heating in front of the an-
cated outside the BCFL, increase energy (up to alm?éhna in the case aB... — 2.75T. R.. — 3.6m
ar — . ’ ar — . 3

7keV) by one-path ICRF resonance heating and flo ;= 20kV/m , w/2r = 38 MHz . The ordinate

out immediately. These qutfloyv ions made a clear spresents the energy (shown by cyan dots) and the
verter trace on the standing diverter plate. The CCl e-time (shown by red dots) of ions. Initial position

image of the red-hot striation observed in ICRF hegly < is'|ocated on the upper ICRF resonance layer

ing in the 6th campaign of LHD experiment was co = 7/2,0.257 < 2(m) < 0.323,  : abscissa)
pletely reproduced by this diverter trace as Show:{ﬁean values of energy and the life-time are shown
FIG.15 by bold line. The position of the LCFS and the
borders of chaotic field line layer (BCFL) are also

4. Summary and discussions shown by thin chained line.

Magnetic field structure in the peripheral region of the LHD has studied numerically with high accuracy. We
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have confirmed that low temperature ambient plasma is always present in the LHD chaotic field line layer outside
of the LCFS because of the very long connection length of chaotic-field-line and the mirror confinement effect of
helical ripple nature of the LHD magnetic field. This is proved by the detailed comparison of the CCD camera view
of the LHD plasma and the numerically obtained 3D view of chaotic field lines. Both images are corresponding
each other completely. The ambient plasma in the chaotic field line layer brings the following advantage for the
high performance of plasma confinement in the LHD. (1) Reduction of heat load to the diverter plate without losing
high-performance of core plasma confinement because of very long connection length of lines of force. (2) The
role of the plasma blanket effect. (3) Stabilization effect against MHD instabilities.
The particle orbits were traced numerically both ;5. - 1:512)/5 . (rueiom) 1/27=1332: (Rpox=375M)

in the presence and in the absence of ICRF field by di- g~ AN L LR AR T T TS
rectly solving the equation of motion in LHD magnetic *°E T 1073
field configuration. The particle loss boundary was set E % . [ I~ P
N Eg e — R
at the vacuum vessel wall, ICRF antennas and NBI & 1se= = R 770713
mor tiles. - E \\'\\ i f // /f 310/8
In the LHD configuration, théB x V B drift mo- 301_05 X ] 77 Eigj??
tion decreases the rotational transform of particle (posy  E - | | 77—/
itive ion) motion whenvy > 0. Then, itis easy to 2 E*% \\ o _u2m f 10/ 20
confine they; > 0 passing particle than the magnetic £ \\ S H3
surface. The outermost drift surface of passing parti- £ u : =
cles ofv > 0 can extend over the LCFS. In a usual T T

3.0 35 4.0 4.5

LHD operating rangeR,, ~ 2.75T, E < 180keV), - “R(M)

this difference is small, however, in low magnetic fielgt|g . 17. Magnetic structure of the LHD in the case
operation case, the drift surface of co-NBI can exterg the 'standard’ Rue = 3.75m : shown by blue
fairly outside the LCFS. The numerical prediction Oﬁnes) and the 'inward shifted’ R, = 3.6m :
the drift surface being_extended over the LCFS is veghown by red lines) configurations. Distributions
fied by the LHD experiments. . of the rotational transform; /2, and the specific
The LHD generates the plasma confinement magolume, U, are shown. The abscissa is the radial
netic field with the continuous winding helical COilspOSitionr at o = 0 poloidal section £ = 0). Uy
Then helical mirro_r trapped particle can circulatgy the specific volume at the magnetic axis. The
around the magnetic axis, and can manifest stronggisition of the magnetic axis is shown by chained
adiabaticity and can be confined more effectively comines. The range of magnetic surface and the value
pared with the passing particles. This property is vegf,; ... /27 are shown by green lines. Chaotic field

fied numerica”y and is very convenient for ICRF hea]:i'ne |avers are |nd|Cated bv ve”ow_daubed range.
ingoftheLHDpIaSma. 1010 ]l|||||||||||||||||]]|||||||||||||||

The confinement of LHD plasma is improved b)@
the 'inward shift’ of magnetic axis [9]. However, the§ 108
orbit of the highly energetic ion hardly changes accord+
ing to this "inward shift’ of magnetic axis as shown irg o
FIG.1-3 Here, we examine the change in the magnetic
surface structure brought by the 'inward shift’ of magg
netic axis. The&F1G.17 shows the rotational transform§
+/2m and the specific volum& of the magnetic surface 4
in the case of the 'standardR(,, = 3.75m) and the
'inward shifted’ (R, = 3.6m) configurations. This &
figure shows that the rotational transform at the LCFS 1
tLers/2m is different in the case of the 'standard’ con® L ;l‘l L1 11141 s b0 '11611{ L
figuration and in the case of the 'inward shifted’ con- &, 35w 1 crs /2T Ray=36M '

figuration. Because the LCFS should not be destroyed . . .
by resonant perturbations, the rotational transform RIG.18. Numbers of neighboring rational number

the LCFS should be an irrational number that is *fawhich satisfy the relatiofb — a| < 10~2. The ratio-
from rational numbers. ThEIG.18 shows the 'num- nal numbera and b are expressed by the continued

bers’ of neighboring rational number. The fact thgtactions

10*

”

10°

ER OF

should do special mention, is that the numerically ob- ab = 1 i i i
tained rotational transform in the case®f, = 3.6 m ’ ny+no+---+n;
is almost equal to the golden meaa (1 + v/5)/2). (1<n;<100,1<1i<6)

This means that the LCFS of 'inward shifted’ case is
robust against perturbations, because the golden méée values of the rotational transform at the LCFS
is the irrational number least easily approximated f the LHD are also indicated by the red arrows.



Magnetic Field Structure and Energetic Particles in the LHD 11

rationals [23]. In the 'standard’ cas&{, = 3.75m), on the other hand, the crs /27 is very close to the low or-

der rational number£ 4/3) and the number of neighboring rational is very many, and the thickness of the chaotic
field line layer is relatively thick (seElG.17). Volume of magnetic surface(V;crg) and the volume of chaotic

field line layer & V_.nq405) are as follows.

Vicrs ~27.0m?, Vepaos >~ 5.0m®  for Ry, = 3.75m
Vicrs ~30.0m?, Vepaos ~ 2.1m?  for Ry, = 3.60m

Therefore, it will be difficult to explain all the improvements of plasma confinement by the small difference

(=~ 10%) of the VLo rs, only. The volume of the chaotic field line layé,; ..., has twice or more differences in
'standard’ configuration and 'inward shifted’ configuration. The difference of this volaméf,,,s) might be re-

lated to the difference of the plasma confinement performance. The relation between the confinement performance
and the value of g /27 is an interesting issue in the future.

In the 6th campaign LHD experiment, ICRF long pulse discharge terminate less than 3 minutes due to un-
controllable density increase. Red hot striation of the standing diverter plate was observed as mentioned in Sec.3.
The standing diverter plate was replaced to new type diverter plate after the 6th campaign. The coolability for the
new plate is reinforced about 3 times or more compared with the old plate. The present paper predict that low
energy protons just after ionization near ICRF antenna are dangerous for the local heat load to diverter plates. In
the 8th campaign, the position of the gas puffing is kept away from the ICRF antenna and a red hot striation of a
standing diverter plate has not yet been observed including the long pulse discharge more than 12 minutes. So, the
prediction of the present paper is consistent with present experiments.

Stabilization effect of the chaotic-field-line-layer plasma against MHD instabilities are an interesting item in
the future experiment of the LHD.
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Experiment of Magnetic Island Formation in Large Helical Device
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1The Graduate University for Advanced Studies, Hayama 240-0193, Japan
(Dated: December 10, 2004)

Magnetic island formation is experimentally investigated in the Large Helical Device (LHD). The
(m,n) = (1,1) vacuum magnetic island is generated by using the local island diverter (LID) field,
where m and n are the poloidal and toroidal mode numbers, respectively. The island width depends
on plasma parameters (the electron temperature and the 3) and the magnetic axis position. In the
case of Rax = 3.53 m, the magnetic island in the plasma is larger than that in the vacuum field.
Here, Rax is the major radius of the magnetic axis. In the case of Rax = 3.6 m, the magnetic
island is not generated when the error field is less than the threshold, which is increased as the g is
increased. Evidence of island current is obtained when the magnetic island is formed due to a small
error field. However, the mechanism that generates the island is not known yet.

PACS numbers:

I. INTRODUCTION

Magnetic islands play important roles in fusion and
space plasmas. MHD instabilities create magnetic islands
by magnetic reconnection, and cause sawtooth oscilla-
tions in tokamaks[1] and in helical systems[2]. In toka-
maks, a seed island is enlarged due to the neoclassical ef-
fect, which is called Neoclassical Tearing Mode (NTM),
and it degrades the plasma performance[3]. Actually,
large magnetic islands due to NTM have been observed
in the case of the beta degradation in TFTR[4].

In helical systems, it has been considered that the
magnetic island structure, which is formed by an error
field, could grow and degrade the plasma confinement
seriously. Figure 1 shows a typical example of the con-
finement degradation due to spontaneous magnetic island
formation in the Large Helical Device (LHD), which is
the largest superconducting heliotron-type fusion device
with an averaged minor radius of ¢ = 0.65 m and a major
radius of the plasma axis (Rax) of 3.6 m[5]. Usually, in
the case of smaller Rax, a magnetic island can be gen-
erated easily. Fig. 1 shows time evolution of NBI power
(arbitrary unit), 3, averaged electron density, tempera-
ture at R = 4.2 m of plasmas with island (solid line: Shot
39559) and without island (broken line: Shot 39558), T
profiles with (closed circles) and without (open circles)
island. Confinement degradation is caused 0.3 seconds
after small change of NBI. As shown in Fig. 1(e), a mag-
netic island is generated although the error field is mini-
mized.

The (m,n) = (1,1) error field can be controlled using
the external field in LHD. Here, m and n are the poloidal
and toroidal mode numbers, respectively. In LHD, it
has been observed that the heat conduction in the mag-
netic island is extremely smaller than that in the main
plasma[6]. This indicates that the island structure is iso-
lated from the main plasma. Also, in LHD, it has been
observed that the island size is sometimes significantly

reduced in the plasma [7, 8]. This is called ‘healing’ of
the island. To control the island width is a key issue in
the development of a helical fusion reactor.

This paper will present the magnetic island forma-
tion in LHD. Confinement of plasma in helical systems
is based on the assumption that the flux surface in the
plasma can be created by the external field. If so, the
magnetic island that is made by an error field should stay
in plasma. This paper will show that an island due to the
error field sometimes enlarges in the plasma. Under dif-
ferent conditions, however, a large island as wide as 20
% of the minor radius in the vacuum magnetic surface
disappears in the plasma due to ‘healing’.

1. GENERATION OF MAGNETIC ISLAND

A. LID Field

In LHD, 10 pairs of modular vertical field coils are in-
stalled top and bottom in order to produce a (1, 1) field.
By adding the (1, 1) field, a static magnetic island can be
formed around the ¢/2m = 1 surface. Since these coils are
installed to form an (1, 1) island for the local island di-
verter (LID) [9], these coils are sometimes called LID coils
and the (1, 1) field made by the LID coil current (I |p)
is sometimes called the LID field. Figures 2(a,b) show
the calculated flux surface in the plasma cross-section at
¢ = 342° and ¢ = 126°, respectively. Here, the toroidal
angle ¢ is defined as the angle from the border between
the port sections 3 and 4, and the positive sign is defined
as the direction of counter-clockwise in the top view. The
flux surface in the vacuum field is measured by a scan-
ning multi-channel detector array that detects an elec-
tron beam, which is injected from the electron emission
diode. The electron beam is also scanned. The calcu-
lated flux surfaces are consistent with those measured in
the vacuum field.
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FIG. 1: Time evolution of (a) NBI power (arbitrary unit), (b)
B, (c) averaged electron density, (d) temperature at R = 4.2
m of plasmas with island (solid line: Shot 39559) and without
island (broken line: Shot 39558). (e) Te profiles with (closed
circles) and without (open circles) island.

B. Measurement of Magnetic Island

In this experiment, the width of the magnetic island
in the plasma is estimated as a flat region in the elec-
tron temperature (7Tg) profile. The reason is as follows:
the border of the island is a closed flux surface, which is
nested by a field line. The electrons run along the field
line with very high speed. So, the border of the island is
isothermal. If the heat deposition inside the island is very
high, the Te at the O-point of the island can be higher
than that on the border. However, since the island width
is much narrower than the main plasma, the temperature
difference between the O-point and the border is usually
not big enough to be recognized. Therefore the T¢ profile
in the island region looks flat. In LHD, the T, profile is
measured using YAG laser Thomson scattering installed
at ¢ = 342° and the ECE diagnostics at ¢ = 126°. Figure
2(c,d) show the T, profiles measured by Thomson scat-
tering at ¢ = 342° and at ¢ = 126° by ECE diagnostics
(a scanning Michelson interferometer), respectively. Flat
regions around R = 2.8 m and R = 4.2 m in the T¢ profile
(Figure 2(c,d) ) correspond to the magnetic island in the
vacuum flux surface Figure 2(a,b), respectively. There-
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FIG. 2: (a) calculated flux surface at ¢ = 342°, (b) calculated
flux surface at ¢ = 126°. (c) T profile measured by Thom-
son scattering at ¢ = 342°, (d) T profile measured by ECE
diagnostics at ¢ = 126°.

fore, a flat region in the Tg profile is considered to be the
magnetic island.

C. Healing of Magnetic Island

A typical example of the ‘healing’ of a magnetic island
is shown in Fig. 3. Parameters for the plasma configu-
ration are as follows: Rax = 3.6 m, Bax = 2.75 T and
I 1p = —1200 A. Time evolutions of the 3, the line av-
eraged electron density and the T, at R = 3.76 m are
shown in Fig. 3(a), (b), and (c), respectively. The plasma
is heated by NBI with power of 9 MW. The hydrogen
(Hz) ice pellet is injected at ¢t =1 s. After the ice pellet
injection, the electron density and the 8 are quickly in-
creased, as shown in Fig. 3(a-b). Figure 3(d) shows the
time evolution of the T profile after the ice pellet injec-
tion. The Tg profile is measured by the ECE diagnostics
at ¢ = 126°. The calculated island width (w) in the vac-
uum is about 12 cm, but the island is not observed before
the pellet injection (¢ = 0.95 s), as shown in Fig. 3(d).
This is the ‘healing’ of the magnetic island.

The electron temperature drops due to the ice pellet
injection, and right after the ice pellet injection (¢ =
1.05 s) the temperature profile near the island region is
lower than the surrounded region. Soon, the temperature
starts to recover, and the wide island appears at t =
1.15 s. The width of the island is 12 cm, which is as
large as the calculated width of the magnetic island in the
vacuum field. As Tg increases, the island width decreases.
Finally, the T, profile returns to that before the pellet
injection, and the island disappears. This experiment
clearly shows that the island width in the plasma changes
as Te changes.
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I11. ISLAND WIDTH
A. Parameter Dependence of the Island Width

The island width varies with the plasma parameters
(Tt and (). Figure 4(a) and (b) shows the island width
(w) versus Te and 3 in the magnetic island, respectively.
The major radius of the magnetic axis is 3.6 m. The
experiment is done for various magnetic field, but the
normalized LID coil current by Bax (IL1p/Bax) is about
430 A/T. This LID field generates the magnetic island
width of 12 cm in the vacuum field. There are two types
of tendency indicated by a solid line (type A) and a bro-
ken line (type B). In the case of high field (open circles),
the island width decreases as Te increases (type A). In
the case of low field (closed circles), the island width de-
creases as the § increases (type B).

It looks like the data belonging to type A (solid line)
have the opposite tendency to those of type B (broken
line). The reason may be as follows: The healing effect by
Te is weaker when Tg is lower than 0.6 keV. Higher 8 can
be obtained at higher density and at lower field, where
Te is lower and the healing effect by T, is weak. So, it
looks like the data indicated by the closed circles have a
tendency opposite to the type A (solid line) in Fig. 4(a).
The high Tg plasma is obtained in the low density plasma
with the high field, where the 3 is lower and the healing
effect by the (§ is weak. Therefore, it appears that the
data indicated by open circles have a tendency opposite
to the type B (broken line) in Fig. 4(b).

B. Threshold of Island Formation

As shown in Fig. 4, the island width depends on the
(8 when the vacuum magnetic island width is fixed. Fig-
ure 5(a) shows dependence of the island width (W) on
the vacuum magnetic island width (Wex) in the case of
Rax = 3.6 m and Bax = 0.75 T. Here, the island width is
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FIG. 4. (a) Island width vs. electron temperature in the
island. (b) Island width vs. g3 in the island. The LID coil
current is I 1p/Bax = 400 ~ 460 A/T. Open circles indicate
the case of Bax = 2.75 T, and closed circles indicate the case
of Bax < 1.6 T.

normalized by the plasma minor radius. In order to min-
imize the effect of Tg, the line averaged electron density
(< ne >= 2 x 10! m~3) is also fixed. As the vacuum
magnetic island width is increased, the island width in
vacuum is increased. In LHD plasmas, however, the is-
land does not appear when the Wey is less than a the
critical vacuum magnetic island width (W¢). The island
in the plasma suddenly appears when it surpasses the
threshold, where the island width in the vacuum is 17 %
of the minor radius. This is another example of ‘healing’
of the island.

Figure 5(b) shows the relationship between the suare
of threshold (W¢) and the § at the island. Here, the line
averaged electron density (< ne >= 2 x 10'® m~3) is also
fixed. The g is changed by changing the magnetic field
and the heating power. As the (3 is increased, the critical
vacuum magnetic island width is increased, as shown in
Fig. 5(b).
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IV. ISLAND CURRENT
A. Evidence of Island Current

In LHD, the radial magnetic field on the mid plane is
measured by 10 large coils installed on the outboard side
at every port. The toroidal angle of the coils are from
¢ = 18° to ¢ = 342°. Each coil has 10 turns and a cross-
section of 1 m?, so NS = 10 m?. Since the large coils are
installed outside the vacuum vessel, the time response is
not very good.

In the case of Rax = 3.53 m and Bax=2.8 T, time evo-
lutions of 3, averaged electron density and T, are shown
in Fig. 6(a-c). The T¢ profile is shown in Fig. 6(e). No
LID field is applied. At t = 1.4 s, hydrogen ice pellets
are sequentially injected into the plasma. The density
is increased and the temperature drops due to the pellet
injection. The ( is decreased after the pellet injection
in this shot. In this shot, the magnetic island is formed
after the Hy ice pellet injection due to the small residual
error field, as shown in Fig. 6(e). This is the opposite
phenomenon of ‘healing’. After the magnetic island is
established, Tg drops significantly. This is a case when
the magnetic island deteriorates the plasma confinement.

Since the island in the vacuum field is small, the hori-
zontal magnetic field measured on the mid-plane should
be generated by the island. Figure 6(d) shows time evolu-
tion of the radial magnetic field (By), which is measured
by large coils at ¢ = 306° and ¢ = 162°. Right after the
pellet injection, By signals change the sign and start to
increase. Figure 6(f) shows the polar plot of By. The
open circle and broken line indicate the By in the case
without island, and the closed square and solid line in-
dicate the By in the case with island. These lines are
the (1, 1) component, as BM~! = by1cos(¢ — ¢o), where
parameters br1 and ¢g are obtained by the least square
fitting to the experimental data that is marked by circles
and squares. When the island is not observed (¢t = 1.4

4

s), the BM=1 is small, as shown in Fig. 6(e). When the
island is observed (t = 3.7 s), the B! is large.

The amplitude of BM=! is the highest at ¢ ~ 155°
and ¢ ~ 335° and vanishes at ¢ ~ 60° and ¢ ~ 240°.
Figure 7 shows the schematic view of the plasma cross-
section, where the m = 1 current flows and generates the
radial field (By). When the By is a maximum, the current
should be in the top and the bottom. So, at ¢ ~ 335°
the current that generates the BP"=! flows in the top and
the bottom of the plasma cross section. As shown in
Fig. 6(d), the m = 1 island appears on both sides of the
T, profile at ¢ = 342°. So, the X-point and the O-point
of the island are located in the top and the bottom in
the plasma cross-section at ¢ ~ 342°. Therefore, the
large negative By at ¢ = 342° is made by the m = 1
current flowing at the O-point and/or the X-point of the
island. Since the (1, 1) island is formed on the ¢/27 =
1 flux surface, the m = 1 current could be called the
(1, 1) current. Therefore, the (1, 1) magnetic island is
generated by the (1, 1) current on the +/27 = 1 flux
surface, when the error field is small in a helical system.

Assuming the plasma is cylindrical and the island
width is thin, the width of the (1, 1) island can be esti-
mated, as w? = 2p0ls/rsBax, and the magnetic field at
the probe can be written as By = —(MOTSIS/ZLRaer)cosQ,
where I is the island current, rg is the minor radius of
the island, and rp is the minor radius of the magnetic
probe. Since the estimated magnetic field is 10 % less
than the observed one and the observed phase is as is
expected, it can be claimed that the amplitude and the
phase of the magnetic field is consistent with the (1, 1)
island current.

B. Calculation of Pfirsch-Schluter Current

The Pfirsch-Schluter current is related to the 8 and it
may have an m = 1 component. It can be obtained by the
equilibrium calculation. The ‘HINT’ code [10] is useful
for calculating the 3-dimensional magneto-hydrodynamic
(MHD) equilibrium of a high 3 plasma with a magnetic
island structure. The result of a calculation using the
"HINT” code shows that the ‘healing’ of a high m island is
obtained due to the Pfirsch-Schluter current. However, a
clear ‘healing’ of a (1, 1) island has not been obtained. So
the ‘healing’ cannot be explained by the Pfirsch-Schluter
current only.

V. DISCUSSION

There are threshold and bi-stable conditions for the
generation of island. In the case of Rax = 3.53 m, the
magnetic island is generated by external perturbations,
such as the drop of NBI heating power and the injection
of hydrogen ice pellets. Once the island is generated,
the width is quickly increased. In the case of Rax = 3.6
m, the magnetic island is generated when the threshold
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FIG. 7: Schematic view of the plasma cross-section, where
the m = 1 current flows and generates the horizontal field..

of the external error field surpasses the threshold. With
a small excess of the threshold, the wide island is gen-
erated. However, the island that is formed by cooling
plasma with ice pellet injection in the case of Rax = 3.6
m does not have a bi-stable feature.

In this experiment, we have observed that the island
formation is related to the plasma parameters (T and
the B) and the magnetic axis position. In the case of
Rax = 3.6 m, the island width is usually narrower than
that in vacuum. In the case of low Tg, the island width
is reduced as the [ is increased. In the case of low S,
the island width is reduced as the T is increased. Often,
the island is not generated even if the island width in
vacuum is as large as 17 % of the plasma minor radius.

In the case of Rax = 3.53 m, however, the island width
is wider than that in the vacuum. The magnetic axis
position is related to the stability. As the Rax becomes
larger, the interchange mode becomes less unstable. The
island width is decreased as the 3 is increased. Since the
interchange mode becomes less stable as the 3 becomes
higher, the MHD instability may not be related to the
island generation, directly.

In helical systems, the plasma current is not necessary
to create the magnetic island, since it is formed in the
vacuum field. A basic question is whether a current flows
in the plasma when ‘healing’ the magnetic island. In this
experiment, the horizontal field is detected on the mid-
plane when the magnetic island is generated from the
small residual error field. The amplitude and phase of the
observed magnetic field is consistent with the assumption
that the island is generated by the island current.

It is still unknown what mechanism generates the is-
land current in the plasma with higher 7, and lower .
In the case of a higher 3 plasma, a possible mechanism is
the Pfirsch-Schluter current, which is generated to main-
tain the equilibrium and is related to the (3. Since the
3-dimensional equilibrium calculation using the "HINT’
code, which can treat the Pfirsch-Schluter current pre-
cisely, shows that the (1, 1) island width does not change
due to the g, the reduction of island width may not be di-
rectly related to the Pfirsch-Schluter current. The boot-
strap current is another possible mechanism that is re-
lated to the 8. The bootstrap current density is higher



in the region where the pressure gradient is higher. The
pressure gradient is very low inside the island and is high
in the vicinity of the island. Therefore the bootstrap cur-
rent density may have the (1, 1) structure. A difficulty
of this argument is as follows: Once the island is shrunk,
the (1, 1) mode of the bootstrap current density is disap-
peared. So, if the bootstrap current triggers the healing,
it cannot maintain the healing. Bi-stable mechanism that
maintain the ‘healing’ has been unknown, yet.

VI. CONCLUSION

In conclusion, the generation and the ‘healing’ of the
magnetic island are investigated using the LID field in

LHD. The generation of an island due a small error field
is caused in the case of Rax = 3.53 m, and the ‘heal-
ing’ of the island is caused in the case of Rax = 3.6 m.
The ‘healing’ effect is more enhanced as the 8 or the Tg
increases. When the island is generated from the small
residual error field, the (1, 1) horizontal magnetic field is
observed. This is the first observation of the evidence of
the island current in helical systems. Further theoretical
research is required to understand the generation of the
magnetic island in helical systems. The magnetic island
formation has a bi-stable state sometimes. The magnetic
island dynamics should be considered in designing a he-
lical fusion reactor, because of very high values of 8 and
Te.
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Abstract. Glow discharge cleaning (GDC) is a widely used technique for wall conditioning in fusion
experimental devices. Though the cleaning effects of GDC are essentially related to the microscopic
modification of the wall surface, there are few reports about it. In the present study, samples of wall
materials were exposed to GDC plasma of hydrogen, helium and neon in the Large Helical Device (LHD)
by using the retractable material probe transfer system and examined microscopic modification by
transmission electron microscopy (TEM) to understand the underlying mechanism of GDC. Based on the
results of the material probe experiments, GDC of LHD was successfully improved. Reduction of the
impurities in the LHD vacuum vessel was drastically improved by using Ne-GDC. In the case of Ne-GDC,
the specimen surface was covered with very thick re-deposited layer of Fe and Cr. Due to its high
sputtering efficiency and very shallow penetration, it is likely that neon atoms effectively sputtered surface
contamination without remaining serious damage and themselves in the sub-surface region. Retained Ne
can be successfully removed by the following short H-GDC.

1. Introduction

LHD is the largest heliotron-type plasma confinement device, and is equipped with
superconducting magnetic coils. The first wall panels and the divertor plates of LHD are
made of stainless steel (SUS316L) and isotropic graphite, respectively. The former is the
major material in LHD, and the graphite areais only about 5 % of the total plasma facing area.
The vacuum vessel temperature is limited up to 95 °C due to the cryogenic capability for
superconducting magnetic coils. Wall conditioning is conducted by mild temperature (95 °C)
baking, GDC and titanium or boron coating. Working gases for GDC are hydrogen (H),
helium (He) and neon (Ne). Until the experimental campaign in 2002, He-GDC was most
frequently conducted.

In large-size plasma confinement devices like LHD, GDC is applied as a convenient wall
conditioning method. Helium is used for working gas in some cases. In case of the all
stainless steel wall machine TJ1I stellarator, control of plasma density at medium and high
power injection became difficult, because the helium implanted in the wall by He-GDC
desorbed during main plasma discharge [1]. In case of LHD, in spite of pumping for 7 hours
after He-GDC ( for about 8 hours), the residual helium gas was still detected in the vacuum
vessel [2]. Such prolonged desorption of helium gas made the ICRF heating condition
unstable, and helium leak test difficult. It is well known that helium atoms implanted into
metals are deeply trapped by lattice defects such as vacancies and bubbles formed by their
own irradiation even if they do not have sufficient energy for knock-on damage [3].

In order to solve these problems, the behavior of implanted helium in metals (stainless
steel) must be investigated from a viewpoint of material science. In the present work,
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therefore, microscopic modification and retention properties in metals exposed to He-, H-,
Ne-GDC in LHD were studied and its impact on vacuum properties of LHD is discussed by
using several kinds of anaytical techniques complementally. Based on the experimental
results more efficient GDC method in LHD was proposed.

2. Experimental Procedures
To examine the surface modification and retention properties in metals due to the He-, H-

and Ne-GDC, GDC exposure experiments carried out in the LHD. Pre-thinned vacuum

annealed stainless steel (SUS316L) disks of 3mm in

diameter and stainless sted (SUS316L) plates of 0.1 | =

mm thick were used as specimens. All specimens were

electrochemically polished. The specimens mounted on i o X
the retractable material probe system attached to the Vacuum Vessel
LHD, which is the same electric potential as the ”

vacuum vessel, were placed on a position similar to the

first wall surface through the 4.5 lower port (4.5L) as S (il at coi

shown in Fig. 1. The GDC-plasma was sustained with brobe Head
two electrodes inserted into the vacuum vessel from S/ p
the 4.5 upper port (4.5U) and the 10.5 upper port

(10.5V). Discharge parameters of the GDCs were Probe
summarized in table 1. Total fluence was roughly
estimated at 3.7x10% He/m?, 4.1x10% H/m* and
3.2x10% Ne/m® respectively, based on the total
plasma-facing area of 780 m*. The temperature of the
probe head during the GDCs was measured by
thermocouples at the positions just beneath the
specimens. It stayed amost constant near room

4.5L-Port

Fig. 1. Schematic view of the
experimental position.

temperature.
Total dischargetime Voltage Current
He-GDC 65h 200V 20A
H-GDC 71.5h 300V 20A
Ne-GDC 55h 200V 20A

Table 1. Discharge parameters of He, H and Ne-GDC.

After exposing to GDCs, microscopic damage, chemical composition and retention
properties were examined by means of scanning electron microscopy (SEM), atomic force
microscopy (AFM), transmission electron microscopy (TEM), energy dispersive spectroscopy
(EDS) and thermal desorption spectroscopy (TDS). For cross-sectional observation of the
damaged area, focus ion beam (FIB) technique was used to make a cross-sectional thin TEM
sample [4].

Additional deuterium irradiation to the specimen pre-exposed to He-, H- and Ne-GDC was
carried out in order to confirm the change of deuterium retention properties due to the GDCs.
Samples of SUS316L (10x10x0.1 mm°) exposed to GDCs were irradiated with 2 keV-D* at
room temperature up to dose of 1x10?? D*/m?. And then the specimens were transferred into a
TDS apparatus, where the thermally desorbed deuterium gas was measured with a
high-resolution quadrupole mass spectrometer by heating up to 1400 K with a ramping rate of
1 K/s. This device makes it possible to distinguish the small difference in mass of helium
(*He: m=4.0026 amu) and deuterium gas (D.: m=4.0282 amu) [5]. Desorption rate of
deuterium was quantitatively calibrated by comparing with helium standard leak with specific
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relative ionization efficiency.

3. Resultsand Discussion
3.1. Microscopic modification and impurity depositions by GDCs

Fig. 2 shows TEM images of the pre-thinned SUS316L specimens exposed to He-, H- and
Ne-GDC for 65h, 71.5h and 55h, respectively. The incident energy of these GDCs was at
most about 200 eV, 300 eV and 200 eV, respectively. The temperature of the specimen holder
during GDCs stayed amost constant near room temperature.

’ Un-irradiated H He-GDC H H-GDC H Ne-GDC ‘

Dark field images |Bright field images

Fig. 2 TEM images after three GDCS brlght field images at large deviation parameter condition
(upper series). White dot contrast in dark field images show dislocation loops (lower series).

] a) LHD He GDC

il

— b) He+|rra exp.
(2keV-He*,1x10%2)

o

Specia features of He-GDC were rather °o 1 %0

< tt . . d h d depth [nm
rong Sputtering erosion and vy damage ;4 ) penth distribution of helium bubbles

a the SUbS_UI‘faC:e region; formation_ of de_nse in SUS316L exposed to He-GDC and (b)
bubbles with size of 2-20 nm, dislocation irradiated  with 2keV-He®  at  room

loops and cracks connecting the bubbles.  temperature to a fluence of 1x10% He/n?.
Such a heavy damage structure was formed  Depth distribution of the helium calculated
in spite of low incident energy. It is known by TRIM91-code was also plotted together.
that despite of insufficient irradiation energy

Fraction of He bubble [a.u.]

Fig. 3 Surface morphology of SUS316L after
exposed to a He-GDC as observed by AFM.
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for knock-on damage, injected helium atoms aggregate by themselves without any
pre-existing vacancies and form dense helium bubbles [3]. Surface morphology obtained by a
high resolution micrograph of AFM observation of the SUS316L specimen after the exposure
isshown in Fig. 3. The surface is covered with dimples of about 200-400 nm in size. They are
probably formed by exfoliation of blisters. Such large dimples and large bubbles have not
been observed for airradiation with 2 keV-He" at room temperature with comparable fluence
[6]. In the case of helium ion irradiation experiment at room temperature, very dense helium
bubbles of about 1-2 nm and dislocation loops were observed. Formation of dense helium
bubbles, exfoliation of blisters and cracks lead to the increase of the effective surface area of
the materials. It is expected that the increase in surface area causes adsorption of impurities
gas existing in the vacuum vessel.

The depth distribution of helium bubbles formed in SUS316L exposed He-GDC is plotted
in Fig. 4 together with the depth distribution of the helium calculated by TRIM91-code for
200 eV-He". The data for irradiation experiment with 2keV-He" at room temperature is aso
plotted in the Fig. 4 for comparison. In case of He-GDC, the helium bubble was distributed
deeper than the injected range. In contrast, in case of helium ion irradiation, distribution of a
helium bubble agrees well with the injected
range. This difference seems to be the result
of the concentration of vacancies formed by 6 I !
knock-on process. In the case of 2 keV-He', n_ | (1019”31-3)
amost al the injected helium is trapped by 3 e,bar %
the radiation induced vacancies which are i | j |
formed in the helium injected range. In / o (VW)
He-GDC case, since radiation induced ) ‘ NBI |
vacancies are not formed, injected helium 2 ‘ ‘ ‘
atoms can diffuse far deeper than the injected (au.) : o
range, until it form their stable clusters. It is Ho  gas-puffing
likely that some part of helium trapped in the 1 ‘ : i
heavily damaged region may release
gradually through the nano-cracks connecting
the bubbles and the surface. The prolonged 0
helium release currently observed at LHD
after He-GDC can be explained from this
mechanism [2]. As shown in Fig. 5,
desorption of helium is also affected by
hydrogen discharge; in spite of no helium
supply from outside, helium content in
plasma increased during hydrogen discharges
performed just after He-GDC. Fig. 6 shows 6x10”
the TDS spectrum of helium after He-GDC,
with a ramping rate of 1 K/s. Retention of
significant amount of helium was clear. Most
of them desorbs at low temperatures between
room temperature (300 K) and 750 K. This
fact corresponds with the undesired .
desorption of helium observed in LHD during | \'\/‘f\_f’\__
the discharges with hydrogen gas puffing. 300 450 600 750 900 1050 1200 1350

On the other hand, accumulation of defects Temperature [K]
such as bubbles was not observed in the Fig6. Thermal desorption spectrum of helium
specimens exposed to H-GDC and Ne-GDC  obtained from SUS316L after He-GDC.

Hel : ‘
B .
i i i

0o 2 4 6 8
time (sec)

Fig 5. A typical discharge after He-GDC with
hydrogen gas-puffing. (#26500)

Total retention : 1.5x10%° [He/m?]

He desorption rate [He/m’s]
®
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(see Fig. 1). After exposure, impurity deposits

were also identified on the specimens. Fig. 7 He-GDC H-GDC Ne-GDC

shows the electron diffraction pattern and the nn

dark field image of deposition layer formed
on SUS316L specimens exposed to GDCs.
White contrasts show individual crystal grains
of deposits. Especially, in case of Ne-GDC,
the contrast of diffraction pattern is the
clearest. This means that the specimen surface
was covered with thick deposition layer. Due
to its high sputtering efficiency, about ten
times higher than that of helium, and very
shallow penetration, it is likely that neon
atoms  effectively  sputtered  surface
contamination without remaining serious
damage and themselves in the sub-surface
region. The element of deposition layers
detected by EDS is mainly Fe and Cr, which
were probably sputtered from the first wall of
LHD (SUS316L). In the case of H-GDC,
because the energy is insufficient for
knock-on damage, the irradiation damage was not formed. Furthermore, due to its low
sputtering efficiency, re-deposition of impuritiesis aso very little (see Fig. 7).

R e e 5 | —
Fig. 7 Electron diffraction pattern and the
dark field image of deposition layer formed on
US316L exposed to GDCs. White dots show
individual crystal grains of deposits.

3.2. Cross-sectional observation by FIB technique

In order to clearly understand of the depth distribution of internal damage, cross-sectional
TEM observations were performed by using FIB technique. The results were shown in Fig. 8.
Position of the top incident surface is noted by the arrows in each micrograph. In case of
He-GDC (Fig. 8 (a), very heavy damage such as large bubbles formation and surface
roughening occurred in the top surface layer of about 10 nm thick (noted by (1) in the figure).
It is considered that re-deposited materials such as Fe and Cr (see Fig. 7) also exist in this
layer. In the second surface layer noted (2), about 30 nm thick, small helium bubbles (1-2 nm)
were formed in the matrix. This result corresponds well with that of stereoscopic observation
shown in Fig. 4. In contrast, for Ne-GDC (Fig. 8 (b)), re-deposited layer of 2-3 nm thick was
clearly formed on the top surface (noted (3)) but no observable defects exist in both deposited
layer and matrix. These results indicate that smooth surface without heavy damage can be
obtained by Ne-GDC.

He-incidence Top surface Ne-incidence
RMEARIAEEREE
) e (3)
(2)

(a) After He-GDC (b) After Ne-GDC

Fig. 8 Cross-sectional TEM observation on SUS316L by using a FIB technique. (a) After
exposed to He-GDC, (b) after exposed to Ne-GDC.
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3.3. Retention of deuterium after GDCs

Fig. 9 shows TDS of deuterium injected in the SUS316L specimens pre-exposed to
He-(65h), H-(71.5h) and Ne-GDC(55h). Deuterium irradiation was performed subsequently at
room temperature with 2 keV-D* up to dose of 1x10% D*/m? is plotted in Fig. 9 (a), and
without pre-exposes case (fresh specimen) was also shown in Fig. 9 (b). In case of the fresh
one, thermal desorption spectra of deuterium is broad, and desorption is continued from 300
K to 500 K, but a sharp peak has appeared in the samples exposed to GDCs. The total
retention is shown in Fig. 10. The fresh specimen has the highest deuterium retention. Namely,
it was shown that the total retention of deuterium becomes lower by performing GDCs. Its

mechanism is not understood well at the
present, but it may have influenced that the

oxide thin film of the surface was removed ~ 20a0@ 4 [ ——atereenc |
by performing GDCs. It was reported that an . L —o— After Ne-GDC
oxide film at the surface affects the retention | J\n/m
and the diffusion of deuterium [7,8]. Lox1o® | d '.J\
He-GDC showed highest deuterium IR
retention and Ne-GDC showed lowest 5.0x10" - i \(\pﬁ
deuterium retention among the three GDCs. M & \ ™ \f‘/
In the case of He-DGC, most of the injected ot B) [ o Fresh specimen )

deuterium ions (2 keV) are stopped in the
heavily damaged layer of about 40 nm (see
Fig. 4), because their projected range is about
20 nm. Therefore, it is considered that
possible trapping sites for deuterium injected
in the sample exposed to He-GDC is helium
bubbles and strong stress field around them.
It was reported that the stress fields around
the highly pressurized helium bubbles in
tungsten act the effective trapping sites of
deuterium [9]. In contrast with He-GDC,
Ne-GDC showed lowest retention of
deuterium. Sufficient amount of trap sites for
injected deuterium does not exist, because

radiation induced defects are scarcely 16x10” T

formed. o< Lmo: ] A
In case of H-GDC, desorption temperature Ewiixiz

shifts to lower side comparing with He-GDC, g 8.0;0“»

Ne-GDC and even the fresh specimen case. 2 soa0®]

Most of the retained deuterium detraps up to B 4oxa0®l

95 °C. We can say that this is one of a
surface cleaning effect of H-GDC. This
result indicates that it is possible in LHD to
remove hydrogen effectively from the

baking at 95 °C.

3.4. Improvement of GDC

Based on the results of the material probe experiments mentioned above, improved GDC
technigue was proposed; a two-step GDC method, combination of a Ne-GDC for efficient

2keV-D*, 1x10%2[D*/m?]

D, desorption rate [D?/m?s]

5.0x10" |

0.0

1.5x10" |

1.0x10* |

300

Fig. 9 Thermal

deuterium

200 450
Temperature [K]

350 500 550

desorption spectra  of
(a) with pre-exposes of GDCs and

(b) without pre-exposes (Fresh specimen).

[} 19
5 2.0x10°}

= 0.0

He-GDC

H-GDC Ne-GDC Fresh specimen

Fig. 10 Total desorption of deuterium in
surface treated by H-GDC by the usual SUS316L, After GDCs and fresh specimen.
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sputtering of surface contamination and a successive short H-GDC to desorbs Ne retained
during the first Ne-GDC. At the beginning of the experimental campaign in 2003, this
two-step method was conducted to shorten the wall conditioning process and suppress the
undesired desorption of the working gas of

the GDC. Fig. 11 shows the reduction of Partial pressure of m=28 (a.u.)

partial pressure of M=28 (CO) measured by 107
quadrupole mass  spectrometer  during
He-GDC and Ne-GDC. The decay time for 108
Ne-GDC is much shorter and the achieved
partial pressure was one order lower than
those for He-GDC. These results are due to
pentration of Ne.GbC. After the Ne.GOC 10 |
phase, H-GDC was conducted to remove 0 Total GEI?)6C4(t)icr)ne (sec)172800
implanted Ne in the first wall panels and the _

divertor plates. The parttia pressure of Ne Fig. J_l Partial pressure of m=28 versus total
was reduced to the initial level after about 12~ GPCtime

hours of H-GDC.

10°

4. Summary

The material probe experiments were carried out by exposing the SUS316L specimens to
three different types of GDCs in LHD. Specia features of He-GDC were rather strong
sputtering erosion and heavy damage at the subsurface region; formation of dense bubbles
with size of 2-20 nm, dislocation loops and cracks connecting the bubbles. The surface is
covered with large dimples which seem to be formed by exfoliation of blisters. Such a heavily
damaged structure leads to an increase of the effective surface area of a LHD vacuum vessel
wall. It was suggested that He-GDC has a disadvantage as a wall conditioning. On the other
hand, in cases of H-GDC and Ne-GDC, irradiation damages were not observed, though the
surface was covered by re-deposited layer for Ne-GDC.

Depth distribution of damage and re-deposited layer was observed by cross sectional TEM
technique using FIB. In case of Ne-GDC, smooth surface and no heavy damage was
confirmed.

The influence of the GDCs on the deuterium retention was also examined. The sample
exposed to He-GDC showed highest deuterium retention while Ne-GDC showed lowest. In
case of H-GDC, most of deuterium desorbs up to 95°C.

It is considered that Ne-GDC and H-GDC is more suitable for GDC. At the beginning of
the experimental campaign in 2003, Ne-GDC was conducted for efficient wall conditioning,
due to its high sputtering efficiency and very shalow penetration. After the Ne-GDC phase,
short H-GDC was conducted to remove implanted Ne.

It should be emphasized that understanding of characteristic feature of the microscopic
processes of damage and surface modification for each GDC with different working gas was
very effective for improvement of wall conditioning process of LHD.
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Abstract. A variety of electron density (n) profiles have been observed in Large Helical Device (LHD).
The density profiles change dramatically with heating power and toroidal magnetic field (B;) under the same line
averaged density. The particle transport coefficients, i.e., diffusion coefficient (D) and convection velocity (V)
are experimentally obtained in the standard configuration from density modulation experiments.  The values
of D and V are estimated separately in the core and edge. The diffusion coefficients are found to be a strong
function of electron temperature (T.) and are proportional to T." = °° in the core and T * % in the edge.
Edge diffusion coefficients are proportional to B>, It is found that the scaling of D in the edge is close to
gyro-Bohm-like in nature. ~ Non-zero V is observed and it is found that the electron temperature gradient can
drive particle convection, particularly in the core region.  The convection velocity in the core reverses
direction from inward to outward as the T, gradient increases. In the edge, convection is inward directed in
most cases of the present data set. It shows a modest tendency, being proportional to T, gradient and
remaining inward directed.  However, the toroidal magnetic field also significantly affects the value and
direction of V. The density fluctuation spectrum varies with heating power suggesting that it has an influence
on particle transport. The value of k  p; is around 0.1, as expected for gyro-Bohm diffusion.  Fluctuations are
localized in both positive and negative density gradient regions of the hollow density profiles. The fluctuation
power in each region is clearly distinguished having different phase velocity profiles.

1. Introduction

Particle transport of bulk ions and electrons is one of the most important issues of
magnetically confined plasma research. However, compared with energy transport study,
fewer works have been done. This is because of the difficulties of the experimental estimation
of the particle source and the existence of the convection term in the particle balance
equation. These make estimation of particle transport coefficients, i.e., diffusion coefficients
(D) and convection velocity (V) impossible from simple particle balance analysis in the
equilibrium state. Large Helical Device (LHD) is a large heliotron whose operational
envelope extends towards the fusion relevant regime. Although thermal transport has been
discussed in many reports, this is the first systematic study of the bulk ion and electron
particle transport in LHD. The diffusion coefficients and convection velocities are separately
estimated from the propagation of periodically modulated density by controlling the gas puff.

In most of the operational regimes of LHD, particle transport is dominated by
anomalous transport. Therefore, experimental study of the turbulence is also important.  In
this paper, characteristics of electron density fluctuations, which can play a role on particle
confinements, are also described.

2. Density profiles in LHD



The density profiles in LHD change with the magnetic configuration, magnetic field
strength, and heating power. This is because the characteristics of particle transport are
determined by these experimental conditions. Figure 1 show T, and n. profiles at different
neutral beam injection (NBI) heating power. The magnetic configuration is the so-called
standard configuration, whose magnetic axis position (Ra) is 3.6m. This configuration has
the largest plasma volume and achieves the highest stored energy and best energy
confinement improvement [4].

As shown in Fig.1 (a), Te increases with increasing heating power. The shape of the Te
profiles remains parabolic and peaked at the center almost regardless of the heating power.
On the other hand, n. profiles change dramatically from peaked one to hollowed one with
increase of the heating power. The value of n. is non-zero at the last closed flux surface
(LCFS), which is labeled as having a normalized radius p equal to 1, although Te is almost
zero at this position. This is due to the existence of an ergodic region, which has finite
connection length and located outside of LCFS. The plasma can be confined in this ergodic
region. It is known from measurements of the spatial profile of H,, radiation that the peak of
particle source is always located outside of LCFS surface when n. at p = 1 is higher than
1x10™m™. In addition, particle fuelling from NBI is negligible in these cases. Therefore, the
distinction between n, profiles in Fig.1 (b) is not due to the difference of the particle source
deposition but due to the dissimilarity in the transport. The density profiles also vary with
magnetic configuration. At similar collision frequencies, the n. profiles tend to become more
hollow as Rux increases [5]. In this paper, we concentrate only on the dependence of particle
transport on heating power and B; in standard configuration. The heating scheme used is NBI,
whose power is scanned from 1MW to 8.5MW in this series of experiments. The line
averaged density is almost kept constant to be free from the density dependence of the particle
transport.  Investigated plasmas lie in the plateau and so-called 1/v region, where helical
ripple transport is enhanced. The normalized collisionality (V= VeiqR /eneff Vi) is 0.26~2.6
at p=0.75. The gas species is hydrogen.

3. Density Modulation Experiments in LHD

The particle flux can be written as the sum of diffusion and convection terms as follows:

['=-DVng +ngV . (1)
The particle balance equation is the following:
Me _voris=—2%r,s. 2
ror

Here, S is a particle source rate. If the particle source, which is located at the edge, is
modulated, the density perturbation propagates from the edge to the core. The parameters D
and V characterize this propagation. From the analysis of modulated components, D and V
can be determined independently of the absolute value of the particle source [6], which is
difficult to estimate experimentally. For this analysis, the source profiles (only relative shape)
from 1-D calculations of the neutral penetration [7] are used.

Figures 2 (a) and (b) show the amplitude and phase profiles of line-integrated
measurements for two discharges measured by the multi channel far infrared interferometer
[2]. Modulation frequencies of 2, 5 and 10Hz are chosen to get several periods during the
density flat top interval to ensure accurate measurements of phase and amplitude. A 5 Hz
modulation was applied for the 5.2 MW heating case and 2 Hz modulation was applied for the
1 MW heating case. When core diffusion is lower, modulations cannot reach the core region



and results become insensitive to core transport. Modulations at lower frequency can
penetrate deeper in the core. At lower heating power the diffusion is smaller as described in
next section. So for the low diffusion case, a 2 Hz modulation was employed to estimate core
diffusion coefficients. The modulation amplitude is kept less than 4 % of line averaged
density in order to avoid modification of the underlying transport.

The modulated part of particle balance equation can be expressed in cylindrical
geometry by the following equation:

%, (1 1D VYA, (V 1V). .o~ S
|t ————= —|—+—=——n,—i—n,+—=0. (3)
or r Dor D)or rD D or D D

Here, tilde symbols indicate modulated components; ® indicates modulation frequency. The
ne tilde is complex function, which has both amplitude and phase information. The D and V
are obtained from the fitting the solution of Eq. (3) to experimental data. Since the
interferometer measures line integrated quantities, line-integrals of solutions to Eq. (3),
parameterized by D and V, are fitted to the measured data.

Figure 2 shows examples of integrated modulation amplitude and phase at different
heating power. A clear difference is observed between two cases. The amplitude and phase
are calculated by the correlation analysis. The error bar is the uncertainty of the
determination of phase and amplitude. The amplitude and phase profiles are calculated using
model profiles of D and V as shown in Fig.3. Because the core and edge transport can be
different, two fitting variables for both D and V are used. One is the core value (Dcore, Vcore)
and the other is edge value (Dedge, Vedge). The profiles of D are assumed to be constant in the
core and edge and change at p = 0.7. The value of V is zero at p= 0 and V profiles are
assumed to vary linearly with p, changing slope at p = 0.7. The values of V at p = 0.7 and p
=1.0 are taken to represent Veore and Veqqe respectively. The transition points of D and V are
fixed at p = 0.7 in this series of analysis in order to make fitting more stable. As shown in
Fig.2, measurements and calculation agree reasonably. The estimation errors of D and V in
Fig.3 originate from estimation inaccuracy of modulation amplitude and phase.

4. Characteristics of transport coefficients
4.1 Particle Diffusion

As shown in Fig. 3 (a), the D is higher in the core than in the edge for both cases.
Figure 4 shows the profile of electron thermal diffusion coefficients . obtained from power
balance analysis by using PROCTR [7] code. Typically, the y. profiles also show larger
values in the core as well in LHD at standard configuration [5]. The predominance of core
value of D and y. was also observed in this series of modulation experiments. The lower
values of D and y. in the edge region are the reason for the steep edge gradients of ne and T,
which is observed in Fig.1 (a) and (b). The strong magnetic shear may play a role to stabilize
microinstabilities and reduce diffusion in the edge region. The value of y. is around one
order magnitude larger than D. This is similar to the case of typical tokamak experiments.

A comparison of the experimentally determined D with a neoclassical estimate,
calculated by the DCOM [9] code is presented in Fig. 5. In both cases, the experimental value
is one order of magnitude larger than the neoclassical estimate. The diffusive particle flux is
predominantly anomalous. This suggests that microturbulence plays an important role on
diffusive flux.



The temperature dependence of D forms the basis for the investigation of the
anomalous transport model. For Bohm-like diffusion, where particle transport is influenced
by the long-wavelength fluctuations (up to plasma minor radius), D is proportional to T,
while for gyro-Bohm-like diffusion, where short-wavelength fluctuations (around the ion
gyro-radius) play a role, D is proportional to T¢!°. For this investigation, a systematic scan of
NBI heating power (P = 1~8.5MW) keeping background density almost constant (Ne.par = 1.2
~ 1.5x10"°m™) is carried out at Ry = 3.6m. The data set contains discharges at B;= 2.8 and
2.75T. The small difference of B is not expected to affect the transport.

Figure 6 shows the T, dependence of Dcoe and Degge. The electron temperature in
Fig.6 is the averaged value within p = 0.4 ~ 0.7 for the core and p = 0.7 ~ 1.0 for the edge.
The data set include 2, 5, and 10Hz modulation frequencies. When core diffusion coefficients
cannot be determined from fitting because of lower diffusion or higher modulation frequency,
a spatially constant D was assumed. Then, the estimated D was taken as Degge, because the
analysis has sensitivity in the edge region in this case. The diffusion coefficient increases with
Te both in the core and edge regions.  The fitted power-law scaling of the observed T,

dependences are D, oc T, and Dy, oc T;***.  The difference of the T, dependence
in the core and edge suggests the existence of different types of turbulent transport in the core

and edge. From the T, dependence, Dcore is gyro Bohm like rather than Bohm like. However,
for the edge region the distinction between the two models is not as clear.

core

4. 2 Particle Convection

Hollow density profiles are observed in LHD in many discharges. This is a harsh
contrast to tokamak plasmas, where most density profiles are peaked. As is shown in Fig.1,
density profiles become hollow with an increase of T.. The hollow density profiles clearly
indicate the existence of the outward convection, because the particle source, which is
localized out of LCFS, cannot maintain the hollow density profiles. In addition, density
modulation experiments can estimate D and V separately, and results of many experimental
discharges show an existence of the particle convection, which is the second term of Eq.(1).
This fact suggests that off-diagonal terms of transport matrix contribute to the total particle
flux. For example, to sustain the positive density gradient, which is observed at p = 0.6 ~ 0.9
in 8.5MW heating case (see Fig.1(b)), in the equilibrium sate, off-diagonal transport
coefficients should determine the particle flux, since diffusion does not contribute to total
particle flux in this region. The next question is which driving term or which gradient
determines convective flux.

The change of the n. profile in Fig.1 (b) suggests a correlation between V and T,
gradient.  Figure 7 shows the T, gradient dependence of V. The value of V at p = 0.7 is
considered to be Vcore, and Vedqe IS considered to be the value at p =1.0. The electron
temperature gradient is the averaged over the region p = 0.4 ~ 0.7 for core and p = 0.7 ~ 1.0
for the edge. The edge convection is inward directed in the most cases. On the other hand,
Veore Changes direction from inward to outward with increasing of T, gradient. The
temperature gradient dependence of Vegqe IS not very clear although there is a modest
tendency of decreasing Vegge With increasing T, gradient. The dependence of Ve ON Te
gradient is more pronounced. The core convection velocity shows a clear dependence on T,
gradient. Comparison with theoretical model of convection based on turbulence [10] is
necessary for further understanding of the convection term.

4.3 The Effects of the Toroidal Magnetic Fields



The effect of B; can give more clear remarks about whether diffusion is Bohm-like ( D
is proportional to B;"*) or gyro-Bohm-like ( D is proportional to B;?). The modulation
experiments were done to study the effect of B; on D and V. A comparison is made between
two discharges at different B; (1.49 and 2.75 T). In order to be free from the n. and Te
dependence of D and V, the heating power and gas fuelling were adjusted to produce almost
identical T, profiles and similar line averaged density. The profiles of T, and n are shown in
Fig.8. The results for the estimated D and V are summarized in table.1. Since a relatively high
modulation frequency of 10Hz was used to make the analysis possible during the short
density flat top (~1sec), a constant D profile, which mostly represents the edge value, is used
for this analysis. The B dependence of D, which characterize the edge value is Bt%%, which

is very close to gyro-Bohm diffusion. Considering the Te dependence (D, oc T,;***), the

edge diffusion is gyro-Bohm-like rather than Bohm-like. The gyro-Bohm nature is the same
that of thermal diffusivity [4].

The effects of By is also seen in the character of the particle convection. At B;= 1.49T,
a strongly hollow profile was observed as shown in Fig.8 (b) and corresponding to this, the
estimated Vcore IS outward directed. On the other hand, at B; = 2.75T, flat density profiles are
recorded as shown in Fig.8 (b) and the convection was observed to be inward directed in both
the core and edge. As described in Section 4.2, the temperature gradient has clear correlation
with Vore. However, the results in table 1 and Fig.8, indicate T, gradient is not only parameter
which drive core convection. For further investigation, the NBI power was scanned and
modulation experiments were done at B; = 1.5T.

Figure 9 shows comparison of T, gradient dependence of V¢ at low field (B; = 1.5T)
and high field (B; = 2.75 and 2.8T). The dataset at high field is the same data as one in
Fig.7. The modulation frequency of the data set at low filed was 2.5 and 5Hz. Because of
the high recycling, averaged density could not be kept constant in this series of experiments.
The density varies from 1.8 to 5.0x10*’m™in the dataset at low field of Fig.9. As shown in
Fig.9, at the same T, gradient, the core convection tends to be higher and outward directed at
lower field. Although the density dependence of Ve has to be kept in mind, the core
convection reverses direction at higher T gradient at higher B:.

5. Characteristics of Turbulence

As shown in Fig.5, diffusion is dominated by anomalous terms. To get a
comprehensive picture of particle transport, it is necessary to measure microturbulence. The
spectrum and spatial structure of fluctuations, dependence on the parameters of the discharge
and correlation with transport characteristics can provide ideas to understand anomalous
transport. In LHD, microturbulence was measured by using a CO, laser Phase Contrast
Imaging (PCI) Interferometer [11,12,13]. Since the length of scattering volume for the
expected wavenumber region is larger than the plasma size for the 10.6um infrared CO, laser
wavelength, no spatial resolution is expected along beam axis.  However, by using strong
magnetic shear of LHD, it is possible to get modest spatial resolution along the probe beam
[14].

5.1 Spectrum Structure

The qualitative difference of the fluctuation spectra is observed at different NBI
heating powers using PCI with 32-channel one-dimensional linear detector array. Figure 10
shows wavenumber (k) and frequency (f) spectra, which are measured by PCI at different
heating power and similar line averaged densities. Spatial localization around the minor



radius was achieved by tilting the image of the detector array in plasma. The magnetic field
shear is very strong in LHD. The field pitch angle reaches 40 degrees at the last closed flux
surfaces compared with the zero angle in the plasma centre. The parallel wavenumber of
fluctuations is much smaller than the perpendicular one. If the axis of one-dimensional
detector array is set to be perpendicular to the particular magnetic field, only projections of
fluctuations on the axis are recorded. The projected wavenumber at some other location
becomes smaller as magnetic field direction is getting closer to the array axis, then
contribution of signal decreases when projected wavenumber reaches the instrumental cut-off
wavenumber. The axis of the linear detector image was set to be perpendicular to the
magnetic field near upper last closed flux surfaces. Then signal is weighted here with a
resolution around minor radius.

The measurements range of wavenumber and frequency ranges are k = 0.1 ~
1.25mm™ and f = 5 ~ 125kHz respectively. The measured wavenumber is comprised mostly
of poloidal components. The peak wavenumber is 0.2 mm™ at 1MW heating and 0.3 mm™ at
6.5 MW heating. The value of k , p; is around 0.1, which is roughly equal to that expected for
the gyro-Bohm diffusion model. In both case, fluctuation propagate in the electron
diamagnetic direction in the laboratory frame.

As observed in Section 4.1, higher heating power causes larger diffusion. This
observation can be compared with the properties of the fluctuations. As the diffusion
coefficient is proportional to (step size)/(step time), the anomalous component can be
expressed as the (eddy size)?/(eddy turnover time)~(frequency width)/(wave number)®.  As
shown in Fig.10, broad spectra in k are observed and the value of k at the peak of the
wavenumber spectrum is reduced and the frequency spectrum is broadened at higher heating
power. The change of the spectrum is qualitatively consistent with enhanced diffusion at
higher heating power. The measured wavenumber is poloidal components, although radial
components are more essential for transport. The shifting of peak wavenumber of radial
components to lower values, when energy confinements degrade at lower B, is also observed
in LHD [11]. Since the change in frequency spectrum width in Fig. 10 can be partly due to the
increase of plasma rotation, simultaneous measurements of E; or radial wavenumber-
frequency spectrum, which is free from plasma rotation effects are necessary for more
detailed discussion.

As shown in Fig.10, total fluctuation power is not very different or even slightly
smaller at higher heating power, where diffusion is enhanced. This suggests that the
fluctuation intensity is not the only parameter characterizing anomalous particle transport

5.2 Spatial Structure

Recently, a new technique was developed to measure spatial profile of fluctuations
[12, 13]. By using a 48 (6 by 8) channel two-dimensional detector, it is possible to get
fluctuation profile from single shot and single time by taking advantage of the strong
magnetic shear. The one-dimensional PCI, which is described in the previous section,
measures projected fluctuation picture to the axis of the array, which are integrated within
measurements volume. The two dimensional PCI (2D PCI) records 2-D fluctuation picture
integrated along injected beam direction as shown in Fig.11. This two-dimensional picture
contains fluctuations propagating perpendicular to magnetic field lines, along the path of the
probe beam. The propagation direction can be resolved by the spatial two-dimensional
Fourier transform. The location of fluctuation can be determined from the position of the
field, which is perpendicular to propagation direction.

The spatial profile of fluctuation power spectrum was measured by using 2D-PCI for k
= 0.5~ 1.5mm™ and f = 5 ~ 500 kH. Figure 12 shows T, and n. profiles of target of the



measurements. The magnetic configuration is standard configurations (Ra=3.6m), which is
the same as ones analyzed in section 2 ~ 4 and By is 2.75T. A peaked T, and hollowed n
profiles are observed as shown in Fig. 12. The density modulation was done for this
discharge and shows outward convection in core, which is 0.24 m/sec at p = 0.8 and inward
convection at edge, which is -0.54 m/sec at p = 1.0. The diffusion coefficient was estimated
to be 0.05m%sec with spatially constant model.

Figure 13 shows contour plotting of the spectrum intensity in p-phase velocity space
from laboratory frame. Maximum Likelihood Method (MLM) was applied to get fine
spectrum resolution [15]. The maximum likelihood method has an advantage of fine
spectrum resolution, but there are some uncertainties of the spectrum intensity. The several
structures can be clearly seen in Fig.13, however, the intensity of each structure contains
estimation error due to the nature of MLM.

Since fluctuations along beam axis in Fig.11 contribute to the signal, fluctuations from
upper and lower of equatorial plane can be distinguished. The spectrum in positive and
negative p region corresponds to top and bottom part of measured cross section in Fig.11.
The poloidally rotating fluctuation as shown with blue arrow in Fig.11 have opposite
direction in the top and bottom, therefore, poloidally rotating fluctuation components have a
opposite sign in top and bottom region.

Asymmetries between top and bottom region is observed, however, the structures are
similar in both regions. The spectrum consists of two parts. One is localized in positive
gradient region, where|p|<0.9, the other is localized in negative density gradient region,

where|p|>0.9. The phase velocity of the positive density gradient mode is close to ExB

poloidal rotation velocity with green lines in Fig.13. The radial electric field is calculated
from ambipolar condition of neoclassical theory by GASRAKE code [16] with measured T,
and n, profiles of Fig.12. The calculated E, from neoclassical ambipolar condition reasonably
agrees with measured E, by charge exchange spectroscopy [17], which is not available in the
discharge of Fig.12 and Fig.13.

On the other hand, spatial structure of the negative density gradient mode is
complicated. Both electron and ion diamagnetic propagating components are observed.
Presence of both electron and ion diamagnetic components, which is clearer in the bottom
part, can be interpreted as an existence of strong velocity shear. The blue lines in Fig. 13
indicate velocity remainder after subtraction of drift velocity from ExxB; poloidal rotation
velocity. The drift velocity was calculated by the following equation with measured T, and n
profile in Fig.12.

VP kgT,( 1dn, 1dT,
= A T (4)
en,.B, eB, \n,dr T, dr

Vdrift =

The blue lines pass the peak of the spectrum in edge region. This indicates negative density
gradients mode propagates to ion diamagnetic direction with drift velocity in plasma frame.
And the phase velocity changes rapidly in plasma edge making strong velocity shear.
However, both calculated E,xB; rotation and drift velocity is sensitive the profile of T, and ne.
The measurements of E; and more precise profile measurements of T and n. profiles are
necessary to confirm this.

The diffusion process is dominated by anomalous one as described in section 4.1. It
is likely that convection is dominated by anomalous one as well, because total transport is
anomalous one at standard configuration (Rx=3.6m). The fluctuations at positive density



gradient, where particle convection dominates particle transport, will contribute to particle
convection and fluctuations in the negative density gradient region, where particle diffusion
dominates particle transport, will contribute to particle diffusion. Observed difference of
phase velocity indicates difference of underlying mechanisms of two modes.

6. Summary

Systematic studies using density modulation experiments were done to investigate
particle transport characteristics at standard magnetic configuration in LHD. The density
profiles vary with heating power and B:. The edge diffusion coefficient is close to gyro-Bohm
nature, where fluctuation wavelength around ion Larmor radius play an important role. The
diffusion coefficient is larger in the core than at the edge. Particle convection is observed both
in core and edge. The core convection velocity shows clear dependence on the T, gradient. As
the temperature gradient is increased, Vcore Changes direction from inward to outward. This is
consistent with the fact that the density profile changes from peaked to hollow with an
increase of heating power. However, B is also a key parameter to determine V¢ore. At higher
B:, the core convection reverse direction from inward to outward at larger T, gradient. The
edge convection velocity is inward directed in the most cases. A moderate tendency to
decrease Vegge With increasing Te gradient is also observed. The microturbulence measured by
PCI shows qualitative correlation between measured spectrum and particle diffusion. Spatial
profile of the turbulence measured by 2D PCI shows two different spatial structures.  One
localizes in positive density gradient region in core, the other localizes in negative density
gradient region in edge. The former can contribute to particle convection, the latter can
contribute to particle diffusion. More detailed systematic study of particle transport and
chracteristics of fluctuation about the density dependence and effect of magnetic
configuration is underway and comparison with theoretical models of anomalous transport is
planned.
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TABLE I: Effect of toroidal magnetic field B; on particle diffusion and convection
The positive and negative V indicate outward and inward convection respectively.

Shot Bt(T) Degge(M°/seC) Vcore(M/SEC) Vedge(M/SEC)
48619 1.49 0.43+0.13 5.43+2.89 -2.67+2.87
48672 2.75 0.12+0.004 -2.59+0.45 -3.32+0.28
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Figure caption

Fig.1 (a)Electron temperature and (b) density profiles under different NBI heating power. At
Rax=3.6m, B=2.75T for 2.7 MW and 8.5MW heating, B=2.8T for LMW heating.
Temperature profiles are measured by Thomson scattering [1] and density profiles are
measured by FIR [2] and CO;, [3] laser interferometers. Symbols in Fig.1 (a) indicate
corresponding chord position of interferometers.

Fig.2 Comparison of modulation amplitude (a) and phase (b) profiles at different heating
power. Circular and square symbols indicate measured value, lines indicate calculated
values. A 5Hz modulation for 5.2MW and 2Hz modulation for 1MW injection were done.

Fig.3 (a)Estimated particle diffusion coefficients and (b) convection velocities. The dashed
lines indicate upper and lower error. The positive and negative V indicate outward and
inward convection respectively.

Fig.4 Profiles of electron thermal diffusion coefficients from power balance analysis.

Fig.5 Comparison between experimental values and neoclassical estimation of particle
diffusion coefficients

Fig. 6 Electron temperature dependence of particle diffusion coefficients at R;x=3.6m, B;=
2.75, 2.8T.

Fig.7 The dependence of the convection velocity on electron temperature gradient

Fig. 8 Comparison of (a) electron temperature and (b) density profiles under different
toroidal magnetic field.

Fig.9 The dependence of the core convection velocity on electron temperature gradient under
different toroidal magnetic field

Fig.10 Comparison of (a) wavenumber and (b) frequency spectrum at different heating power

Fig.11 Measured cross section of phase contrast interferometer

Magnetic flux surfaces are shown every p = 0.1 step from p=0.1to 1.2. Magnetic
configuration is standard configuration (Rix=3.6m). The red lines mark the path of CO,
laser beam.

Fig.12 (a) electron temperature and (b) density profiles during fluctuation measurements by
two dimensional phase contrast imaging (2D PCI). Rax=3.6m, Bt=2.75T, NBI heating.

Fig.13 Contour plot of fluctuation power measured by 2D PCI  Dark color indicate stronger
intensity. The dimension of the intensity is arbitrary unit. Positive and negative p indicate
bottom and top part of measured position along beam axis in Fig.11 respectively. Positive
velocity in top part and negative velocity in bottom part indicate electron diamagnetic
direction. Negative velocity in top part and positive velocity in bottom part indicate ion
diamagnetic direction. Green lines mark ExB; poloidal rotation velocity and Blue lines show
remainder after substraction ( VPxB;)-diamagnetic drift velocity from ExB; velocity.
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Abstract. Two kinds of nonlinear simulations are conducted to study behaviors of the pressure-driven modes
in the Large Helical Device (LHD) plasma with the vacuum magnetic axis located at Ry = 3.6m (so called

inward-shifted configuration). One is the three-field reduced magnetohydrodynamic (RMHD) simulations.
The other is the direct numerical simulations (DNS) of fully three-dimensional (3D) compressible MHD
equations. The RMHD results suggest that the plasma behavior depends on the strength of the interaction
between the unstable modes with different helicity. Similar plasma behaviors are also obtained in the DNS.
In addition to some basic coincidence between RMHD and DNS, substantial toroidal flow generation is
observed in the DNS. It is shown that toroidal flow can become stronger than the poloidal flow.

1 Introduction

The Large Helical Device (LHD) is a heliotron type device with a set of L=2/M=10 helical coils
with the major radius 3.9m [1]. When the position of the vacuum magnetic axis Rax is smaller
than 3.75m, the system is called “inward-shifted” configuration. Recent advances of the LHD
experiments in inward-shifted configurations show that plasma is confined relatively well even
though it passesthrough Mercier unstableregion [2, 3]. Itisreported in Refs.[2, 3] with Rax = 3.6m
vacuum magnetic axis, MHD instabilities with poloidal (m) and toroidal (n) Fourier modes (m, n) =
(2,1) appearsin the course of the plasma pressure growth but disappears when the pressure (or the
B value, B =2p/ |B|2 where p isthe pressure and B represents the magnetic field vector) becomes
sufficiently large. In stead of (2,1), (1,1) and (2,3) modes whose resonant surfaces are in the
neighbourhood of the outermost magnetic surfaces appear to dominate the fluctuations. Although
these MHD instability are observed, the plasma confinement are maintained longer than we expect
from its unstable properties of the configuration. It is now required to clarify the reason of the
good confinement because it can bring about good confinement in further high- state.

An explanation for the good confinement in the linearly unstable region was proposed by
Ichiguchi et a. based on the three-field RMHD simulations[4]. They found that strong overlap
of the vortices with different helicity causes a disruptive phenomenon. They showed that such dis-
ruptive phenomenon can be suppressed by the self-organized deformation of the pressure profile
which results from the nonlinear evolution of the interchange mode itself at lower 3 value. In the
present study, this stabilization scenario is further confirmed for higher 3 value than those in the
previous work.

Though the RMHD simulations have tractable natures to investigate the complex helical-
toroidal system, the approximation used to derive the RMHD equations restrict their applicability.
For example, the compressibility and poloidal motions are assumed to be negligible in the three-
field RMHD equations. It is desirable to investigate effects of physical mechanism which are not
incorporated in the RMHD system to study plasma dynamics more precisely and reach to aconclu-
sive understanding. Here the direct numerical simulation (DNS) code of the 3D compressible and
nonlinear MHD equations developed by Miuraet al[5] are made use of for this purpose. The code
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includes most of essences of MHD dynamics such as compressibility and toroidal flows. Hereafter
we call these which are included in the DNS and not included in RMHD as “full MHD effects”.
We examine how thefull MHD effects appear in the plasmaevolution in LHD from the view points
of detailed MHD dynamics.

2 RMHD simulations

The RMHD simulations are conducted by the use of the NORM code. The toroidal geometry
is incorporated by utilizing the toroidally averaged equilibrium quantities, which is obtained by
using the 3D equilibrium calculated with the VMEC code[6]. Details of the code are given in
Ref.[4]. In order to consider the stabilizing mechanism for the interchange mode in the LHD
plasma, we have focused on the evolution of the pressure profile in the increase of the 3 value. In
the present RMHD simulations, the magnetic Reynolds number is assumed to be S= 10° and the
fixed boundary condition is employed.

We start from the investigation of the interchange mode at 3, = 0.5%, where 3, denotes the 3
value at the magnetic axis. Theinitia equilibrium is calculated with the almost parabolic pressure
profile of peq = Py(1— p?)(1— p®) under the constraints of the no net current, where p is the
square-root of the normalized toroidal flux. This pressure profile is consistent with the experimen-
tal data at low B.[7] This equilibrium is unstable against the linear ideal interchange mode. In
the time evolution, the (m,n) = (5,2), (7,3) and (2,1) modes are excited. However, all of them
are saturated mildly without disruptive behavior. This is due to the fact that the vortices of the
modes are |localized around the corresponding rational surfaces, and therefore, they do not overlap
each other. Such mild saturation results in the generation of the local flat regions in the average
component of pressure profile (p), as shown by the blue line in FIG.1. Here (p) is defined as
(p) = ¢ § pdOd{, where 6 and ¢ denote the poloidal and toroidal angles, respectively.

Next we consider the increase of the B value to 3, = 1.0%. In the nonlinear calculation with
the initial pressure profile fixed to the parabolic one, a disruptive phenomenon is obtained[4]. In
this case, the pressure in the central region is decreased in a short time. This phenomenon is
caused by the significant overlap of the vortices due to the enhancement of the driving force. On
the other hand, the actual pressure profile changes continuously in the increase of the 8 value. In
order to simulate this situation, we employ the profile of the saturated pressure in the calculation
at B, = 0.5% as the initial pressure profile of the nonlinear calculation at B, = 1.0%. In this casg,
the interaction of the vortices is weak and the unstable modes are mildly saturated as in the case
of B, = 0.5%. The disruptive phenomenon is suppressed because the locally flat structure in the
initial pressure profile reduces the driving force at the resonant surfaces. The saturated average
pressure profile is shown by the purplelinein FIG.1.

In order to examine whether this mechanism explainsthe stable LHD plasmaat higher 3 value,
we investigate the nonlinear behavior at 3, = 1.5% by applying this scheme. The saturated pressure
profile at 3, = 1.0% is employed as the initial profile. In the nonlinear evolution, the fluctuations
are saturated mildly and the resultant pressure profile also shows the locally flat structure again.
(See the red solid line in FIG.1.) Figure 2 shows the bird’'s eye view of this pressure profile at
B, = 1.5%. The profile is not only locally flattened in the average component but al so reorgani zed
to have a precise structures corresponding to the poloidal mode number of the saturated mode at
each resonant surface. This structure is formed by the local vortices of the interchange mode.
This result shows that the disruptive phenomenon is suppressed by the local deformation of the
pressure profile in the series of the B value. Thus, it still suggests that the the self-organization
of the pressure profile due to the interchange mode can be the main stabilizing mechanism in the
LHD plasma.
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FIG. 1. Average pressure profileinthenon-  FIG. 2. Bird’'s-eye view of pressure profile
linear saturated stage in the series of the B at 3, = 1.5%.
value.

3 DNSof full 3D compressible MHD

3.1 Unstable Fourier mode growth

Here DNS of the 3D compressible and nonlinear MHD equations is conducted. We pay special
attention to detailed MHD dynamics which are brought about by the full MHD effects. In the
analysis we make use of the Boozer coordinate system for the initial equilibrium. The Boozer
coordinates (p, 6, {) is obtained by the use of the HINT[8] and VMEC]6].

There are some numerical results which have been obtained earlier by the DNS code. The
first work[5] is on simulations under the L=2/M=10 stellarator symmetry of the LHD, in which
(m,n) ~ (15,10) and (20, 10) resistive ballooning modes are excited sequentially and saturated
mildly. Next, full-torus DNS has been carried out[10, 11]. In the full-torus simulations, DNS
under the stellarator symmetry are carried out prior to them so as to skip the long quasi-stationary
period. (Hereafter we call the DNS under the stellarator symmetry prior to the full-torus simulation
simply asthe pre-calculation.) In FIG.3, the averaged pressure profile (p) is shown asthe function
of p. The red solid line is the ideal MHD equilibrium with Rax = 3.6m and 3, = 4% provided
by the HINT code[8]. The green line represents (p) of the initial condition for the full-torus
simulation[10, 11] provided by the pre-calculation. It is seen in FIG.3 that the pressure gradient
becomes |less steep by the pre-calculation. In the full-torus simulation starting from the less-steep
pressure gradient, the pressure-driven instability leadsto formation of two pairs of mushroom-like
structures of the pressure associated with the (m,n) = (2,1) mode[10]. The structure formation is
similar to those observed in RMHD simulations. Furthermore, we have found that toroidal flow
grows as energetic as poloidal flows in the simulation[11]. In these earlier DNS, the pressure-
driven modes are saturated mildly whether the system is under the stellarator symmetry or full-
torus.

Since the plasmabehaviors are sensitive to theinitial pressure profile, the pre-cal culations may
have brought about qualitative changes to the plasma behaviors. It is worth carrying out the full-
torus DNS starting from the HINT equilibrium, without the pre-cal culation, and studying detailed
physical processin it in order to find out what classifies the plasma behaviors disruptive or non-
disruptive. For simplicity, we call the full-torus ssmulation starting from the pre-calculated initial
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condition as “run 1" and the one starting from the HINT equilibrium as “run 2”. The magnetic
Reynolds number is set S= 108 in both runs. Figure 4 shows time evolutions of the kinetic energy
K = {pmv?) /2 and the poloidal contributiontoit Kp = (pmv3) /2inruns 1 and 2, where pm, v and
vp arethe mass density, the total velocity vector, poloidal part of the velocity, respectively. At early
stages in the two runs, main parts of the kinetic energy K come from K. When K ~ K, the fluid
motions are nearly two-dimensional and the RMHD approximation is supported. The difference
between K and K, gradually becomes large gradually. The difference in run 1 is relatively large
compared to that in run 2. We have to keep in mind the possibility that the pre-calculation in
run 1 has worked to add 3D compressible perturbationg 9] to the initial condition and led to early
generation of toroidal flows. Though it is interesting to study whether the plasma obeys to 3D
compressible perturbations or incompressible perturbations, it is a tough work and should be left
for future work. After the linear growth, both runs 1 and 2 show two peaks of K. The saturation
levels of run 2 are as large as twice of those in run 1, suggesting that the time evolution of the
former is more violent than the latter. After the saturation of K, K becomes much smaller than K.
Namely, the toroidal flow dominates the fluid motions for t > 4007,. Though FIG.4 shows only
for t < 600t,, we have carried out run 1 till t ~ 130071, and verified that the kinetic energy decays
monotonically after the saturation. Below, we concentrate on studying the dynamicsin run 2 and
try to find out qualitative views the full MHD effects.

Next we study the Fourier components of the pressure. Figure 5(a) is the time evolutions
of the spatial power spectra of the pressure with low m and n wave numbers. We find that the
(m,n) = (2,1) mode grows exponentialy first. The (1,1) mode aso grows exponentially and
finally overcomesthe (2,1) modes. In the late stage of the evolutionst > 4501,, the (1,1) mode
remains as the most dominant modes. In the points of views of the kinetic energy growth, the
saturation time of the (2,1) mode, t ~ 400t ,, coincide with the first weak saturation of the kinetic
energy K of run 2 in FIG.4, whereas the clearest saturation of K coincide with the saturation time
of the (1,1) mode. It implies that the kinetic energy saturates when the driving force, the pressure
gradient, islost.

Note that the (m,n) = (1,1) mode has two stages of the exponentia growth, before and after
t ~ 3707, in FIG.5(a). The evolutions of the Fourier modes around the time are magnified in
FIG.5(b). The growth of (1,1) after the time is still exponential but slower than that before the
time. Since the growth rate of this mode in the earlier stage is amost the same with that of the
(2,1) mode, the (1,1) mode is considered being a side band of the (2,1) mode. However, the
(1,1) mode becomes the dominant mode after the saturation of the (2,1) mode and begin to grow
with different growth rate. A crucial point is that the (3,2) mode grows simultaneously and the
distance between the three rational surfaces, 1 /2= 1/2,2/3 and 1/1 are narrow. Furthermore,
asisshown later, the (2,1) and (3,2) mode structures are overlapping to each other. Therefore, the
situation is similar to the dangerous scenario suggested from the RMHD simulations.

In FIG.6(a) and (b), the Fourier modes resonant to 1 /2rm= 1/2 and 2/3 are shown respectively.
These two rational surfaces are the most dangerous onesin the DNS under the stellarator symmetry,
that is, for middle or high wave number Fourier modes. We find both in FIG.6(a) and (b) that the
lowest modes grows first. The components of the lowest mode numbers have the largest growth
rates at each rational surfaces because of the large viscosity and the higher modes grow later asthe
consequent of the nonlinear interactions.

In FIG.7, the mean profile of the pressure (p) at some typical times are shown. At t = 4507,,
the mean profile of the pressure is quite different from the initial one. The pressure increase as the
function of p at p < 0.3. The adverse pressure gradient is stable in the system, being consistent
with the saturation of (2,1) mode. Att = 600t ,, the pressure deformation proceeds. At this stage
of the evolution, the magnetic surfaces are destroyed (figure is omitted) but there are remains of
the magnetic surfaces, preventing the plasma from loosing the stored pressure instantaneoudy.
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3.2 Flow generation and pressure defor mation

The growth of unstable modes shown above are observed in a poloidal section. In FIG.8, the color
contours of the pressure on a vertically-elongated poloidal section are shown for t = 350, 400 and
6007,. The white lines represent streamlines drawn only by the poloidal velocity components. At
t = 3501, the streamlines show formation of two anti-parallel vortex pairs associated with (2,1)
unstable modes. The two anti-parallel vortex pairs advect the pressure and mushroom-like pressure
structures similar to those observed in run 1[10] are formed by the advection. Att = 4001,, the
streamlines show three vortex pairs. The emergence of the the third vortex pair is associated with
excitations of (m,n) = (3,2) modes seen in FIG.6(b). The third vortex pair is generated between
the first two pairs, showing interactions of the (3,2) and (2,1) modes. At t = 6001,, pressure
deformation proceeds further. 1n these three figures, there are sinks or sources of the streamlines.
They come from either the compressibility of fluid or from the toroidal contributions of the fluid
motions. As far as we have verified by means of the visualization, generations of toroidal flows
and occurrence of relatively large dilatation happens simultaneously at the same place.

In order to see the 3D properties of fluid motions, full-3D streamlinesare drawnin FIG.9. Fig-
ures 9(a)-(c) are the 3D streamlines correspondsto FIG.8(a)-(c). In FIG.9(a)(t = 3501,), contribu-
tions of the toroidal flows to the vortices are not very large and the fluid motions look like quasi-
two-dimensional. However, some streamlines are convergent and advected toward the toroidal
direction forming spirals of streamlines. It suggests that compressibility and toroidal flows play
finite roles in the flow topology. In FIG.9(b)(t = 4007,) it appears that the toroidal flow is as en-
ergetic as poloidal motions and in FIG.9(c) at t = 6001, the toroidal flows overcome the poloidal
motions. Recall here that the toroidal motions have longer length scale than the poloidal motions
with the same wave number. Thus toroidal motions are less dissipated by the viscosity compared
to the poloidal motions. It impliesthat the toroidal motions are slow to decay once they are excited
and influence long time behaviors. We also note that the dominance of the toroidal over poloidal
flows may be strengthened because of the disruptive nature of this run, because the generation of
the poloidal motions are stopped in these cases. In fact, the toroidal flows are much more dominant
inrun 2thaninrun 1, as has been seen in FIG.4.



6 TH/2-3

T T T
2

10 T T T T T T

10-4
104
104

10 -6
108
10 i
1012 108
104 L
101 101 A

0 100 200 300 t 400 500 600 700 300 3?0 400 450

10-8 10-8-

1010 1010- |
m/n=3/2 ——
m/N=6/4 =--===--
mn=9/6 ———--— |
m/n=12/8 -------

mn=2/1 ——
M/IN=4/2 ==eemeese

1012- 1012

m/n=12/6 -------- m/n=18/12 --------

1014 mn=14/7 ———— 4 1024 min=2114 —--- |
m/n=16/8 ------- T m/in=24/16 -------
‘ ‘ ‘ _Mn=20/10 ---- ‘ ‘ ‘ B  mn=30/20 ----

0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700

FIG. 6: Time evolutions of the spatial power spectra of the pressure associated with (&)1 /2rm=1/2
and (b)2/3 rationa surfaces. In (a), the lowest mode m/n = 2/1 and its higher harmonics up
to m/n = 20/10 are shown. In (b), the lowest mode m/n = 3/2 and its higher harmonics up to
m/n = 30/20 are shown.

4 Concluding Remarks

The dynamics of the pressure driven modes in LHD is investigated by means of the two kinds
of simulations, RMHD and DNS. The RMHD simulations are carried out aiming to investigate
plasma stabilization mechanism. The stabilizing scenario proposed in Ref.[4] is confirmed in the
higher 3 value than the previous work. The basic dynamics suggested by the RMHD simulations
isthat the plasma can be non-disruptive when the interaction of the modes with different helicities
isweak whileit can be disruptive when the interaction is strong. The DNSresults also look similar
to the RMHD results especialy in the pressure deformation. Either non-disruptive or disruptive
results are observed depending on the initial pressure profile in the DNS.

One of the remarkabl e results of the DNS runsisthe appearance of the substantial toroidal flow.
The flow generation may be associated with the pressure deformation, because the fraction of the
toroidal flow in the kinetic energy is larger in the disruptive run than that in the non-disruptive
run. The 3D compressible perturbation may also be related with the generation. Further investiga-
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tion should be nesessary to understand how the substantial toroidal flow generation influences the
stabilization mechanism scenario based on the RMHD results.

In summary, some basic viewsfor the stabilization mechanism suggested by the RMHD results
seem to be supported by DNS. The influences of the toroidal flows and the other full MHD effects
on the mechanism will be carefully studied.
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Abstract. Linear properties and nonlinear evolutions of an energetic-ion driven instability in a JT-60U plasma
were investigated using a simulation code for magnetohydrodynamics and energetic particles. The spatial profile
of the unstable mode peaks near the plasma center where the safety factor profile is flat. The unstable mode is
not a toroidal Alfvén eigenmode (TAE) because the spatial profile deviates from the expected location of TAE
and the spatial profile consists of a single primary harmonic m/n = 2/1 where m,n are poloidal and toroidd
mode numbers. The real frequency of the unstable mode is close to the experimental starting frequency of the fast
frequency sweeping mode. The simulation results demonstrate that the energetic ion orbit width and the energetic
ion pressure significantly broaden radial profile of the unstable mode. For the smallest value among the investigated
energetic ion orbit width, the unstable mode is localized within 20% of the minor radius. This gives an upper limit
of the spatial profile width of the unstable mode which the magnetohydrodynamic effects alone can induce. For the
experimental condition of the JT-60U plasma, the energetic ions broaden the spatial profile of the unstable mode by
afactor of 3 compared with the smallest orbit width case. The unstable modeis primarily induced by the energetic
particles. It is demonstrated that the frequency shifts both upward and downward in the nonlinear evolution at the
rate close to that of the fast frequency sweeping mode. In addition to the energetic particle mode in the JT-60U
plasma, an investigation of TAE in an LHD-like plasmausing the simulation code for the helical coordinate system
is reported.

1. Introduction

Three types of frequency chirping instabilities, slow frequency sweeping (slow FS) mode,
fast frequency sweeping (fast FS) mode, and abrupt large event (ALE) have been observed in
the JT-60U plasmas heated with negative ion based neutral beam (NNB) injection [1, 2, 3, 4].
The frequencies of the three instabilities are in the range of shear Alfvén eigenmodes. The
frequency sweeping of the slow FS mode has a good correlation with the equilibrium parameter
evolution with a time scale ~200 ms. On the other hand, the time scales of the fast FS mode
and the ALE are respectively 1-5 ms and 200-400 s, much shorter than the equilibrium time
scale. The frequency of the fast FS mode shifts rapidly by 10-20 kHz in 1-5ms both upward
and downward. The starting frequency of the fast FS mode changes in the time scale of the
equilibrium parameter evolution and follows the toroidal Alfvén eigenmode (TAE) [5, 6] gap
frequency.

We have investigated the fast FS mode in a JT-60U plasma using a simulation code for
magnetohydrodynamics (MHD) and energetic particles, MEGA [7]. We reported that there is
an unstable mode near the plasma center and a frequency sweeping close to that of the fast FS
mode takes place [8]. The ratio of the linear damping rate () to the linear growth rate () in
the simulation is consistent with the hole-clump pair creation which takes place when ~, /v, is
greater than 0.4 [9, 10].

In Ref. [8], we called the unstable mode “nonlocal energetic particle mode (EPM)” and
argued that it is different from the resonant type EPM [11, 12] and similar to the EPM whichis
predicted for ICRF heated plasmawith reversed magnetic shear [13, 14]. However, it was shown
numerically that the reversed-shear-induced Alfvén eigenmode (RSAE), which has properties
similar to the global Alfvén eigenmode (GAE) [15], can exist in reversed shear plasmas[16]. In
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Ref. [17] it istheoretically clarified that both toroidal MHD effects of second order in inverse
aspect ratio and adiabatic response of energetic particles can establish an eigenmode localized
near the magnetic surface where the safety factor takes the minimum value in reversed shear
plasmas. This gives us a hew viewpoint to investigate linear properties of the nonloca EPM
which we reported in Ref. [8]. We have carried out simulations for various energetic ion orbit
widths and energetic ion pressures using the MEGA code and found that they have significant
effects on the spatia profile of the unstable mode in the JT-60U plasma [18]. In this paper,
we report the linear properties and the frequency sweeping of the nonlocal EPM in sections 3
and 4, repectively. The simulation model is described in section 2. Section 5 is devoted to an
investigation of TAE in an LHD-like plasma using the simulation code for the helical coordinate
system.

2. Simulation M oddl

The hybrid ssimulation model for MHD and energetic particles [19, 20, 7] is employed in
the MEGA code. The plasmais divided into the bulk plasma and the energetic ions. The bulk
plasmais described by the nonlinear full MHD equations. The electromagnetic field is given by
the MHD description. This approximation is reasonable under the condition that the energetic
ion density is much less than the bulk plasma density. The MHD equations with energetic ion
effects are,

9p

0 v? L. 4
Py = —pwxv=pV(5) = Vp+(j—n) x B-vpV xw+2vpV(V-v), ()
0B
- - _ E 3
ot v xE, €)
o o 4 2 2
5 = Vov)- (v =DpV v+ (v = 1D)[vpw” + SvP(V V) g ], 4
E = —vxB+nj, (5)
w = VXxv, (6)
1
j = _v X Bu (7)
Ho

where 1 1S the vacuum magnetic permeability and v is the adiabatic constant, and all the other
guantities are conventional. Here, j,, isthe energetic ion current density without E x B drift.
The effect of the energetic ions on the MHD fluid istaken into account in the MHD momen-
tum equation [Eqg. (2)] through the energetic ion current. The MHD equations are solved using
afinite difference scheme of fourth order accuracy in space and time. The drift-kinetic descrip-
tion is employed for the energetic ions. The 0 f method [21, 22, 23] is used for the energetic
ions. The marker particles are initially loaded uniformly in the phase space. With the uniform
loading employed in this work, the number of energetic beam ions that each marker particle
representsisin proportion to the initial distribution function, namely the particle density in the
phase space. It isimportant to start the ssmulation from the MHD equilibrium consistent with
the energetic ion distribution. We solve an extended Grad-Shafranov equation developed in
Ref. [24] in the cylindrical coordinates (R, ¢, z) where R is the major radius coordinate, ¢ is
the toroidal angle coordinate, and = isthe vertical coordinate. The MEGA code is benchmarked
with respect to the alpha-particle-driven n = 4 TAE in the TFTR D-T plasma shot #103101
[25]. The destabilized mode has a TAE spatial profile which consists of two major harmonics
m/n = 6,7/4 and frequency 215kHz. These results are consistent with the calculation with
the NOVA-K code [26]. The linear growth rate obtained from this simulation, is 8.7 x 1073 of
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FIG. 1. Energetic ion beta (5;,) profile and safety factor (q) profile; (a). Frequency and location of the
unstable mode with g¢-profile and the shear Alfven continuous spectra with the toroidal mode number
n = 1; (b).
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FIG. 2. Spatial profiles of (a) cosine part and (b) sine part of the unstable mode radial velocity .
harmonics for p;, /a = 0.08. The toroidal mode number of all the harmonicsisn = 1.

the mode frequency. Thislinear growth rate is close to what is observed in the previous particle
simulation 1.1 x 1072 [27] and calculated in the NOVA-K code 8 x 1073 [26].

3. Nonlocal Energetic Particle M ode
3.1. Instability in a JT-60U Plasma

The JT-60U discharge E36379 [3], where the fast FS mode was observed, was investigated
using the MEGA code. The safety factor profile, bulk pressure profile, and density profile used
in the simulation are based on the experimental data. The major and minor radii are Ry =3.4m
and a=1.0m, respectively. The shape of the outermost magnetic surface in the simulation is
circular while it was diverter-shaped in the experiment. The magnetic field at the magnetic axis
is1.2T. The bulk plasmaand the beam ions are deuterium. The NNB injection energy is 346keV.
The initial energetic ion distribution in the velocity space is assumed to be a slowing down
distribution. The energetic ion velocity perpendicular to magnetic field is neglected because the
NNB injectionistangential. Thebeam directionisparallel to the plasmacurrent. The maximum
velocity isassumed to be 80% of theinjection velocity astheinjectionisnot completely parallel
to the magnetic field. This maximum velocity in the ssmulation corresponds roughly to the
Alfvén velocity at the magnetic axis. The NNB injection and the collisions are neglected in the
simulations in this paper. The number of marker particles used is 5.2 x 10°. The numbers of
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FIG. 3. Peak location (rp,.x) and radial width (Ar,,) of the unstable mode spatial profile versus energetic
ion parallel Larmor radius normalized by the minor radius.

grid pointsare (101, 16, 101) for the cylindrical coordinates (R, ¢, z).

A linearly unstable mode was investigated for energetic ion pressure profile based on a cal-
culation using the OFMC code [28]. The OFMC code calculation gives classical distribution,
which is established by the NNB injection and the particle collisions. Energetic ion redistribu-
tions and losses due to the ALE and the fast FS mode are not considered in the OFMC code
calculation. The energetic ion pressure profile and ¢-profile used in the simulation are shown
in Fig. 1(a). The central betavaueis 1.9%. Theratio of energetic ion parallel Larmor radius,
which is defined by the maximum parallel velocity and the Larmor frequency, to the minor ra-
dius pp,|/a is 0.08. An unstable mode was found in the TAE range of frequency. Figure 1(b)
shows the frequency and the location of the unstable mode. The location of the unstable mode
is defined by the region where the total intensity of sine and cosine parts of the m/n = 2/1
harmonic of radial velocity v, islarger than 10% of the peak value. The frequency of the un-
stable mode is 0.25w4 Wherew, = v4/ Ry and v, isthe Alfvén velocity at the plasma center.
The frequency corresponds to 52 kHz, which is close to the starting frequency of the fast FS
mode. In Fig. 1(b) also shown are the n = 1 shear Alfvén continuous spectra. The gap in the
Alfvén continuous spectraat ¢ = 2.5 for m/n = 2,3/1 harmonics is located at r/a ~ 0.8.
If the unstable mode is a TAE, it must be located at the gap (r/a ~ 0.8) and must consist of
two major harmonics. The unstable mode found in the ssmulation does not have the properties
of TAE. Thus, we conclude it is not a TAE. The spatia profile of the radial velocity v, of the
unstable modeis shown in Fig. 2. The primary harmonicism/n = 2/1, wherem and n are the
poloidal and toroidal mode numbers. Phasesin all of the figures of radial velocity profilein this
paper are chosen so as to maximize the cosine part of the intensity of the primary harmonic.

3.2 Effects of Energetic lon Orbit Width

We have carried out simulations for various energetic ion orbit widths. Since the energetic
ion orbit width is roughly given by ¢p;;, we solved the extended Grad-Shafranov equation for
various py, /a for the initial conditions of simulation. The Alfvén velocity, mgjor and minor
radii, energetic ion and bulk beta values, and energetic ion distribution in the velocity space are
kept constant for all of the equilibria. For py/a = 0.02, no unstable mode was observed. The
frequencies are roughly constant for all the cases. The peak locations and the radial widths of
the unstable mode spatial profile are shown in Fig. 3. The radial width of the spatial profile
is defined by the region where the total intensity of m/n = 2/1 harmonic of radia velocity v,
is greater than 10% of the peak value. For the greater p,/a values, the peak location moves
radially outward and the radial width is broadened. The radial width of the mode spatial profile
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differs by afactor 3 between the smallest and largest orbit width. The energetic ion orbit width
has significant effects on the mode spatial profile. The spatial profile of the unstable mode for
the smallest orbit width with p/a = 0.033 is shown in Fig. 4. The spatial profile is extremely
localized near the plasmacenter. The sine component of m/n = 2/1 harmonic of radial velocity
v, iIsnegligibly small compared to the cosine part. Theradial width of the unstable mode shown
in Fig. 4 gives an upper limit of the radial width of a purely MHD eigenmode if it does exist.
We have carried out simulations for various energetic ion pressures and found that the energetic
ion pressure also has significant effects on the mode spatial profile.

The gpatia width of the unstable mode with the smallest orbit width gives an upper limit
of the spatial width which the MHD effects alone can induce. For the experimental condition
of the JT-60U plasma, the energetic ions broaden the spatial profile of the unstable mode by a
factor of 3 compared with the smallest orbit width case. The mgor part of the spatial profile
of the unstable mode isinduced by the energetic ions. It is concluded that the unstable modeis
primarily induced by the energetic particles and the name “nonlocal EPM” [8] can be justified.

4. Nonlinear Evolution of the Nonlocal EPM

In this section we report the results of the nonlinear simulation using the MEGA code.
The viscosity and resistivity used in the simulation are 2 x 10 5v4 Ry and 2 x 107> ugv4 Ry,
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FIG. 6. Spatial profile of (a) cosine part and (b) sine part of radial velocity of the TAE in the LHD-like
plasma with the toroidal mode number n = 2 and the rotational transform profile.

respectively, where v 4 isthe Alfvén velocity at the magnetic axis and y., the vacuum magnetic
permeability. We consider a reduced energetic ion pressure profile because in the experiments
redistributions and losses of energetic ions take place due to the fast FS mode and the ALE
with time intervals much shorter than the slowing down time. The classical distribution gives
an overestimate of the energetic ion pressure profile. Simulations which take into account the
MHD activity, NNB injection, and collisions are needed to obtain self-consistent energetic ion
distributions. Itis, however, computationally too demanding and beyond the scope of this paper.
We carried out a run where the energetic ion pressure is reduced to 2/5 while the spatial profile
isthe same as the classical distribution which is shown in Fig. 1(a). Figure 5(a) shows the time
evolution of cosine part of m/n = 2/1 harmonic of the radial magnetic field. An oscillation in
amplitude takes place after saturation. The saturation level of the magnetic field fluctuation is
dB/B ~ 8 x10~%. Itisfound that the frequency shifts upward by 9% (~5kHz) and downwards
by 9% (~5kHz) of the linear frequency in 10® Alfvén time (~0.8ms). This frequency shifts are
close to those of the fast FS mode.

The frequency upshift and downshift due to the spontaneous hole-clump pair creation in
a phase space was found by ssimulating a reduced kinetic equation when the linear damping
rate (v,) is greater than 0.4 of the linear growth rate without damping () [9, 10]. The theory
predicts frequency shifts dw = 0.44(74t)"/2. This gives dw ~ 0.03w, in 103 Alfvén time.
Thiscorrespondsto 6 kHz . Therate of thefrequency shiftsin the simulation resultsis consistent
with what the theory predicts.

5. Toroidicity-induced Alfvén Eigenmode in an LHD-like Plasma

The MEGA code has been successfully extended to simulate helical plasmas using the he-
lical coordinate system which is employed in the MHD equilibrium code, HINT [29]. The
relation between the helical coordinates (u', v?, «*) and the cylindrical coordinates (R, ¢, 2) is

R = Ry+u'cos(hMu®) + u?sin(hMu?), (8)
Y = _u37 (9)
z = —[u'sin(hMu?) — u? cos(hMu?)], (10)

where we take for the LHD plasmas M = 10 and h = —0.5. The physics model and the
numerical algorithm are the same as described in section 2.The vector cal cul ations must be done
using the covariant and contravariant vectors, becausethe helical coordinates are not orthogonal.
The code is benchmarked for the MHD force balance and a test particle orbit in an MHD
equilibrium calculated using the HINT code. In the simulation run reported in this paper, the
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FIG.7 Time evolution of (a) cosine part and (b) amplitude of the radial velocity with the mode number
m/n=4/2.

numbers of grid points used are (91, 115, 1000) for (u!,u? u*) and the number of marker
particlesused is4 x 10°. A Boozer coordinate system was constructed to analyze the simulation
data. The major and minor radii are Ry = 3.73m and a = 0.89m, respectively. The magnetic
field intensity at the magnetic axis is 0.5T and the Alfvén velocity divided by the hydrogen
Larmor frequency isv,/€; = 4.7 x 1072 m. The velocity distribution of energetic ionsis a
slowing-down distribution with the maximum velocity of 1.2v 4. The perpendicular velocity
of the energetic ions is neglected. The energetic ion beta value at the plasma center is 2%. A
TAE with the toroidal mode number n = 2 is destabilized. The spatia profile of the TAE is
shown in Fig. 6. The dominant harmonicsare m/n = 4,5/2. The time evolutions of the cosine
part and the absolute value of aradia velocity harmonic with the poloidal and toroidal mode
numbers m/n = 4/2 are shown in Fig. 7. It can be seen that the real frequency of the TAE is
w/wa ~ 0.29 and the growth rate isy/w4 ~ 0.081. The frequency and the location of the TAE
are consistent with the theory [6].
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Abstract In three-dimensional configurations, the confinement region is surrounded by the stochastic
magnetic field lines related to magnetic islands or separatrix, leading to the fact that the plasma-
vacuum boundary is not so definite compared with tokamaks that the various modulations of the
plasma-vacuum boundary will be induced around the stochastic region by a large Shafranov shift
of the whole plasma, in especially high-3 operations. To examine such the modulation effects of
the plasma boundary on MHD instabilities, high-G plasmas allowing a large Shafranov shift are
considered in the inward-shifted LHD configurations with the vacuum magnetic axis Ry, of 3.6m,
for which previous theoretical analyses indicate that pressure-driven modes are significantly more
unstable compared with experimental observations. It is shown that the boundary modulation due
to a free motion of the equilibrium plasma has not only significant stabilizing effects on ideal MHD
instabilities, but also characteristics consistent to experimental observations.

1 Introduction

Recently, high-4 plasmas with (3) ~ 3% have been established in the inward-shifted con-
figurations with the vacuum magnetic axis R,, of 3.6m [1], for which previous theoretical
ideal MHD stability analyses show that pressure-driven modes are significantly more unstable
compared with experimental observations [2]. There may be two types of thought to remove
this discrepancy between theoretical and experimental results. One is to show the nonlinear
saturation level of the linear modes may be too low to influence on the confinement perfor-
mance and/or to show some two-fluid or kinetic effects added to MHD model may have strong
stabilizing effects. The other is to reconsider the MHD equilibria themselves used in the linear
and nonlinear stability analyses. It should be noted that, in the previous theoretical con-
siderations, the MHD equilibria are mainly calculated under a fixed boundary corresponding
to a clear Last Close Flux Surface (LCFS) of the vacuum magnetic field [2,3], and that, in
the free boundary equilibrium calculations, an artificial material limiter is introduced to fix
the plasma boundary, where the plasma pressure vanishes, on the clear LCFS of the vacuum
magnetic field in the outboard of the horizontally elongated poloidal cross section [4]. Those
methods to determine the MHD equilibria are based on the conjecture that the plasma do not
expand beyond the clear LCFS of the vacuum field so much. In these analyses, the resultant
MHD equilibria are strongly unstable against the pressure-driven ideal MHD modes in the
inward-shifted LHD configurations. However, such a clear LCFS of the vacuum magnetic field
is surrounded by unclear flux surfaces or stochastic magnetic field lines with a quite long con-
nection length and a definite rotational transform, namely averaged flux surfaces with a quite
long connection length and a definite rotational transform could exist in such a stochastic
region. Thus, it is natural to consider that a movement of the equilibrium plasma into such a
region is allowable and that a boundary modulation induced by the plasma free motion will
lead to a state with lower free energy compared to that under the fixed boundary. Indeed, ex-
perimentally, it is fairly standard observation that the stochastic magnetic region surrounding
nested flux surfaces holds confinement properties or pressure gradient due to long connection
lengths of the magnetic field lines related to some magnetic structures [5].
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In this work, analyses on MHD equilibria and stability are performed in order to show the
significant stabilizing effects of the boundary modulation due to a free motion of equilibrium
plasma with increasing (8 on the linearized ideal MHD stability, which may lead to removal
of discrepancy between experimental and the previous theoretical results. For the MHD equi-
librium calculations, vmec code [6]is used, where only currentless equilibria are considered for
simplicity. For linearized ideal MHD stability analyses, cas3d3 code [7], based on the varia-
tional or energy principle, is used for low-n compressible or incompressible perturbations (n
is the toroidal mode number), under the constant mass density assumption.

2 Properties of the peripheral magnetic field

2.1 Vacuum magnetic field

The Poincare plots of the peripheral vacuum magnetic field in the horizontally elongated LHD
poloidal cross section are shown in upper row of Fig. 1, for inward-shifted (left), standard
(middle), and outward-shifted (right) configurations.
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FIG. 1: Poincare plots (upper row), connection length or toroidal turns (middle
row), and rotational transform + (lower row). Three columns correspond to inward-
shifted (left), standard (middle), and outward-shifted (right) configurations. In the
Poincare plots, the contours of magnetic field strength and the shape of helical coils
are also shown by thin and thick solid lines, respectively.

From these figures, it is understood that the width of the peripheral region with stochastic
magnetic field lines changes thick to thin according to the vacuum magnetic axis shift from
outboard to inboard. The inward-shifted configurations are characterized as the configurations
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with most thin width of the peripheral stochastic region. The middle row of Fig. 1 indicates
the corresponding connection length (toroidal turn) of the magnetic field lines started from
the equatorial plane (z = 0) as a function of the major radius R. The corresponding rotational
transform + is denoted in the lower row of Fig. 1, where ¢ is set 0 when the connection length
is shorter than one toroidal turn. From these two types of figures, it is understood that the
region with a fairly long connection length (more than 100 toroidal turns ~ 2.2 km) is limited
by magnetic islands with + = 30/19 ~ 1.579 (inward-shifted), + = 20/15 ~ 1.333, (standard)
and + = 10/10 = 1 (outward-shifted). In the inward-shifted configurations, a clear LCFS
might be chosen around ¢+ = 1.48 near the magnetic island with + = 30/20.

The region with a quite short connection length, for example, less than one toroidal turn, is
considered to be direct loss region without plasma confinement. In contrast with it, the region
with a long connection length and a definite rotational transform is considered to become a
plasma confinement region with averaged flur surfaces depending on electron temperature and
electron density there. Since the typical mean free path along a magnetic field line is around
10 ~ 20 m, the stochastic region consisting of field lines with a connection length of several
10 turns might be considered to be a confinement region with anomalous diffusion properties.
Letting the magnetic field in this region be B + 6B where B and 0B are an averaged regular
magnetic field and a fluctuating magnetic field, respectively, the electron thermal diffusion
coefficient y, might be estimated as

saer())) o

where L and k) ~ Lﬁl is the parallel correlation length and the width of the parallel wave

_ Avpdky [ R* for R<1
et | ROfor R>1,

numbers contributing to the diffusion, respectively, and L, and k, R L7* are the perpendicular
(radial) correlation length and the typical radial wave number, respectively. (SB,nmkH means the
Fourier component of a radial fluctuating magnetic field with the poloidal mode number m
and the parallel wave number k|, and vy, is an electron thermal velocity. The formula given by
Eq.(1) is derived from the Lagrange auto-correlation function by following the particle orbits
without toroidal drift, where a renormalization effect is included and R < 1 corresponds to
the quasi-linear limit. When the magnitude of the fluctuating magnetic field 6B is sufficiently
small compared with the averaged regular field é, the region with stochastic magnetic field
lines might be treated as a confinement region with the electron thermal diffusion coefficient
Xe given by Eq.(1). Based on this fact, the plasma-vacuum boundary could be chosen from
averaged flux surfaces with a long connection length and a definite rotational transform in
the stochastic region, and also a free equilibrium plasma motion could be allowed in such a
stochastic region through the change of the vacuum magnetic field by the plasma current.

2.2 Finite-§ magnetic field

Properties of the peripheral magnetic field of finite-g MHD equilibria are investigated by us-
ing HINT2 code (a new version of the original HINT code [8]). In HINT2 code, as well as
HINT code, a relaxation method is used in order to obtain the MHD equilibrium without the
assumption of the nested flux surfaces. Although the boundary of the calculation box is as-
sumed to be a perfect conductor, the obtained MHD equilibrium is essentially free boundary
equilibrium because no fixed boundary condition is introduced between plasma region and
the vacuum region. The relaxation method is an iterative method consisting of 1) parallel
relaxation of the pressure along fixed magnetic field lines and 2) perpendicular relaxation of
the magnetic field for a fixed pressure profile. The parallel relaxation introduces an effective
perpendicular transport of the pressure with respect to an averaged magnetic field é, when
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the magnetic field is decomposed into an averaged regular part B and a fluctuating part 6B
(for clear nested flux surfaces, 6B = 0, so that there is no effective perpendicular transport).
In such cases, the effective perpendicular transport coefficient x, is proportional to x. given
by Eq.(1). Moreover, since the plasma pressure along the magnetic field lines with a short con-
nection length is reset to 0, only the pressure along magnetic field lines with a long connection
length is kept in the resultant MHD equilibrium.

Figure 2 shows the Poincare plots of the magnetic field lines of the finite-3 plasma for
(B) = 1.4% (left column) and () = 3.7% (right column) in the inward-shifted configuration.
As [ increases, the width of the peripheral magnetic islands becomes wide, and stochastic
magnetic field is created near the plasma periphery through islands-overlapping. Such a
stochastic region penetrates from the plasma peripheral region to core region, as [ increases.
The pressure gradient still exists in the stochastic region with a long connection length and a
definite rotational transform, and so, as well as the vacuum magnetic field, such a stochastic
region should be treated as the plasma region with averaged flux surfaces.

0.5 B - 0.5 - . -

0.0

-05F i - -o05f . -

1 1 1 1 1 1 1 1 1 1 1 |
2.5 3.0 35 4.0 45 5.0 25 3.0 35 4.0 45 5.0

FIG. 2: Poincare plots of the magnetic field lines in the horizontally elongated LHD
poloidal cross section for (6) = 1.4% (left column) and (B) = 3.7% (right column).

3 Properties of the ideal MHD stability

According to the consideration in the previous section, several MHD equilibria in the inward-
shifted LHD configuration are chosen for linearized ideal MHD stability analyses. Essential
point of the consideration is that the an averaged flux surface could be chosen as a plasma-
vaccum boundary from the region with stochastic magnetic field lines, when the connection
length is long and the rotational transform is definite. However, there is still ambiguity which
surface should be chosen. Moreover, it is not so easy to distinguish stabilizing or destabilizing
effects due to the change of the local pressure gradient on the mode rational surface from those
due to the geometrical change induced by the plasma free boundary motion. Thus, two types
of approaches are chosen to specify the MHD equilibrium. One is to simulate the effects of the
free boundary motion by introducing small boundary modulation to the boundary determined
from the vacuum magnetic field. In this cases, change of stabilizing or destabilizing effects
due to the change of the local pressure gradient on the rational surfaces related to unstable
modes is so weak that almost pure effects due to the boundary modulation on MHD stability
might be observed. The other one is natural free boundary equilibrium calculations, where
several averaged flux surfaces are chosen for comparison.

3.1 In MHD equilibria with modulated fixed boundary

In the inward-shifted LHD configurations, the vacuum flux surfaces are so compressed into the
helical coils inner side of torus that the bumpy deformation of the plasma boundary, expressed
by the Fourier components with (m,n) = (0,# 0) (m and n are poloidal and toroidal mode
numbers, respectively) is strongly enhanced. As [ increases, the whole plasma moves from
inner side of the torus to the outer side. Through this Shafranov shift, the enforced bound-
ary shaping by external coils will be so reduced that the bumpy deformation of the plasma
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boundary will diminish. In order to simulate the effects of the boundary modulation related to
the bumpy components induced by the free boundary motion, four types of currentless MHD
equilibria with different plasma boundary shapes, shown in Tab.1, are investigated under the
fixed boundary condition for various §-values by using vmec code. The boundaries of Type S
and L are determined from the vacuum nested flux surfaces without boundary modulations,
where S and L indicate small and large plasma volume, respectively. The rotational transform
at the plasma boundary is + = 1.36 for Type S and + = 1.48 for Type L, respectively. On the
other hand, the boundaries of Type S-mod and L-mod are created from those of Type S and
L by eliminating only the bumpy Fourier components from the plasma boundary spectrum.
Broad pressure profiles, which is considered to be similar to experimentally obtained one,
P(s) = Py(1 — s)(1 — s%) is used, where is s is the normalized toroidal flux. The ideal MHD
stability analyses for compressible perturbations are performed by using the cas3d3 code.

Type | S | L | S-mod | L-mod
boundary | vacuum | vacuum | modified S | modified L

TAB. 1 Boundary type of considered MHD equilibria
Figure 3 shows the contours of the flux surfaces and level surfaces of the vmec poloidal
angles in the vertically elongated poloidal cross section of vacuum (left column) and finite-3
with () = 3.0% (right column) configurations with original L (upper row) and modulated
L-mod (lower row) plasma boundary. It is understood from these figures that although the
change of the plasma boundary shape by eliminating the bumpy components from the plasma
boundary spectrum is quite small, considerable outward magnetic axis shift is induced.
il i Pt el FIG. 3: Contours of the flux surfaces
' - - and level surfaces of the vmec poloidal
angles in the vertically elongated poloidal
cross section for vacuum (left column) and
finite-3 with (8) = 3.0% (right column)
configurations with original L (upper row)
and modulated L-mod (lower row) plasma
boundary.
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This geometrical change of the flux surfaces leads to the significant change of the Mercier
criterion as is shown in Fig. 4. Since the pressure gradient on each flux surface is fixed and +
does not change so much, the change of the Mercier criterion D; is considered to mainly come
from the geometrical effects induced by the boundary modulation.
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FIG. 4: Change of the rotational transform ¢ and the Mercier criterion Dy with respect
to (B) for original L (left two columns) and modulated L-mod (right two columns)
configurations, where p = +/s. Solid lines correspond to the vacuum. Dashed lines
correspond to () = 1%, (B) = 2%, and (B) = 3% from short to long ones.

Figure 5 shows the growth rates normalized by the Alfvén transit time on the magnetic
axis y7Tao vs the toroidal mode number n for equilibria with original vacuum boundary (Type
S and L), where y749 = 0.1 corresponds to around 40usec for typical high-5 LHD operation
parameters. Every magnetic field line at a Mercier unstable rational surface has unfavorable
magnetic curvature in average, and so the toroidal mode coupling of perturbations inherent to
helical systems becomes so weak there [9,10|that the toroidal mode number n can be used as
a good quantum number. As [ increases, unstable modes change from localized interchange
modes with only single dominant Fourier mode, to localized interchange modes consisting
of multiple Fourier components, and finally to ballooning modes, except for considerably
low-n modes, say, (m,n) = (2,1). As is understood from the comparison of stability analyses
between fixed boundary (left column in Fig. 5) and free boundary (right column in Fig. 5), the
perturbations become significantly more unstable and more global, when free radial motions
of the perturbations are allowed on the plasma boundary, because such free motions lead to
the excitation of the Fourier modes resonating near the plasma edge and the possibility that
low-n global interchange modes under the fixed boundary condition with £*(a) = 0 change into

ballooning modes for £°(a) # 0, where £* = E -V s is the normal component of the displacement
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FIG. 5: ~Ta0 wvs n for equilibria FIG. 6: ~1a9 vs n fgr equilibria

with original vacuum boundary (Type S
(lower row) and Type L (upper row)).
The left (right) column corresponds to
fized (free) boundary stability analy-
ses. The circles (triangles) denote in-
terchange (ballooning) modes.

with modulated boundary (Type S-mod
(lower row) and Type L-mod (upper
row)) and (3) = 3%. The notations are
same as Fig. 5, and additional rectan-
gles indicate ballooning modes with ex-
ternal components.

Figure 6 shows y749 vs n for equilibria with modulated boundary Type S-mod or Type L-
mod. Significant stabilizing effects by the boundary modulation simulating the free boundary
motion of equilibrium plasma are quite clear. The stability properties between Type S and
Type L boundary, and between Type S-mod and Type L-mod boundary do not change so
much that it may be concluded that the size effects of the plasma boundary are weak. It should
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be emphasized that a small change of the boundary shape leads to the significant improvement
of the MHD stability through the geometrical change of the MHD equilibrium brought by the
Shafranov shift.

One of characteristic points are that the experimentally observed modes with (m,n) =
(2,3) [11], whose resonant surface may be considered to be outside of the plasma, are weakly
excited like external modes as is shown in Fig. 7. Since the magnitude of vacuum magnetic
perturbations is determined by the £° on the plasma-vacuum surface, (m,n) = (2, 3) mode is
dominantly observed in these perturbations.

(O e A TS FIG. 7: Radial profiles of Fourier
|—mod 2 | |l—mod component of eigenfunctions with
*(h= (0= an external Fourier component:
o1 £1(n=3) £n=3) (m,n) = (2,3) for (8) = 2%
1 (left column) and (3) = 3% (right
column) equilibria with boundary
Type L-mod. Attached numbers
indicate the poloidal mode num-

0.0 0.5 10.0 0.5 1.0

o) 0 bers m.

The other characteristic points is that the core region stays in the second stability region
of the ballooning modes. This point will be intensively examined in near future.

0.0 —

3.2 In MHD equilibria with free boundary

Free boundary currentless equilibria in various [ values are created by keeping the contained
toroidal flux constant. Each contained toroidal flux corresponds to the vacuum rotational
transform ¢, = 1.48, ¢+ = 1.58, and + = 1.72. The surface corresponding to ¢+ = 1.48
is a clear nested flux surface, however, surfaces corresponding to ¢+, = 1.58, and ¢ = 1.72
are averaged flux surfaces existing in the stochastic magnetic field region. Corresponding
+ in finite-3 equilibria with (5) = 3% are + = 1.49, + = 1.60, and + = 1.77, respectively,
where the same pressure profile as that in the previous cases is used. In order to distinguish
effects of the equilibrium free motions on MHD stability from stability properties in the fixed
boundary MHD equilibria, corresponding fixed plasma boundaries are created from the free
boundary equilibrium with a quite low plasma pressure. Hereafter, only free boundary stability
analyses are done for incompressible perturbations. Roughly speaking, the growth rate of the
compressible perturbation is one-third of that of the incompressible perturbation. Figure 8
shows the comparison of stability analyses between fixed boundary MHD equilibria and free
boundary MHD equilibria. As well as the MHD equilibria with boundary modulation, free
boundary MHD equilibria are quite stable compared with the corresponding MHD equilibria
with fixed boundary. By comparing Fig. 8 with the right column of Fig. 5 and Fig. 6, it is
understood that significant stabilizing effects by a free motion of MHD equilibrium related
to the Shafranov shift mainly correspond to the elimination of the bumpy components from
the plasma boundary (y74¢ for compressible perturbations is around one-third of that for
incompressible perturbations).

One of characteristics of the stability analyses for free boundary MHD equilibria is that
interchange modes with an external Fourier component of (m,n) = (1,2) are excited, when a
larger plasma boundary is chosen as shown in Fig. 9. These modes are recently observed in an
inward-shifted configuration with a little bit different coil aspect ratio. In this perturbation
given in Fig. 9, (m,n) = (1,2) mode may be dominantly observed experimentally.
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FIG. 8: ~Tag vs n for MHD equilibria ({(3) =
3%) with fized boundary (left column) and with
free boundary (right column). Blue, green, and
red colors correspond to the equilibrium with the
rotational transform at the plasma boundary of
t, = 148, ¢+ = 158, and ¢+ = 1.72 in the
vacuum states. Clircles (triangles) denote inter-
change (ballooning or ballooning-like) modes. The
red square indicates the interchange modes with ez-
ternal Fourier component shown in Fig. 9.

FIG. 9: Radial profiles of Fourier components
of eigenfunctions with an external Fourier com-
ponent: (m,n) = (1,2) for the free boundary
MHD equilibrium with ¢, = 1.72 and (8) = 3%,
which corresponds to the growth rate denoted by
red square in Fig. 8. Attached numbers denote the
poloidal mode numbers m.

It has been shown that the boundary modulation by a free motion of MHD equilibrium
related to Shafranov shift has significant stabilizing properties for ideal pressure-driven modes,
where essential modulation is reduction of the bumpy components of the plasma boundary.
These stabilizing effects do not depend on the choice of the averaged flux surfaces with a
long connection length and a definite rotational transform from the vacuum magnetic field.
Depending on the chosen boundary, however, various external modes, which have same Fourier

spectrum as those experimentally observed, are excited.

In experiments, both the plasma

boundary and the pressure profile will change in # ramp-up phases, according to the heating
and the density control. Adequate choice of the plasma boundary and pressure profile might

lead to better coincidences between theory and experiment.
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Abstract

Velocity-space structures of ion distribution function associated with the ion temperature gra-
dient (ITG) turbulence and the collisionless damping of the zonal flow are investigated by means
of a newly developed toroidal gyrokinetic-Vlasov simulation code with high velocity-space resolu-
tion. The present simulation on the zonal flow and the geodesic acoustic mode (GAM) successfully
reproduces the neoclassical polarization of trapped ions as well as the parallel phase mixing due
to passing particles. During the collisionless damping of GAM, finer-scale structures of the ion
distribution function in the velocity space continue to develop due to the phase mixing while pre-
serving an invariant defined by a sum of an entropy variable and the potential energy. Simulation
results of the the toroidal ITG turbulent transport clearly show generation of the fine velocity-space
structures of the distribution function and their collisional dissipation. Detailed calculation of the
entropy balance confirms the statistically steady state of turbulence, where the anomalous trans-
port balances with the dissipation given by the weak collisionality. The above results obtained by
simulations with high velocity-space resolution are also understood in terms of generation, transfer,

and dissipation processes of the entropy variable in the phase space.

PACS numbers: 52.25.Fi, 52.35.Ra, 52.65.Tt



I. INTRODUCTION

Numerical simulations based on the gyrokinetic formalism for drift wave turbulence, such
as the ion temperature gradient (ITG) mode [1], have been extensively performed with the
aim of understating anomalous transport mechanism in a core region of magnetically confined
plasmas. Transport suppression by self-generated zonal flows [2, 3] is one of the important
results confirmed by the numerous simulations as well as theoretical investigations. In a
high-temperature plasma, where mean-free-paths of ions and electrons are much longer than
device sizes, the one-body velocity distribution function, f, involves a substantial difference
from the thermal equilibrium with the Maxwellian, Fj;. This is why kinetic approaches
are indispensable for studying the core turbulent transport. Velocity-space structures of
the distribution function and their relation to the turbulent transport, however, have rarely
been discussed in the conventional kinetic simulations.

Regarding the velocity-space structures of f in plasma turbulence, it has been theoret-
ically pointed out that, if a steady transport flux is observed in collisionless turbulence
driven by constant density or temperature gradients, a quasisteady state should be realized
[4-6], where high-order velocity-space moments of the perturbed distribution function 0 f
continue to grow but the low-order ones are constant in average. Here, the deviation of f
from the equilibrium is defined by 6 f = f — Fj;. Our gyrokinetic-Vlasov (Eulerian) simu-
lation manifested existence of the quasisteady state of the collisionless slab I'TG turbulence
[7], where continuous generation of micro velocity-scale structures of § f through the phase
mixing is responsible for the growth of the high-order moments. The quasisteady state is
also characterized by a balance between monotonic increase of an entropy variable defined
by a square-integral of § f and the turbulent transport. Recently, it has been shown numer-
ically and analytically how the whole velocity-space spectrum of §f from macro to micro
scales is determined by processes of the anomalous heat transport, the phase mixing, and
the dissipation in the steady state of the weakly collisional slab ITG turbulence [8]. As
the macro velocity-space structures of f directly related to the turbulent transport flux are
hardly influenced in the weak collisionality limit, the transport coefficient asymptotically
approaches the value for the collisionless case for sufficiently low collision frequency, while
a logarithmic dependence on relatively large values of v has also been obtained [8]. It is

emphasized that only a kinetic simulation with high velocity-space resolution and negligible



numerical dissipation enables one to quantitatively investigate how the turbulent transport
depends on the weak collisionality.

We have now developed a new toroidal gyrokinetic-Vlasov simulation code with high
velocity-space resolution [9], which can precisely deal with the phase-mixing processes of f
in toroidal configurations. With this code, detailed velocity-space structures produced by
collisionless dynamics of the zonal flow [10] and the geodesic acoustic mode (GAM) [11]
are successfully simulated and the transport flux in the toroidal ITG turbulence consistent
with the entropy balance can be obtained. In this paper, we present the numerical sim-
ulation results of the zonal flow dynamics and the I'TG turbulent transport in a tokamak
configuration, focusing on the velocity-space structures of the ion distribution function.

This paper is organized as follows. After introduction of the physical model in Section
II, the balance equation for the entropy variable in a toroidal flux tube configuration is
described in Section III. In Section IV, we report velocity-space structures of ¢ f during the
collisionless damping of GAM associated with the zonal flow, of which the level is considered
to be critical to determination of the transport flux in the toroidal I'TG turbulence. Nonlinear
simulation results of the toroidal ITG turbulent transport are shown in Section V, where the
entropy balance and the velocity-space structures of the distribution function are discussed.

The results are summarized in Section VI.

II. MODEL

We consider the gyrokinetic equation [12] for the ion distribution function in the low-3
(electrostatic) limit. By applying the flute reduction for a large-aspect-ratio tokamak with
concentric circular magnetic surfaces and the major radius Ry, the governing equation is

written as

85 f
ot

aof eVo

a"U”

FM+C(5f)
(1)

where b, By, ¢, ®, e, and T; are the unit vector parallel to the magnetic field, magnetic field

——+v)b- V5f+—{q) Of}+va-Vof—p(b- V) —— = (v. — vy — yb)-

strength on the magnetic axis, the speed of light, the electrostatic potential averaged over
the gyromotion, the elementary charge, and the ion temperature, respectively. The parallel
velocity, v, and the magnetic moment, i, are used as the velocity-space coordinates, where

p is defined by p = v?/2Q; with the ion cyclotron frequency ; = eB/m;c (m; is the
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ion mass) and the perpendicular velocity v, . The collision term is shown by C (§f). The

Maxwellian distribution is given by

m \ 2 mi (03 + 20
FM:”O(%T-) P 2T, 2)

with poloidal angle dependence through €2; since p is chosen as one of the independent
variables (the phase-space coordinates).

In the toroidal flux tube coordinates [13], # = r —ro, y = 2[q(r)0 — (], and 2z = 0
[where the safety factor q(r = r9) = qo at the minor radius r = ¢, background gradients
and magnetic shear parameters are assumed to be constant, such that L, = —(dInn/dr)!,
Ly = —(dInT;/dr)™', and q(r) = qo[1 + 5(r — 70)/70]. The poloidal and toroidal angles are
denoted by 0 and (, respectively. The abbreviations are defined by

pov— L9 {@,5]”}—0@8” A B:Bo(l—r—ocosz>,

qoRo 0z T Or Oy Oy O Ry
vg = Uﬁ L [Zsin z + g (cos z + §zsin z))] v, = —1) el 1+ miv® 3
1= TR, Y T LB, | T\ o T 2) |

where n; = L,/ Ly and v? = vﬁ—l—QQi w. Unit vectors in the x and y directions are denoted by 2
and g, respectively. The radially-localized flux tube model enables us to impose the periodic
boundary condition both in the x and y directions so that the Fourier spectral method can
be applied to calculation of the convection (the Poisson brackets) term in Eq.(1). In the
perpendicular wave number space (k, k), @ is related to the electrostatic potential, ¢, such

that
q)kz,ky = JO(kJ_UJ_/Qi)¢k1,ky . (3)

Here, .Jy is the zeroth order Bessel function and k7 = (k, +$zk,)* + k.. The potential acting

on particle positions, ¢, r,, is determined by the quasi-neutrality condition,

€Dk, k,
/Josz,kyd:gv — %no (1 — FO) = ne,kz,ky , (4)

where the Fourier component of f is denoted by fi, r,. Also, Iy = e bIy(b) with
b = (kivy/ Qi)2. The zeroth order modified Bessel function and the ion thermal speed
are represented by Iy and v; = +/T;/m;, respectively. The ratio of the electron density per-

turbation, ne g, ,, to the averaged one, ng, is assumed to be given in terms of the electron



temperature, T,, by
e (gbkﬂc?ky - <¢k9@7ky>)
Ne ky key . T;
n e
0 T—¢;f’ky for k, #0

where 7 = T;/T, and (---) means the flux surface average defined by

+N97I’ +N97T +N97T +N97I‘
(A) = —dz// —dz = —dz// —dz : (6)
Ng’n’ Ny Ngﬂ' Ny

Here, the poloidal magnetic field is denoted by B,. The last equality in Eq.(6) holds for

for k, = 0

the concentric circular magnetic surfaces with B = B(r,0)[é; + (r/qRo)ég|, by neglecting
O[(r/Ro)?] terms, where éy and é; denote the orthogonal unit vectors in the poloidal and
toroidal directions, respectively. The parallel length of the flux tube is set to 2Ngm where
the modified periodic boundary condition is used in the z direction [13]. Hereafter, physical
quantities are normalized as follows; z = a'/p;, t = t'vy/L,, v = V' /vy, B = B'/By,
¢ = ed'L,/Tip;, and f = f'L,vd/ping, where prime means dimensional quantities and

Pi = Uti/QiO with QiD = eBg/mZ-c.

III. ENTROPY BALANCE

Multiplying the Fourier-transformed form of Eq.(1) by fi, x,/Fa, and taking the velocity-
space integral, summation over k, and k,, and the magnetic surface average of it, one can

derive the entropy balance equation (normalized),

d
dt

(53 + W) - anz + Dz ) (7)
by use of Eqgs.(4) and (5). Here, the entropy variable, 45, the potential energy, W, the ion
heat transport flux, @);, and the collisional dissipation, D;, are, respectively, defined as
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The entropy balance in the flux tube coordinates is represented in the same form as that
in the slab ITG turbulence [8]. In the derivation of Eq.(7), contribution of the second and
fifth terms on the left-hand-side of Eq.(1) cancels out because of the z-dependence of Fy;. A
more general form of the entropy balance equation in a toroidal configuration is considered
in Refs.[5] and [14].

Our slab ITG turbulence simulations with high velocity-space resolution have confirmed
that the quasisteady state, d(0.5)/dt ~ n;Q;, is realized in a collisionless turbulence with the
statistically steady W and @);, where monotonic increase of S is attributed to continuous
generation of fine-scale structures of ¢ f by the phase mixing through the parallel advection
term [7]. Contrarily, the statistically steady state of turbulence appears in a weakly colli-
sional case, where 7;,Q; ~ —D; and d(05)/dt ~ dW/dt ~ 0, and is understood in terms of
the production, transfer, and dissipation processes of §S [8]. The steady and quasisteady
states are, therefore, represented by two limiting cases of the entropy balance equation. It
is purposed in the present paper to confirm the statistically steady state of the weakly col-
lisional ITG turbulence in the toroidal flux tube configuration. The simulation results are
shown in Section V.

The phase-mixing processes in a torus are more complicated than that in the slab geom-
etry because of the toroidal magnetic drift and mirror motions as represented in Eq.(1). A
power-law decay of a density perturbation due to the phase mixing caused by the toroidal
drift [15], which can be precisely simulated by our toroidal flux tube code [9], is one of the
examples. In the next section, we investigate the collisionless damping process of the zonal
flow and GAM by means of the gyrokinetic-Vlasov simulation code, where the phase-mixing
processes in the tokamak configuration as well as the mirror motion are taken into account.
Time-evolution of a zonal flow component with k, = 0 (the toroidal mode number n = 0) is
considered as an initial value problem of a linearized version of Eq.(1). Solution of the initial
value problem is equivalent to the response kernel of the zonal flow to a source term [10].
The entropy balance equation for an axisymmetric component with a radial wave number
k. is written as ;

a (0Skp,0 + Wiy 0) = Di, 0 (8)

which corresponds to a subset of Eq.(7) with k, = 0. During the collisionless (D;, 0 = 0)
damping of the zonal flow and GAM, thus, G = 05k, 0 + Wi, o is invariant. It means that

decrease of the potential energy Wy, o due to the collisionless damping leads to increase
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of the entropy variable 05k, 0. It is, thus, expected that, according to the enhancement
of Sk, 0, fine-scale fluctuations of J f should develop in the phase space, while a coherent
structure corresponding to the neoclassical polarization [10] can remain in association with
the residual zonal flow level.

For precise reproduction of the entropy balance, high velocity-space resolution is neces-
sary, since 0.9 reflects fine-scale structures of 0 f which are artificially dissipated in numerical
simulations with low resolution. (If the subgrid-scale fluctuations are not smoothed out, they
will often cause the numerical instability.) The balance equation, Eqgs.(7) or (8), thus, offers
a good measure of judging whether the micro velocity-space structures consistent with the

turbulent transport are correctly resolved or not.

IV. COLLISIONLESS DAMPING OF ZONAL FLOW AND GAM

The residual level of the zonal flow after the collisionless damping is considered to affect
a saturation amplitude of the ITG turbulence [10]. Then, the initial value problem of the
zonal flow and GAM, where a response function of a k, = 0 mode is dealt with [10], has been
investigated as an important benchmark test of toroidal gyrokinetic simulation codes [16—
19]. The conservation property given in Eq.(8) and velocity-space profiles of the distribution
function are useful for manifesting the physical mechanism of the collisionless damping of
the zonal flow and GAM as well as confirming accuracy of the numerical simulations, while
they have not been examined in the previous studies.

The collisionless damping of the GAM oscillation will be seen in the time-evolution of
the zonal flow amplitude, (¢, o), when the initial distribution function is given by the
Maxwellian in Eq.(2) with m = n = 0, where m and n mean the poloidal and toroidal
mode numbers, respectively. The time-history of (¢, o) obtained by the toroidal flux tube
simulation for the Cyclone DIII-D base case parameters [16] is shown in Fig.1 (a), where
the radial wave number k, = 0.1715p; !. The used parameters are as follows; Ry/Ly = 6.92,
e=r9/Ro=0.18, ro/p; = 80,8 = 0.78, qo = 1.4, n; = 3.114, and 7 = 1. For discretization of
the velocity space, —5v; < v < dvy and 0 < p < 12.51}%/@0, we have employed 1025 x 65
grid points, while 128 grid points are used for —7m < z < w. Phase-space derivatives
in the z and v directions are approximated by the fifth- and fourth-order finite difference,

respectively. The numerical time-integration is calculated by the fourth-order Runge-Kutta-



Gill method.

The residual level of (¢, o) shown in Fig.1 (a) agrees well with the theoretical estimate,
tlggo (Dr, 0(t)) [ (D1, 0(t = 0)) = 1/(1+1.6¢%/¢'/?) [10]. The collisionless damping of the zonal
flow and GAM is caused by the phase mixing processes which generate fine-scale structures
of § f in the velocity space. According to Eq.(8), in the collisionless case, the entropy variable
associated with the fine structures should increase so as to compensate the decrease of the
potential energy. The simulation result shown in Fig.1 (b) confirms the entropy balance.
During the collisionless damping of zonal flow and GAM with decrease of the potential
energy, Wy, o, the entropy variable §.5y, ¢ increases while accurately preserving G. The high
phase-space resolution enables us to reproduce the conservation of G with a relative error
less than 3%.

The analytical solution for the zonal-flow component of the perturbed gyrocenter distri-
bution function is given by

(G o(0)) [ 252 ik (75— ) + K2 (o7 — 108 — 02

e
H=F :
freolt) = Fu——p, y " 1+ 1.6g% /12 )

where p = v, /Q;, py = (q/€)(v) /),

o 0 for trapped particles
Py = : (10)
7(q/eo) (1Q40€) 2k /K (k1) for passing particles,

,O_g _ 4(q/eQ40)*(uoe)[E (k) /K (k) — 1 + k2] for trapped particles | (a1
4(q/ei0)* (uQoe)k*E(k™1) /K (k')  for passing particles,
and k? = [v?/2— uQo(1—€)]/(2uQ40€). Here, K and E denote the complete elliptic integrals
of the first and second kinds, respectively. The above analytical solution is derived by using
the expression for the gyrocenter distribution function fx(t) = —Jo(edr(t)/T;)Far + gr(t)
with ¢g(t) and gg(t) given by the Rosenbluth-Hinton theory [10], which describes the long-
time behavior of the zonal flow and drops out rapid oscillations such as the GAM.
Velocity-space profiles of Re|fy, o] at different time steps are shown in Fig.2, where the
boundary of trapped and passing ions is represented by blue lines. Contribution of the
trapped ions to the neoclassical polarization [10] is clearly identified by a mean negative

value of fi, o for trapped particles. The profile of the distribution function resulting from

the numerical simulation agrees with a bounce-averaged analytical solution given by Eq.(9)
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(see also Fig.3), except for fine-scale oscillations caused by the phase mixing and the mirror
motion. Generating fine-scale structures of fi, o in the direction of the parallel velocity
(v)), the phase mixing due to the passing particles largely deforms the initial Maxwellian
distribution as seen in Fig.2, and results in damping of GAM. The increase of 05y, ¢ balancing
with decrease of W, ¢ stems from the development of the fine-scale fluctuations of fj, o in the
velocity space. The continuous development of fine-scale structures of fy, ¢ after t = 20L,, /vy
represents the transfer of the entropy variable from macro to micro velocity-scales, while its

velocity-space integral, that is 0Sk, o, oscillates around a constant level [see Fig.1 (b)].

V. TOROIDAL ITG TURBULENCE

Nonlinear gyrokinetic-Vlasov simulations of the toroidal ITG turbulence are carried out
by means of the flux tube model described in Section II. Used parameters are the same
as those in Section IV but with finite collisionality. A model collision operator with the

Lenard-Bernstein form averaged with respect to the gyrophase is employed, such as

1 0 O fra k Uf_ 0 O fr, i v /{:i
C =y | — 24 = (St _ L :
(o) = v |:UJ_ ovy. (UL vy * vy Thoky ) v \ Oy i Utgz‘sz’ky ngkz’ky
(12)

where v; denotes the ion-ion collision frequency.

Color contour plots of the electrostatic potential perturbations obtained by the toroidal
ITG turbulence simulation are shown in Fig.4 for three different time moments, where
vii = 10730,/ L, (banana regime), Ny = 4, kymin = 0.1715, kymax = 5.145, kymin = 0.175,
and kymax = 1.75 (31 x 21 Fourier components are involved in the k,-k, space, excluding
their complex conjugates as well as modes employed for de-aliasing). The minimum values of
k. and k, correspond to Ag = 0.5 and N, = 10, respectively, where Aq denotes a difference
of the safety factor across the radial width. The toroidal periodicity of N, is also assumed
[13]. In a latter phase of the linear growth of the ITG instability (¢ ~ 60L,,/v;), the zonal
flow components are spontaneously excited, and reduce the turbulence level. As seen in
Fig.4, vortices with larger scales than that of the linearly most unstable mode dominate in
the turbulence and are mainly responsible for the ion heat transport. A statistically steady
turbulence with finite amplitudes of zonal flows is observed after t ~ 120L,, /vy;.

The entropy balance in the ITG turbulence simulation is shown in Fig.5 (a), where

time-histories of four terms in Eq.(7) are plotted. The relative error A/D; [defined by

9



A =d(6S+W)/dt —n;Q; — D;] in the saturated turbulence after ¢ &~ 80L,, /vy; is suppressed
at 7-8% by use of high resolution, where 960 and 129 x 48 grid points are employed in the
z- and v-v space, respectively. Better balancing of Eq.(7) is found for finer grid spacings,
Az, Ay, and Av,, or for higher collision frequency, v;;, since fine-scale fluctuations of
0f generated in the turbulence are damped by collisions. In the steady turbulence, the
collisional dissipation nearly balances with the transport flux, 7;QQ; =~ —D;, in the same
way as seen in the slab ITG simulation [8]. The ion heat transport coefficient, x; = Q;/n;,
is shown in Fig.5 (b), where the time-averaged value of x; ~ 1.4p?v;;/L,, from t = 200
to 250L, /vy in the saturated turbulence is comparable with results of other gyrokinetic
simulations for the Cyclone base case (x; ~ 2p?vy/Ly) [16].

A quantitative estimate of the transport flux by means of collisionless or weakly collisional
turbulence simulations, generally speaking, may suffer from a numerical error unless enough
resolution for the velocity space is employed, as has been demonstrated in Ref.[9]. The
entropy balance is a useful benchmark test for checking the soundness of simulation results as
considered in the above. Introduction of the numerical diffusion may contribute to reduction
of the aliasing error, while convergence of the transport coefficient against the artificial
dissipation should be thoroughly evaluated in the same way as the systematic study on the
collisionality dependence given in Ref.[8].

The balance relation, 7;Q); =~ —D;, suggests that fine-scale structures of d f generated by
the phase mixing in the turbulence are dissipated by the finite collisionality. Velocity-space
profiles of Re(fx, x,/®k,.k,) Observed at t = 250L,, /vy are shown in Fig.6 for the longest
wavelength mode (k, = 0.175p; '), the linearly most unstable mode (k, = 0.35p; ') and a
stable mode (k, = 0.7p; '), where § = z = 0 and k, = 0. The distribution function of
the linear stable mode with £k, = 0.7p; ! mainly consists of small scale structures in the
velocity space. As seen in cross-sectional plots of fi, x, at t = 50 (linear growth phase) and
250L,, /vy (nonlinear saturation phase) in Fig.7, the velocity-space profile of Re(f, x,) for
the dominant long wavelength mode (k, = 0.175p; ') is similar to that of the linear unstable
eigenfunction. The same feature of fy, x, has also been observed in the slab ITG turbulence
simulations [7]. This means that the entropy variable produced in the macro velocity-scale
by the unstable modes is transferred to and is dissipated in the micro scales by the finite
collision.

It is remarked that the present gyrokinetic-Vlasov simulation with high velocity-space
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resolution enables one to quantitatively study the entropy balance in the five-dimensional
phase space in association with the toroidal ITG turbulent transport. The simulation result
of the toroidal ITG turbulence confirms the scenario on the steady state of the entropy
balance originally derived from the slab I'TG turbulence simulations [8], and also provides one
with detailed information on the distribution function which could be useful for construction
of a toroidal kinetic-fluid closure model [6]. For example, the profile of fj, 5, for the most
unstable mode (k, = 0.35) in the turbulence shown in Figs.6 and 7 also has a significant
difference from the linear eigenfunction, which suggests that the phase-relation between the
temperature and the parallel heat flux may not be fixed to a constant value governed by
the linear eigenfunction, but can vary in time as is supposed in the nondissipative closure

model [6].

VI. SUMMARY

We have studied detailed velocity-space structures of ion distribution functions and re-
lated entropy balance in the collisionless damping of the zonal flow and GAM as well as
in the toroidal ITG turbulence with the anomalous ion thermal transport, by means of the
newly developed toroidal gyrokinetic-Vlasov simulation code for the flux tube geometry. The
kinetic simulations with high velocity-space resolution enable us to quantitatively discuss
the entropy balance which has rarely been evaluated in conventional studies. Our detailed
numerical simulation on dynamics of the axisymmetric modes reveal the whole picture of the
collisionless damping of the zonal flow and GAM in association with the phase space struc-
tures of the ion distribution function. Specifically, the neoclassical polarization of trapped
ions as well as the parallel phase mixing due to passing particles is successfully reproduced.
The velocity-space profile of the distribution function obtained by the simulations is also
consistent with the bounce-averaged analytical solution in Eq.(9). During the collisionless
damping of GAM, finer-scale structures of the distribution function in the velocity space
continue to develop due to the phase mixing while preserving an invariant defined by a
sum of the entropy variable and the potential energy. Thus, the collisionless dynamics of
the zonal flow and GAM are comprehended in terms of a transfer process of the entropy
variable from macro to micro velocity-scales.

It is considered that finite collisionality leads to a slow decay of the residual zonal flow
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[20]. In addition, the entropy variable in the micro velocity-scale and the fine-scale structures
of the distribution function are dissipated by collisions. Thus, a long time simulation also
becomes possible at a smaller computational cost than that in the collisionless case. This
is because collisionless kinetic simulations need a lot of computer resources in order to
reproduce the fine structures of the distribution function, and are reliable only in a finite
time period before the smallest scale-length of f in the phase space reaches the grid scale
[7]. Recently, the collisionless zonal flow dynamics in helical systems is also studied based
on the gyrokinetic theory and simulation [21], where the entropy balance and the velocity-
space structures of f are quantitatively investigated. The detailed results will be reported
elsewhere.

Simulation results of the anomalous transport in the toroidal ITG turbulence, in attention
to the velocity-space structures of the distribution function and the entropy balance, are
also presented. The statistically steady toroidal ITG turbulence is observed in terms of
the saturated states of the entropy variable, the potential energy, the ion heat transport
flux, and the collisional dissipation. Detailed calculation of the entropy balance for the
toroidal flux tube geometry confirms the steady state of the turbulence where the transport
balances with the collisional dissipation in the same way as found in the slab ITG system
[8]. Fine velocity-space structures of the perturbed ion distribution function clearly appear
in fluctuations with large wavenumbers, while the heat transport flux is mainly produced by
vortices with long wavelengths. Accordingly, the entropy variable produced by the unstable
modes with a macro velocity-scale is transferred in the wave number and velocity spaces,
and is finally dissipated in the micro scale by the finite collision. Thus, the statistically
steady toroidal ITG turbulence can be sustained, as we have seen in the slab case.

Introduction of the finite collisionality also makes the long-time simulation of the turbu-
lent transport possible by smoothing out the fine-scale structures of the distribution function.
According to our previous studies on the slab I'TG turbulence, the collision frequency used
in the present study (v;; = 1073v;/L,) is in a regime where the transport flux has a log-
arithmic dependence on v;;. Even if one employs numerically-enhanced diffusivity instead
of the collision term with coarser phase-space resolution so as to carry out a collisionless
turbulence simulation for the same parameters as used here, the transport coefficient may
deviate from that in the true collisionless limit. Therefore, in order to quantitatively study

the collisionality dependence of the velocity-space structures of the distribution function,
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one needs to perform numerical simulations with higher phase-space resolution for a lower

collision frequency, which remains for future works.
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Figure Captions

FIG. 1: Time-evolutions of (a) the zonal flow potential, (b) the entropy variable, .Sy, o, and the
potential energy, Wy, o, obtained by the toroidal flux tube simulation of the collisionless damping

of the axisymmetric (n = 0) mode, where Gy = 6Sk, o + Wy, 0 at t = 0.

FIG. 2: Velocity-space profiles of real part of the perturbed distribution function at § = 0 for
different time steps of simulation. The horizontal and vertical axes are defined by v) and /2u2;,
respectively, where p is the magnetic moment. Positive and negative parts are colored by red and

green, respectively. Blue lines show the boundary of trapped and passing particles.

FIG. 3: A velocity-space profile of real part of the perturbed distribution function at 8 = 0 given
by the bounce-averaged analytical solution in Eq.(9). Format of the plot is the same as those in

Fig.2.

FIG. 4: Color contours of the electrostatic potential obtained by the toroidal ITG turbulence
simulation at (a) ¢ = 50, (b) 120, and (c) 250L,, /v¢;, where only a part of the flux tube in the range

of —m < z < 7 is plotted.

FIG. 5: Time-evolutions of (a) the entropy balance and (b) the ion thermal transport coefficients

X; obtained by the toroidal ITG turbulence simulation.

FIG. 6: Velocity-space profiles of real part of the perturbed distribution function observed in the
toroidal ITG turbulence simulation at ¢ = 250L,,/vy; for (a) k, = 0.175, (b) 0.35, and (c) 0.7p; *
where § = 2 = 0 and k; = 0. The horizontal and vertical axes are defined by v and /2ufl;,

respectively. The contour interval in (c) is twice the size of that in (a) and (b).

FIG. 7: The cross-sectional plots of real and imaginary parts of the perturbed distribution function
at = 0 for (a) the longest wavelength (k, = 0.175p; ') and (b) the most unstable (k, = 0.35p; !)

modes observed at ¢t = 50 (linear growth phase) and 250L,,/v;; (nonlinear saturation phase).
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Bounce-averaged solution at 6=0

FIG. 3: Watanabe and Sugama
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Abstract. Modeling and detailed simulation of neoclassical transport phenomena both in 2D and 3D
toroidal configurations are shown. The emphasis is put on the effect of finiteness of the drift-orbit width,
which brings a non-local nature to neoclassical transport phenomena. Evolution of the self-consistent
radial electric field in the framework of neoclassical transport is also investigated. The combination of
Monte-Carlo calculation for ion transport and numerical solver of ripple-averaged kinetic equation for
electrons makes it possible to calculate neoclassical fluxes and the time evolution of the radial electric
field in the whole plasma region, including the finite-orbit-width(FOW) effects and global evolution of
geodesic acoustic mode (GAM). The simulation results show that the heat conductivity around the mag-
netic axis is smaller than that obtained from standard neoclassical theory and that the evolution of GAM
oscillation on each flux surface is coupled with other surfaces if the FOW effect is significant. A global

simulation of radial electric field evolution in a non-axisymmetric plasma is also shown.

1. Introduction

Neoclassical(NC) transport theory has been successfully established under the assumption
of the local transport model(small-orbit-width (SOW) limit)[1,2]. However, there are some
cases in recent experiments where the assumption is not valid, for example, at the internal
transport barrier(ITB) and in the core region of tokamak where potato orbits[3] appear.
The potato width becomes several tens % of the plasma minor radius in a reversed-shear
configuration, and to evaluate transport level in such cases the finite-orbit-width(FOW)
effect of trapped particles should be considered. Neoclassical transport theory for 3-
dimensional stellarator configurations has also been considered in the SOW-limit[4,5]. The
drift orbits in stellarators are much complicated compared to those in tokamaks. Though
the orbit widths of ripple-trapped particles are small, transit particles in stellarators
have large orbit scales, and energetic particles trapped helically are easy to lose from the
confinement region. In order to take account of those particles in NC transport calculation,
conventional analytical method is hard to apply, and global properties of particle motion
should be taken into account.

Another interest in recent study on NC transport is the formation of the radial electric
field F,. Since the lowest-order NC flux is intrinsic ambipolar in tokamaks, the higher-
order terms appeared from the FOW effect must be retained to evaluate the time evolution
of E,.. In stellarators, the radial flux is non-ambipolar even in the lowest order. Because
NC fluxes in non-axisymmetric plasmas are sensitive to electric field, determination of
the self-consistent ambipolar electric field is one of the main task of neoclassical theory.
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However, the role of the FOW effects in the evolution of radial electric field has not been
investigated in detail.

To carry out a general and detailed research on neoclassical transport phenomena
including the finite-orbit-width effects and radial electric field, we develop a numerical
transport simulation code FORTEC-3D using the ¢ f Monte-Carlo method[6,7]. Tt solves
the time evolution of neoclassical fluxes as well as the self-consistent radial electric field, in
multidimensional MHD equilibrium configurations obtained from VMEC[8]. The original
FORTEC has been developed to solve NC transport for ions in tokamaks, in which the
electron particle flux IT'. is negligible to determine ambipolar F,. In non-axisymmetric
cases [, is comparable to I'; and is needed to calculate the evolution of ambipolar electric
field. To reduce the time consumption for simulation, we adopt a hybrid model. While the
ion transport is solved by the ¢ f method, the electron flux is obtained from GSRAKE[9],
a numerical solver of ripple-averaged kinetic equation. Thus FORTEC-3D enables us to
investigate neoclassical transport and the evolution of radial electric field including the
FOW effects of ions in general 3D configurations, from a microscopic point of view.

The remainder of the paper is organized as follows. In Sec. 2, formulation of § f
Monte-Carlo method and our simulation modeling are explained. In Sec. 3, NC transport
simulation in a tokamak configuration is shown. It is shown that the geodesic-acoustic-
mode (GAM) oscillation in tokamak is affected by the FOW effects. The evolution of
FE, on each flux surface is found to be coupled if the banana width is large. Effects of
potato particles on transport are also shown. We have developed an extended transport
theory including the FOW effects[10]. From the new neoclassical theory we show that the
potato orbits around the axis plays an important role to the decreasing tendency of ion
heat conductivity around the magnetic axis. In Sec. 3, a test calculation of NC transport
in a LHD-like configuration in combination with GSRAKE is presented. The relaxation
process of GAM oscillation toward ambipolar steady state is simulated precisely.

2. Simulation model

Consider a general toroidal plasma in the magnetic coordinates (p, 6, (), where p = /1 /1,
is a normalized radial coordinate and 1, is the toroidal flux label on the boundary. To solve
the time development of a plasma distribution function in the phase space (p,0,(, K =
v = mv? /2B), the linearized drift kinetic equation

Dof [0

B = |G+ K+ (v = Gl fun)] 0 = —va (Vs = G2 ) fu 4 P 1)

is considered. Here, E, = —d®/dpVp is radial electric field, v, is the drift velocity of a
guiding center, and fy; = far(p, K) is Maxwellian of a flux-surface function. The linearized
test-particle collision operator Cy, is implemented numerically as a random kick in the
velocity space. The field-particle collision operator P fy; is defined so as to satisfy the
conservation lows for collision operator

/(Ctp—i‘,PfM)M{o,Lz}dV = 0, (2)
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where My = 1, M; = v, and My = K, respectively[l11]. The use of the operator
which acts correctly as the linearized Fokker-Planck collision term is an advantage of our
code to apply it to general toroidal geometry. Because of the break of the momentum-
conservation low, it is known that the pitch-angle scattering operator, though it is a good
approximation for neoclassical theory in helical systems, cannot be simply applied to the
transport analysis in axisymmetric plasmas[12]. Note also that in the §f formulation,
the FOW effect is included in the term v, - V4§ f, which is usually dropped in standard
local transport models. We adopted the 2-weight scheme[6] to solve eq. (1) by Monte-
Carlo method. Two weights w and p which satisfy the relation wg = 6f, pg = fu
are introduced, where ¢ is the distribution function of simulation markers. Each marker
follows the track in the phase space according to the lhs of eq. (1), that is, Dg/Dt = 0 is
satisfied. Then the problem is reduced to solve the evolution of weights for each markers

i = Ll (v-F2) 4 ®)
p = fiMVd' <V—%) Sy (4)

We have also adopted a weight averaging technique to suppress the dispersion spreading
of the weight fields[13].
The self-consistent evolution of the radial electric field is solved according to

CQ 8E p7t neo neo
(090 + {190 ) ) 0?40 — ez — 1), )
A

where the ion particle flux is obtained from I'?* = ([ d®v p §f;). In tokamak cases, [
is negligible since |I'./T;| ~ O(y/me/m;). In non-axisymmetric cases, however, I'"°° is
comparable to I'?*° and the balance between these two fluxes determines the ambipolar E,.
Since ion and electron fluxes are strongly dependent on E, in the collisionless 1/v regime
and the ambipolar condition I';(E,) = I'.(F,) sometimes has a multiple solution, we need
a proper evaluation for I', as well as I'; in order to investigate important phenomena
in NC transport in stellarators such as time evolution and bifurcation of electric field.
However, solving both ion and electron transport by Jf scheme is not practical way
because the orbit time scales of two species are too separated, and because it is expected
that the FOW effect on transport is significant only for ions. In FORTEC-3D only the
ion part is solved by using the § f method. The table of I'.(E,, p) for a given profile is
prepared by GSRAKE, and I, is referred from the table at each time step in solving eq.
(5) in FORTEC-3D. GSRAKE is designed to give a general solution for ripple-averaged
kinetic equation. The solution is valid throughout the entire long-mean-free-path (LMFP)
regime. It is applicable to general, multi-helicity 3-dimensional configurations in which
the magnetic field strength is given in a form

B = By + Z By n(p) cosn( + Z Z Bin(p) cos(n¢ — mb). (6)

n=0 m=1n=—o00

In our simulation system, the table of Fourier components of B are extracted from MHD
equilibrium field solved by VMEC, and it is transfered to FORTEC-3D and GSRAKE. The



4 TH/P2-18

adaptability of GSRAKE to transport calculation in LHD plasmas has been benchmarked
by comparing other numerical codes or analytical expressions previously|[9].

Adopting the hybrid model, our simulation system is capable of solving neoclassical
transport in general 2D and 3D configurations without missing the important role of the
FOW effects of ions, within a practical calculation time. A typical simulation using 50
million markers in 3D configuration takes 20 hours to run a simulation to reach a steady
state solution. It also enables us to investigate neoclassical transport dynamics in the
whole plasma region from a microscopic point of view. The issues to be interested in with
FORTEC-3D code are (1) the FOW effects on neoclassical transport (2) the propagation
and damping of GAM oscillation in the entire plasma region (3) the effects of direct orbit-
loss or some external sources and (4) precise simulation of the bifurcation phenomena and
evolution of ambipolar E, field in non-axisymmetric systems. In the following chapter our
recent simulation results in tokamak and a LHD-like configuration are shown.

3. Transport simulation in 2D configurations

It has been revealed that the NC ion heat conductivity yx; calculated by Monte-Carlo
method decreases in the near-axis region of tokamaks[6,14,15]. To explain this, we have
developed a new transport formulation for axisymmetric plasma to include the large-
scale orbital properties of potato particles into NC theory[10]. It is based on Lagrangian
description of drift-kinetic equation[16], in which the kinetic equation is solved in the
phase space of the constants of motion (€, u, (1)) in the collisionless limit. Here, £ is the
total energy, p is the magnetic moment, and (¢) is averaged radial position of guiding-
center motion. The reduced drift-kinetic equation for the averaged distribution function

f(z) = f(&E, u, (1)) is as follows

of 10 v(E, () |/ 0z 0z \ Of mu) 0z
o= e T2 [<%'V'a—v>£‘<73—v'w>] ™

where V(v) = v?l — vv, w = v*b — v|v, v is collision frequency, and .J. is Jacobian.
The rhs of eq.(7) describes the orbit-averaged collision operator, and (---) is the orbit
averaging operator. This equation can be interpreted as a description of the diffusion
process of averaged radial position of particles by collisions. Since the orbit average
is taken along real orbit, orbital properties of fat potato particles are included in the
formulation. Equation (7) is solved by expanding f = fo + fi + --- and calculate the
non-vanishing lowest order df/dt in the second order. The final solution is obtained in
the form of transport coefficients in an usual manner such as D; and y;. The details of
how to solve eq. (7) numerically is summarized in [10].

Typical potato orbit width is estimated as A, ~ (¢?p?Ro)'/3, where p; is ion Larmor
radius. Therefore, A, becomes larger in reversed-shear configuration where ¢ > 1 around
the magnetic axis. To see the dependence of y; on A, we show in Fig. 1 the example of
calculation of ; in two configurations, one is a normal-shear case guzis = 1.5, Gedge = 4
and A, ~ 0.08, and the other is a reversed-shear case ¢uuzis = 8, ¢min = 1.5 at r = 0.5,
Qedge = 4, and A, ~ 0.18 respectively. The results are compared with the fitting formula
of neoclassical theory in the standard local analysis[17], and the result from FORTEC-3D
for the reversed-shear case. As shown in other Monte-Carlo simulations, y; obtained from
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Lagrangian theory decreases in the near-axis region and the decreasing region width is
proportional to A,. The FORTEC calculation shows qualitatively the same decreasing
tendency of x; though it is somewhat weaker compared with Lagrangian theory. In
conclusion, the reduction of x; around the magnetic axis can be explained by the existence
of potato particles which is not considered in standard neoclassical theory.

Next example is GAM oscillation and damping. By a similar mechanism of Landau
damping, GAM damps if ¢ ~ 1. Though the damping occurs even in the local transport
model as in [18] by solving the kinetic equation only on the sole flux surface, the oscillation
of E, on neighboring surfaces are expected to couple through the particle motion passing
these surfaces. The simulation results by FORTEC-3D are shown in Fig. 2 and 3 for
a reversed-shear configuration ¢uqis = 3, ¢min = 1.2 at 7 = 0.5, and geqge = 8, varying
banana width by changing B and T;. A strong coupling effect can be seen in large-width
case where the damping of E,. oscillation occurred on the resonant surface r ~ 0.5 affects
the time evolution of F, on inner and outer surfaces. On the other hand, GAM oscillation
on each flux surface seems to be decoupled in the small-width case. The beat patterns
of the oscillation amplitude seen in these figures are also explained by the coupling effect
of GAM oscillation because the GAM frequency varies in space proportional to thermal
velocity on each surfaces. Thus the global evolution of GAM oscillation is found to have
a non-local dependency if the orbit scale is large.

4. Transport simulation in 3D configurations

As a benchmark of our hybrid model combining FORTEC-3D and GSRAKE, we show
here a simulation results in a LHD-like configuration . The simulation parameters are
Ruzis = 3.T7m, Bazis = 0.08%, By = 1.6T, and whole plasma region is well in the LMFP
(plateau - 1/v) regime. The table of I'.(E,, p) calculated from GSRAKE is shown in
Fig. 4. By referring the table, FORTEC-3D solves time evolution of radial electric field
and neoclassical transport for ions. In Fig. 5, the contour plot of radial electric field
in the (p,t) plane is shown. The ¢ profile is monotonically increasing and it has ¢ = 1
surface at p >~ 0.8. GAM ocsillation is strongly damped there and never appears at
p > 0.8, while the oscillation sustains long time at the inner region. Therefore, the
relaxation time scale of E,. and I'; to a steady, ambipolar state varies in radial direction
depending on the rotational transform profile. The ambipolar electric field at the steady
state is shown in Fig. 6. In GSRAKE we can calculate I'; as well as I'. and ambipolar
electric field can be predicted by seeking the roots satisfies I, = I';. It is also shown in
Fig. 6. In the present case only one negative root is found in the entire region. These
two simulation results show a little different ambipolar F,.. The ion flux calculated in
FORTEC-3D contains several effects which is neglected in calculating I'; in GSRAKE
such as the FOW effects, neoclassical polarization drift in a time-dependent field, energy-
scattering in collision term, and orbit loss at the boundary, etc. These differences are
considered to be attributed to the difference in I';(FORTEC-3D) and I';(GSRAKE) as
large as several tens % seen in the simulation result, and it leads to the difference in the
ambipolar electric field profile.
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We have developed a global neoclassical transport simulation code FORTEC-3D which is
applicable both to axisymmetric and non-axisymmetric toroidal configurations including
the finite-orbit-width effect and self-consistent time evolution of radial electric field. By
using it, we have demonstrated several transport phenomena which contains non-local
effects both in tokamak and stellarator plasmas. It is a promissing tool to investigate
non-local transport phenomena and global transport dynamics. We are planning to uti-
lize the simulation system to reveal the non-local process in the evolution of ambipolar
electric field in LHD plasmas including the bifurcation phenomenon.
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Neoclassical(NC) transport theory has been successfully established under the assumption
of the local transport model(small-orbit-width (SOW) limit)[1,2]. However, there are some
cases in recent experiments where the assumption is not valid, for example, at the internal
transport barrier(ITB) and in the core region of tokamak where potato orbits[3] appear.
The potato width becomes several tens % of the plasma minor radius in a reversed-shear
configuration, and to evaluate transport level in such cases the finite-orbit-width(FOW)
effect of trapped particles should be considered. Neoclassical transport theory for 3-
dimensional stellarator configurations has also been considered in the SOW-limit[4,5]. The
drift orbits in stellarators are much complicated compared to those in tokamaks. Though
the orbit widths of ripple-trapped particles are small, transit particles in stellarators
have large orbit scales, and energetic particles trapped helically are easy to lose from the
confinement region. In order to take account of those particles in NC transport calculation,
conventional analytical method is hard to apply, and global properties of particle motion
should be taken into account.

Another interest in recent study on NC transport is the formation of the radial electric
field F,. Since the lowest-order NC flux is intrinsic ambipolar in tokamaks, the higher-
order terms appeared from the FOW effect must be retained to evaluate the time evolution
of E,.. In stellarators, the radial flux is non-ambipolar even in the lowest order. Because
NC fluxes in non-axisymmetric plasmas are sensitive to electric field, determination of
the self-consistent ambipolar electric field is one of the main task of neoclassical theory.
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However, the role of the FOW effects in the evolution of radial electric field has not been
investigated in detail.

To carry out a general and detailed research on neoclassical transport phenomena
including the finite-orbit-width effects and radial electric field, we develop a numerical
transport simulation code FORTEC-3D using the ¢ f Monte-Carlo method[6,7]. Tt solves
the time evolution of neoclassical fluxes as well as the self-consistent radial electric field, in
multidimensional MHD equilibrium configurations obtained from VMEC[8]. The original
FORTEC has been developed to solve NC transport for ions in tokamaks, in which the
electron particle flux IT'. is negligible to determine ambipolar F,. In non-axisymmetric
cases [, is comparable to I'; and is needed to calculate the evolution of ambipolar electric
field. To reduce the time consumption for simulation, we adopt a hybrid model. While the
ion transport is solved by the ¢ f method, the electron flux is obtained from GSRAKE[9],
a numerical solver of ripple-averaged kinetic equation. Thus FORTEC-3D enables us to
investigate neoclassical transport and the evolution of radial electric field including the
FOW effects of ions in general 3D configurations, from a microscopic point of view.

The remainder of the paper is organized as follows. In Sec. 2, formulation of § f
Monte-Carlo method and our simulation modeling are explained. In Sec. 3, NC transport
simulation in a tokamak configuration is shown. It is shown that the geodesic-acoustic-
mode (GAM) oscillation in tokamak is affected by the FOW effects. The evolution of
FE, on each flux surface is found to be coupled if the banana width is large. Effects of
potato particles on transport are also shown. We have developed an extended transport
theory including the FOW effects[10]. From the new neoclassical theory we show that the
potato orbits around the axis plays an important role to the decreasing tendency of ion
heat conductivity around the magnetic axis. In Sec. 3, a test calculation of NC transport
in a LHD-like configuration in combination with GSRAKE is presented. The relaxation
process of GAM oscillation toward ambipolar steady state is simulated precisely.

2. Simulation model

Consider a general toroidal plasma in the magnetic coordinates (p, 6, (), where p = /1 /1,
is a normalized radial coordinate and 1, is the toroidal flux label on the boundary. To solve
the time development of a plasma distribution function in the phase space (p,0,(, K =
v = mv? /2B), the linearized drift kinetic equation

Dof [0

B = |G+ K+ (v = Gl fun)] 0 = —va (Vs = G2 ) fu 4 P 1)

is considered. Here, E, = —d®/dpVp is radial electric field, v, is the drift velocity of a
guiding center, and fy; = far(p, K) is Maxwellian of a flux-surface function. The linearized
test-particle collision operator Cy, is implemented numerically as a random kick in the
velocity space. The field-particle collision operator P fy; is defined so as to satisfy the
conservation lows for collision operator

/(Ctp—i‘,PfM)M{o,Lz}dV = 0, (2)



3 TH/P2-18

where My = 1, M; = v, and My = K, respectively[l11]. The use of the operator
which acts correctly as the linearized Fokker-Planck collision term is an advantage of our
code to apply it to general toroidal geometry. Because of the break of the momentum-
conservation low, it is known that the pitch-angle scattering operator, though it is a good
approximation for neoclassical theory in helical systems, cannot be simply applied to the
transport analysis in axisymmetric plasmas[12]. Note also that in the §f formulation,
the FOW effect is included in the term v, - V4§ f, which is usually dropped in standard
local transport models. We adopted the 2-weight scheme[6] to solve eq. (1) by Monte-
Carlo method. Two weights w and p which satisfy the relation wg = 6f, pg = fu
are introduced, where ¢ is the distribution function of simulation markers. Each marker
follows the track in the phase space according to the lhs of eq. (1), that is, Dg/Dt = 0 is
satisfied. Then the problem is reduced to solve the evolution of weights for each markers

i = Ll (v-F2) 4 ®)
p = fiMVd' <V—%) Sy (4)

We have also adopted a weight averaging technique to suppress the dispersion spreading
of the weight fields[13].
The self-consistent evolution of the radial electric field is solved according to
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where the ion particle flux is obtained from I'?* = ([ d®v p §f;). In tokamak cases, [
is negligible since |I'./T;| ~ O(y/me/m;). In non-axisymmetric cases, however, I'"°° is
comparable to I'?*° and the balance between these two fluxes determines the ambipolar E,.
Since ion and electron fluxes are strongly dependent on E, in the collisionless 1/v regime
and the ambipolar condition I';(E,) = I'.(F,) sometimes has a multiple solution, we need
a proper evaluation for I', as well as I'; in order to investigate important phenomena
in NC transport in stellarators such as time evolution and bifurcation of electric field.
However, solving both ion and electron transport by Jf scheme is not practical way
because the orbit time scales of two species are too separated, and because it is expected
that the FOW effect on transport is significant only for ions. In FORTEC-3D only the
ion part is solved by using the § f method. The table of I'.(E,, p) for a given profile is
prepared by GSRAKE, and I, is referred from the table at each time step in solving eq.
(5) in FORTEC-3D. GSRAKE is designed to give a general solution for ripple-averaged
kinetic equation. The solution is valid throughout the entire long-mean-free-path (LMFP)
regime. It is applicable to general, multi-helicity 3-dimensional configurations in which
the magnetic field strength is given in a form

B = By + Z By n(p) cosn( + Z Z Bin(p) cos(n¢ — mb). (6)

n=0 m=1n=—o00

In our simulation system, the table of Fourier components of B are extracted from MHD
equilibrium field solved by VMEC, and it is transfered to FORTEC-3D and GSRAKE. The
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adaptability of GSRAKE to transport calculation in LHD plasmas has been benchmarked
by comparing other numerical codes or analytical expressions previously|[9].

Adopting the hybrid model, our simulation system is capable of solving neoclassical
transport in general 2D and 3D configurations without missing the important role of the
FOW effects of ions, within a practical calculation time. A typical simulation using 50
million markers in 3D configuration takes 20 hours to run a simulation to reach a steady
state solution. It also enables us to investigate neoclassical transport dynamics in the
whole plasma region from a microscopic point of view. The issues to be interested in with
FORTEC-3D code are (1) the FOW effects on neoclassical transport (2) the propagation
and damping of GAM oscillation in the entire plasma region (3) the effects of direct orbit-
loss or some external sources and (4) precise simulation of the bifurcation phenomena and
evolution of ambipolar E, field in non-axisymmetric systems. In the following chapter our
recent simulation results in tokamak and a LHD-like configuration are shown.

3. Transport simulation in 2D configurations

It has been revealed that the NC ion heat conductivity yx; calculated by Monte-Carlo
method decreases in the near-axis region of tokamaks[6,14,15]. To explain this, we have
developed a new transport formulation for axisymmetric plasma to include the large-
scale orbital properties of potato particles into NC theory[10]. It is based on Lagrangian
description of drift-kinetic equation[16], in which the kinetic equation is solved in the
phase space of the constants of motion (€, u, (1)) in the collisionless limit. Here, £ is the
total energy, p is the magnetic moment, and (¢) is averaged radial position of guiding-
center motion. The reduced drift-kinetic equation for the averaged distribution function

f(z) = f(&E, u, (1)) is as follows

of 10 v(E, () |/ 0z 0z \ Of mu) 0z
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where V(v) = v?l — vv, w = v*b — v|v, v is collision frequency, and .J. is Jacobian.
The rhs of eq.(7) describes the orbit-averaged collision operator, and (---) is the orbit
averaging operator. This equation can be interpreted as a description of the diffusion
process of averaged radial position of particles by collisions. Since the orbit average
is taken along real orbit, orbital properties of fat potato particles are included in the
formulation. Equation (7) is solved by expanding f = fo + fi + --- and calculate the
non-vanishing lowest order df/dt in the second order. The final solution is obtained in
the form of transport coefficients in an usual manner such as D; and y;. The details of
how to solve eq. (7) numerically is summarized in [10].

Typical potato orbit width is estimated as A, ~ (¢?p?Ro)'/3, where p; is ion Larmor
radius. Therefore, A, becomes larger in reversed-shear configuration where ¢ > 1 around
the magnetic axis. To see the dependence of y; on A, we show in Fig. 1 the example of
calculation of ; in two configurations, one is a normal-shear case guzis = 1.5, Gedge = 4
and A, ~ 0.08, and the other is a reversed-shear case ¢uuzis = 8, ¢min = 1.5 at r = 0.5,
Qedge = 4, and A, ~ 0.18 respectively. The results are compared with the fitting formula
of neoclassical theory in the standard local analysis[17], and the result from FORTEC-3D
for the reversed-shear case. As shown in other Monte-Carlo simulations, y; obtained from
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Lagrangian theory decreases in the near-axis region and the decreasing region width is
proportional to A,. The FORTEC calculation shows qualitatively the same decreasing
tendency of x; though it is somewhat weaker compared with Lagrangian theory. In
conclusion, the reduction of x; around the magnetic axis can be explained by the existence
of potato particles which is not considered in standard neoclassical theory.

Next example is GAM oscillation and damping. By a similar mechanism of Landau
damping, GAM damps if ¢ ~ 1. Though the damping occurs even in the local transport
model as in [18] by solving the kinetic equation only on the sole flux surface, the oscillation
of E, on neighboring surfaces are expected to couple through the particle motion passing
these surfaces. The simulation results by FORTEC-3D are shown in Fig. 2 and 3 for
a reversed-shear configuration ¢uqis = 3, ¢min = 1.2 at 7 = 0.5, and geqge = 8, varying
banana width by changing B and T;. A strong coupling effect can be seen in large-width
case where the damping of E,. oscillation occurred on the resonant surface r ~ 0.5 affects
the time evolution of F, on inner and outer surfaces. On the other hand, GAM oscillation
on each flux surface seems to be decoupled in the small-width case. The beat patterns
of the oscillation amplitude seen in these figures are also explained by the coupling effect
of GAM oscillation because the GAM frequency varies in space proportional to thermal
velocity on each surfaces. Thus the global evolution of GAM oscillation is found to have
a non-local dependency if the orbit scale is large.

4. Transport simulation in 3D configurations

As a benchmark of our hybrid model combining FORTEC-3D and GSRAKE, we show
here a simulation results in a LHD-like configuration . The simulation parameters are
Ruzis = 3.T7m, Bazis = 0.08%, By = 1.6T, and whole plasma region is well in the LMFP
(plateau - 1/v) regime. The table of I'.(E,, p) calculated from GSRAKE is shown in
Fig. 4. By referring the table, FORTEC-3D solves time evolution of radial electric field
and neoclassical transport for ions. In Fig. 5, the contour plot of radial electric field
in the (p,t) plane is shown. The ¢ profile is monotonically increasing and it has ¢ = 1
surface at p >~ 0.8. GAM ocsillation is strongly damped there and never appears at
p > 0.8, while the oscillation sustains long time at the inner region. Therefore, the
relaxation time scale of E,. and I'; to a steady, ambipolar state varies in radial direction
depending on the rotational transform profile. The ambipolar electric field at the steady
state is shown in Fig. 6. In GSRAKE we can calculate I'; as well as I'. and ambipolar
electric field can be predicted by seeking the roots satisfies I, = I';. It is also shown in
Fig. 6. In the present case only one negative root is found in the entire region. These
two simulation results show a little different ambipolar F,.. The ion flux calculated in
FORTEC-3D contains several effects which is neglected in calculating I'; in GSRAKE
such as the FOW effects, neoclassical polarization drift in a time-dependent field, energy-
scattering in collision term, and orbit loss at the boundary, etc. These differences are
considered to be attributed to the difference in I';(FORTEC-3D) and I';(GSRAKE) as
large as several tens % seen in the simulation result, and it leads to the difference in the
ambipolar electric field profile.
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We have developed a global neoclassical transport simulation code FORTEC-3D which is
applicable both to axisymmetric and non-axisymmetric toroidal configurations including
the finite-orbit-width effect and self-consistent time evolution of radial electric field. By
using it, we have demonstrated several transport phenomena which contains non-local
effects both in tokamak and stellarator plasmas. It is a promissing tool to investigate
non-local transport phenomena and global transport dynamics. We are planning to uti-
lize the simulation system to reveal the non-local process in the evolution of ambipolar
electric field in LHD plasmas including the bifurcation phenomenon.
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FIG. 1: x; calculated in normal and reversed
shear configurations from Lagrangian neoclas-
sical theory. Dotted lines are fitting formula
by Chang and Hinton. The line with diamonds
1s a result from FORTEC-3D.
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FIG. 3: Time evolution of E,. in the same
configuration as in Fig. 1 but A, is about 1/3
times marrower by changing the strength of
B-field and ion temperature.
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FIG. 2: Time evolution of E, on three
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FORTEC-3D when it reached a steady state.

References

]

]

]

]

] SHAING, K. C. and CALLEN, J. D., Phys. Fluids 26 (1983) 3315.

]| WANG, W. X., et al., Plasma Phys. Control. Fusion 41 (1999) 1091.

] OKAMOTO, M., et al., Journal of Plasma and Fusion Research 78 (2002) 1344.
| HIRSHMAN, S. P. and Betancourt, O., J. Comput. Phys. 96 (1991) 99.

| BEIDLER, C. D. and MAASBERG, H., Plasma Phys. Control. Fusion 43 (2001)
[10] SATAKE, S., et al., Phys. Plasmas 9 (2002) 3946.

[11] LIN, Z., et al., Phys. Plasmas 2 (1995) 2975.

[12] SUGAMA, H, and NISHIMURA, S, Phys. Plasmas 9 (2002) 4637.

[13] BRUNNER, S., et al., Phys. Plasmas 6 (1999) 4504.

[14] LIN, Z., et al., Phys. Plasmas 4 (1997) 1707.

[15] BERGMANN, A, et al., Phys. Plasmas 8 (2001) 5192.

[16) BERNSTEIN, I. B. and MOLVIG, K., Phys. Fluids 26 (1983) 1488.

[17] CHANG, C. H. and HINTON, F. L., Phys. Fluids 25 (1982) 1493.

[18] NOVAKOVSKII, S. V., et al., Phys. Plasmas 4 (1997) 4272.



1 THP4-30

A Global Simulation of ICRF Heating in a 3D Magnetic Configuration

S. Murakami 1), A. Fukuyama 1), T. Akutsu 1), N. Nakajima2), V. Chan 3), M. Choi 3),
S.C. Chiu 4), L. Lao 3), V. Kasilov 5), T. Mutoh 1), R. Kumazawa 1), T. Seki 1), K. Saito 1),
T. Watari 1), M. Isobe 1), T. Saida 6), M. Osakabe 1), M. Sasao 6)

and LHD Experimental Group

1) Department of Nuclear Engineering, Kyoto University, Kyoto 606-8501, Japan
2) National Institute for Fusion Science, Oroshi, Toki, Gifu 509-5292, Japan

3) General Atomics, P.O. Box 85608, San Diego, California 92186-5608, USA
4) Sunrise R&M, Inc., 8585 Hopseed Lane, San Diego, California 92129, USA
5) Institute of Plasma Physics, National Science Center, KIPT, Kharkov, Ukraine
6) Graduate School of Engineering, Tohoku University, Sendai 980-8579, Japan

e-mail contact of main author: murakami@nucleng.kyoto-u.ac.jp

Abstract. A global simulation code for the ICRF heating analysis in a three-dimensional (3D) magnetic
configuration is developed combining two global simulation codes; a drift kinetic equation solver, GNET, and a
wave field solver, TASK/WM. Both codes take into account 3D geometry using the numerically obtained 3D
MHD equilibrium. The developed simulation code is applied to the LHD configuration as an example.
Characteristics of energetic ion distributions in the phase space are clarified in LHD. The simulation results are
also compared with experimental results by evaluating the count number of the neutral particle analyzer using

the obtained energetic ion distribution, and a relatively good agreement is obtained.

1. Introduction

ICRF heating experiments has been successfully done in helical systems[1-7] and have
demonstrated the effectiveness of this heating method in three-dimensional (3D) magnetic
configurations. In LHD, a significant performance of this method have also shown[8-11] and
up to 500keV of energetic tail ions have been observed by fast neutral particle analysis
(NPA)[12,13]. These measured results indicate a good property of energetic ion confinement
in helical systems. However, the measured information by NPA is obtained as an integrated
value along a line of sight and we need a reliable theoretical model for reproducing the
energetic ion distribution to discuss the confinement of energetic ions accurately.

On the other hand, ICRF heating generates highly energetic trapped ions, which drift
around the torus for a long time (typically on a collisional time scale) interacting with the RF
wave field. Thus, the behavior of these energetic ions is strongly affected by the
characteristics of the drift motions, that depend on the magnetic field configuration. In
particular, in a 3D magnetic configuration, complicated drift motions of trapped particles
would play an important role in the confinement of the energetic ions and the ICRF heating
process.

Many efforts have been made to analyze the energetic particle distribution and the transport
during ICRF heating, analytically and numerically (Fokker-Planck model and etc.), but most
of the analyses using local approximation. A simple Orbit following Monte Carlo simulation
has been used to take into account the non-local effect due to finite orbit size of energetic
ions[1-3]. However, the energetic particle distribution changes in time and we can not obtain
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a correct steady state by this type of Monte Carlo 2.5e+15

simulation[14]. To obtain a steady state we should

consider the balanced state between particle source and 2e+15 1
sink correctly in a global simulation. °
Additionally, since the wavelength of the ICRF §1-56+15}
heating is typically comparable to the plasma scale @
1le+15 |

length and the 3D geometry effect on the RF wave field
would be also important in a 3D magnetic configuration.
Therefore a global simulation of ICRF heating is  9€+14 1
necessary for the accurate modeling of the plasma

heating process in a 3D magnetic configuration. 0 o 02 04 06 08 1
In this paper we study the ICRF heating in a 3D r/a

magnetic  configuration ~combining two global  gG. ;. Radial profiles of the

simulation codes; a drift kinetic equation solver GNET minority ion sources:;

[15,16] and a wave field solver TASK/WM [17]. We  1n,y=2.0x10"m™ (solid line) and
apply the simulation code to the LHD configuration as 1.0 x 10" m” (dotted line).

an example. We make clear the characteristics of

energetic ions distribution in the phase space, and also show the confinement property of
LHD configurations by comparing the simulation and experimentally observed results.

2. Simulation Model

In order to study the ICRF heating in a 3D magnetic field configuration we have developed
a global simulation code combining two global codes; GNET and TASK/WM.

GNET solves a linearized drift kinetic equation for energetic ions including complicated
behavior of trapped particles in 5-D phase space as
where C(f) and Q,, are the linear Coulomb Collision operator and the ICRF heating term.

Lo +9 )V 420V f ~C(D= Qoo ()= Ly =
S, anicie 18 the particle source term by ionization of neutral particle and the radial profile of the
source is evaluated using AURORA code. Figure 1 shows the typical profile of minority ion
source for two densities. The particle sink (loss) term, L., consists of two parts; one is the
loss by the charge exchange loss assuming the same neutral particle profile as the source term
calculation and the other is the loss by the orbit loss escaping outside of outermost flux
surface.

In GNET code the minority ion distribution fis evaluated through a convolution of S,
with a characteristic time dependent Green function evaluated using test particle Monte Carlo
method. We follows the test particle orbits to evaluate the Green function in the Boozer
coordinates.
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The Q,xr term is modeled by the Monte Carlo method. When the test particle pass through
the resonance layer where w-k,v,=nw, the perpendicular velocity of this particle is
changed by the following amount,

AVJ_=\/

zil\E
2m 't

2 2
+£12{1E+Jn_1(klp)}2 sin2g. —v

q
Vl0+%I‘E+‘Jn_1(kLp) cos g,

2
J,(kep) cosg,+ L1
8m=v

[=~27/n6 or 2a(nd/2)"3 Ai(0)

2,
Jn_l(klp)} sin2¢),

E
+

This expression includes the quadratic terms in wave amplitude and the averages of Av, and
Av? over the random phase we obtain up to the leading order terms,

2
q 2 2

Av, ) =—F—1

(Bv.) 16m*v,,

E

4

E

4+

2
g <Avi> z#lz

and the following relation is fulfilled.

<AVL>= L2 (VOL <sz>)

Voo oy 2

The spatial profile of RF wave electric field is necessary for the accurate calculation of the
ICRF heating. The profile of RF wave field is an important factor on the ICRF heating and
this profiles affect the particle orbit. We evaluate the RF wave field by the TASK/WM code.
TASK/WM solves Maxwell's equation for RF wave electric field, Eg; with complex
frequency, w, as a boundary value problem in the 3D magnetic configuration.

2

VxVxE .. =w—2§-ERF +imw,)
c

ext?

Here, the external current, j.,, denotes the antenna current in ICRF heating. The response of
the plasma is described by a dielectric tensor including kinetic effects in a local normalized
orthogonal coordinates.

In the simulation, first, we solve the RF wave field assuming the minority ion distribution
and then we solve the minority ion distribution by GNET. Both codes assume a 3D magnetic
configuration based on the MHD equilibrium by the VMEC code.

The developed code is benchmarked with ORBIT-RF [18] for 2-D geometry applying to
the DIII-D configuration.
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3. Simulation Results

We apply the global simulation code to a LHD configuration (R, = 3.6m; the in-ward
shifted configuration). This LHD configuration conforms the o-optimized configuration and
shows relatively good trapped particle orbit[19]. Most of ICRF heating experiments has been
performed in this configuration.

The RF resonance position relative to magnetic flux surface has been tested mainly for two
cases in the LHD experiments. One is the off-axis heating case in which the resonance surface
almost crossing a saddle point of magnetic field at the longitudinally elongated cross section.
In the off-axis case the resonance region only exists for »/a>0.5. The other is the on-axis
heating in which the resonance surface crossing a magnetic axis. The relation between the
resonance surface and flux surfaces are shown in Fig. 2. The experimentally obtained results
have shown the difference in the heating efficiencies and the decrease of energetic particle
neutral count number detected by natural diamond detector (NDD-NPA) [20].

We, first, apply the TASK/WM code to evaluate the RF wave electric fields (£; and E.)
and, then, the obtained spatial profile of the RF field is used as a RF heating term in the
GNET code. The similar heating and plasma parameters as the experimental ones are assumed
in the calculation.

Figure 3 shows the steady state distribution of the minority ions during ICRF heating
obtained by GNET. We plot the flux surface averaged tail ion distribution in the three
dimensional space (r/a, Vv, V,.,), Where a/r, v, and v, are the normalized averaged minor
radius, the parallel and perpendicular velocities normalized by the thermal velocity at the
plasma center, respectively.

The RF wave accelerates minority ions perpendicularly in the velocity space and we can
see perpendicularly elongated minority ion distributions. We find a peaked energetic tail ion
distribution near r/a~0.5 in the off-axis heating case (Fig.3, left). Also, the energetic ions
distribution has a triangular shape. This is because the large absorption of RF wave occurs
when the banana tips of trapped particles are close to the resonance surface and those pitch
angle of the particle depends on the minor radius (monotonically increase as a function of
minor radius).

On the other hand we can see no strong peak in the distribution function in the on-axis
heating case (Fig.3, right). The energetic particle distribution is broader than that of the
off-axis case and the less energetic tail ion is obtained.

Figure 4 shows the minority ion pressure, which shows a population of energetic ions in
the real space. We can see the clear difference between two heating cases. The high pressure
regions are localized along the helical ripple where the magnetic field is weak and trapped
particle are confined in this region. On the other hand the high pressure region is not localized
and the a little stronger in the outer side (left side of the figure) of the torus.
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FIG. 3: Steady state distribution of energetic tail ions in the (v/a, E, pitch angle)
space in the off-axis point heating case (left) and on-axis heating case (right).

FIG. 4: 3D plots of the minority ion pressure in the off-axis point heating case (left)
and on-axis heating case (vight).
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To understand this difference we plotted the resonance
magnetic field strength with the modulation of magnetic
field along the field line. Figure 5 shows the relative
strength of the resonant magnetic field for two heating
cases; the off-axis case (dotted line) and the on-axis
heating case (dashed line).

The trapped particle whose banana tip is close to the
resonance surface can absorb large energy from the RF
wave. We can see, in the off-axis heating case, that the
trapped particle absorbing large energy exists almost all
region along the field line. This means that the those
particle are resonate for a longer time and interact many magnetic field line
times with the RF wave.

On the other hand the large absorbing trapped particle ~ £I1G. 5: Magnetic field strength
are a partly exist in the on-axis case. This means that the —@long the field line at the flux
orbit of the large absorbing trapped particle is unstable —Suface of r/a=0.5.
and the transition between helically and toroidally
trapped particles occurs. This transition takes place the
stochastic behavior of the particle orbit and enhances the radial diffusion of energetic
particles.

Therefore, we can conclude that the higher peak is observed in the distribution function in
the off-axis case because the large absorbing trapped particles are more stable in the off-axis
case than that of the on-axis heating case.

We can see the difference between two heating cases more clearly by the radial profile of
the heating. Figure 6 shows the radial profiles of energetic ion pressure, heat deposition and
minority ion density. The peaked pressure profile can be seen in the off axis case and the
broader one is in the on-axis case. The heat deposition also shows the maximum near r/a=0.5
in the off-axis case and flat one in the on axis case. The estimated heating efficiencies are
about 70% for both cases and the difference of the radial profile does not influence the
heating efficiency.

on-axis

magnetic field strength [T]

off-axis

It is also found that the minority ions are pumped out near 1/a=0.5 in the off-axis case and
near the axis in the on-axis case. These indicate that ICRF heating diffuse out the minority
ions from the resonance layer.

To compare with the experimental results we have simulated the neutral count number
detected by NDD-NPA using the simulation results. Relatively good agreement is obtained
between the experimental and simulation results (Fig.7). Both the computed and the
experimental counts have similar dependency on the energy spectrum.
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FIG. 6: Radial profiles of energetic ion pressure, heat deposition and minority ion density for the
saddle point heating (red solid) and the on axis heating (blue dotted, closed).
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FIG. 7: Comparisons of the energy spectrum by the NDD-N PA
results (left) and the simulation results (right) for the saddle
point heating (red open) and the on axis heating (blue closed).

5. Conclusions

We have developed a global simulation code combining two code; GNET and TASK/WM.
The GNET code solves a linearized drift kinetic equation for energetic ions including
complicated behavior of trapped particles in 5-D phase space and the TASK/WM code solves
Maxwell's equation for RF wave electric field with complex frequency as a boundary value
problem in the 3D magnetic configuration.

The developed code has been applied to the analysis of energetic tail ion transport during
ICRF heating in the LHD plasma. A steady state distribution of energetic tail ion has been
obtained and the characteristics of distribution in the phase space are clarified. The resonance
position dependency on the distribution have been shown and larger tail formation have been
obtained in the off-axis heating case. This tendency agrees well with the experimental results.
We have compared the GNET simulation results with the experimental results evaluating
NDD count number and also obtained similar tendencies.

We have demonstrated that a global analysis is necessary for understanding the energetic
particle transport in non-axisymmetric configurations.
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Abstract. In this article, we describe injection results on a negative ion source newly designed for one of the
neutral beam injectors (NBI) in large helical device (LHD). The ion source consists of an accelerator with a
combination of steering grid (SG) and multi-slot grounded grid (MSGG), whose transparency is about twice as
large as that of conventional multi-hole grounded grid (MHGG). Due to the high transparency, the MSGG
reduces the heat load carried by beam was much reduced comparing to the load onto MHGG. The maximum
injection power increased drastically up to 4.4 MW at the energy of 180 keV in 2002 fiscal. In the ion source
consisting of accelerator with MSGG, degradation of injection power was observed above the energy of more
than 160 keV. The degradation was considered caused by saturation of yield of hydrogen negative ion (H").
In order to obtain further injection power, temperature of plasma grid rises up from 210 °C to 240 °C, and the arc
balance was adjusted after changing total number of filaments form twenty-four to twenty-six. The injection
power, consequently, reached 5.7 MW at the energy of 186 keV after improving the H yield. The maximum
beam energy of 189 keV was obtained, and the power and pulse duration were 5.0 MW and 2 second at that

time.
1. Introduction

Hydrogen negative ions have an advantage of higher neutral efficiency than protons in their
energy range of more than 100keV [1], and negative-ion-based neutral beam injectors were
built for the large scaled devices for nuclear fusion research [2,3]. In LHD, the experiments
with neutral beams have been continued with two beam lines since 1998, and the third beam
line has been added and injected beams since 2001. In case of LHD plasma, neutral
injection is the most reliable heating method to improve the plasma parameters and to
generate plasmas [4,5]. Enhancement of beam injection power was expected to improve the
performance of LHD plasmas and to extend the boundary of experimental parameters. In
order to improve plasma parameters, successive development of the ion sources has been
carried out to improve beam injection power. The injection power and the energy were less
than 4 MW and 170 keV for the pulse duration of 2 second after four-years improvements of
the ion sources. The power, however, was limited by voltage breakdowns at beam
accelerator of the ion source. In order to break through the power limit, newly designed
beam accelerator has been developed and installed for the ion sources in one of beam lines for
LHD since 2002. The new accelerator consisted of grounded grids with long slot-type
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apertures instead of conventional circular apertures. The ion sources with MSGG succeeded
to increase injection energy and power, while adjustment to the ion source was not sufficient.
Some improvements were needed to obtain more injection power. The guideline to improve
the injection power can be separated into following three issues. The first is to increase the
maximum beam energy, which is strongly concerned with performance of beam accelerator.
The next is to enhance H™ current, which relates to production rate of H™ ions and uniformity
of H yield over whole beam extraction area. Although these issues link each other, we
separate here to simplify the argument. The last is to improve the efficiency of neutral beam
through beam injection port. In following sections, we report on the structures of ion source
consisting of MSGG, on comparison of injection powers with use of accelerators with MHGG
and MSGG, and on enhancement of H™ current by adjusting temperature of plasma grid and
plasma uniformity.

2. Negative Ion Source with Multi-Slot Grounded Grid

Details of negative ion source with multi-slot grounded grid are described in elsewhere [6].
Figures 1(a) and 1(b) shows schematic cross-sectional views of negative ion source for
LHD-NBI beam line 1 (BL1). The ion source is separated into two parts of the arc chamber
and beam accelerator at an electrode called plasma grid, which divides the arc plasma and
beam regions. The arc chamber is characterized by multi-cusp source with external
magnetic filter. The chamber has hexagonal cross-sections in the both long and short sides

Cesium Ports —
(b)

Filament Ports
£ . : Arc-Chamber Qﬁg&%ﬂ
T Plasma Grid \@@@@@@@@@ o) <

— e ——

i Beam Acacelerator

FIG. 1(a) and 1(b). Cross-sectional views on the short side (a) and long side (b) of a negative

ion source for one of LHD-NBIs (Beam line 1). The arrow indicates beam direction.

to reduce magnetic lines of force connecting from filter magnet to cusp magnet and
intersecting filaments. Those magnetic lines have a possibility to induce irregular arc
discharge, which damages filaments and decreases the lifetime. Inner dimensions of the
chamber are 1400 mm of the height, 350 mm of the width and 235 mm of the maximum depth.
Cesium (Cs) vapor is seeded from three feeding lines equipped on the back plate to enhance
the yield of hydrogen negative ions. Amount of Cs inside arc chamber is adjusted by
remote-controlled pneumatic valves. Arc discharge is made by applying voltage of 40-80 V
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between arc chamber and filaments installed from side plates via filament ports. Thirty
filament-ports are installed on each side of the chamber and twenty-four filaments are usually
feed from filament power supply.
Beam accelerator is divided into five segments in long side direction of the ion source. The
single segment is composed by four electrode grids, which are plasma grid (PG), extraction
grid (EQG), steering grid (SG) and multi-slot grounded grid (MSGG). The segments are
Plasma Grid (PG) inclined for extrapolation of the
/ centerlines of these five
segments to intersect at the pivot

point 13 m apart from the exit
Extraction Grid

(EG) plane of grounded grid. A cut

view of the accelerator is
illustrated in FIG. 2. Plasma

Steering Grid grid is made of molybdenum to

(SG) ) .
increase the temperature; i.e.

appropriate PG  temperature
Electron Deflection ~ NCT€3s€s the. H .10n yield in Cs
Magnets (EDM)  seeded negative ion source. As
shown in FIG. 2, permanent

Multi-Slot Grounded Grid (MSGG) magnet array is embedded in EG

FIG. 2. Cut view of accelerator segment with multi-slot and polarities of the magnetic
grounded grid. The segment consists of four girds of PG, field are alternated row by row.
EG, SG and MSGG. The arrow indicates direction of H  Tpe

array  magnets called
beam.

electron deflection magnets
(EDM), and local magnetic fields induced by the magnets sweep electrons extracted from arc
chamber accompanying with H ions. The grid is made of oxygen free copper (OFC) with
water-cooling channels to keep temperature of EDM lower than the Curie point. The
material of SG is molybdenum to prevent hard sputtering due to high-energy back-streaming
positive ions coming from the beam downstream region. Multi-slot grounded grid is made
of OFC, water channels are installed in the grid to remove heat carried by beams. A power
supply is connected to PG and EG to extract H ions form arc chamber. The H ions are
extracted form apertures of PG and form multi-beamlets. The EG and SG have a common
potential. Beamlets of H™ ions passing through EG and SG are accelerated by potential
difference between SG and MSGG.
Each electrode segment performs to H™ beamlets following three roles. The first role is beam
focusing, which is defined by applied voltages to the grids and geometric structures of all the
grids are defined. The second is beam converging. Each beamlets is converged at the pivot
point by beam steering technique. Beamlets are steered by displacing the aperture axes of
segment grids. The last is correction of beam trajectories deflected by EDM. The
correction is also done by aperture displacement. In regard to BL1 of LHD-NBI, all the
beamlet-axes are designed to intersect at the pivot point by beam focusing, converging and
trajectory correction. Aperture axes in PG and EG are common and aperture of grounded
grid (GG) were displaced in previous accelerator with MHGG. The maximum displacement
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of MHGG apertures became more then 3 mm. Accelerator with MSGG cannot steer any
beamlet in the direction of slot long side, and SG is added to control beamlet trajectories.
The maximum displacement of the SG aperture is smaller than 2 mm, and this has an
advantage form the point of view of beam aberration comparing to GG steering system.

3. Comparison of Injection Power and Energy in Accelerators with MHGG and MSGG

The largest difference between H™ and positive-ion accelerations is electron detachment by
collisions of H ions with neutral hydrogen molecules. The collision occurs during the
transport of H™ beam inside accelerator grids. Detached electrons, which are called stripped
electrons, are independently accelerated form the collision points and are bent by magnetic
field leaked form arc chamber. The stripped electrons scatter widely onto accelerator grids
because of the randomness of the collision points in beam accelerating region and small
Lamour radius of electrons. Acceleration voltage is higher than extraction voltage, and GG
is exposed larger heat load carried by the stripped electrons. Neutralized hydrogen atoms
and off-focus H™ ions carry heat load additionally. The neutralization process of H™ ions
inside beam acceleration region is inevitable, because it is impossible to remove neutral
gasses from the region. Energetic particles onto GG can cause gas emission and secondary
ions emission via sputtering processes from the grid, and those emitted secondary particles
can induce voltage breakdowns at the grid gap. One of the methods to reduce total heat load
is to increase the beam transparency of GG. For this purpose, MSGG has been newly
designed and replaced from previous MHGG. The beam transparency of MSGG is about
twice as large as that of MHGG.

— 100 120 140 160 180 200
Figure 4 indicates Injection powers in both % 6 T ' 6
cases of accelerators with MHGG and MSGG. = ° m(ﬁgg&, g.(;logn)w 19
The data is plotted as a function of beam energy. % 4 14
The maximum injection power and energy are ; 5| (MAGG, 2001 la
3.6 MW and 165 keV for 2 second in pervious ? o s
ion source with MHGG in LHD-NBI BLI. & $isy
These values increased up to 4.4 MW and 180 § 2 @ i = :; 2
keV by adopting MSGG to the accelerator. It DZ ,_,Eg uf §
took shorter time to reach the maximum power -% g SH-A
and energy in the accelerator equipping MSGG %

1 1 1 1 1
10 120 140 160 180 200

compared with MHGG. Main cause for Beam Energy : Eq (log. scale) [keV]

shortening the attainable time was drastic

FIG. 4. Comparison of injection power
with respect to beam energy. The power
is summation of two ion sources. Solid
load onto GG. Beam heat onto MHGG and circles and open squares indicate injection

MSGG was compared with the same beam powers in the cases of accelerators with
MSGG and MHGG, respectively.

decrease of breakdowns between accelerator
grids, which is related to the reduction of heat

condition by means of water-calorimetric
measurement, and heat reduction rate was about 45 % in MSGG case. The reduction ratio is
close to the ratio of beam interfarring area of GG [6]. Constitution of heat load due to
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stripped electron is considered not so large in total heat load to grounded grid, and the rest
particles, neutralized H° and H beam with strong aberration might deposit unexpected high

heat load to GG.

4. Enhancement of H Current
4.1 Saturation of H Current

According to Child-Langmuir’s low, injection
power is approximately proportional to the 5/2
power of beam energy (Ep) under the condition
that beam perviance, grid gaps and the ratio of
Where the
notations of Vext and Vacc represent extraction

Vext / Vacc (Rv) are kept constant.

and acceleration voltages, respectively, and
beam energy is expressed as summation of these
voltages. Injection power obtained by accel-
erator with MSGG is indicated with respect to
beam energy in FIG. 5. Neutral beam line for
LHD consists of two ion sources and injection
power indicates summation of the powers
obtained by those ion sources here.

Keeping beam energy constant, H™ current goes

two

up linearly as increasing input arc power, and
then reaches to the maximum value correspond-
ing to the space charge limited current at that

Injection Power, Pinj (log. scale) [MW]
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5 line A: . 15
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3 13
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FIG. 5. Injection power with respect to
beam energy. The power is summation
of two ion sources consisting of
accelerators with MSGG. The lines A
and B are proportional to the 5/2 power of
beam energy (Eg”) and to Ej
respectively.

energy. The lines A and B are drawn to cross
the limited powers. As indicated in the figure, injection power changes the raising rate form
line A to B at about the energy of 160 keV. The line A is proportional to E5”*, while line B
changes linearly with respect to E5. This suggests the H™ current saturates approximately in
the energy above 160 keV. Following possibilities were expected in this situation. The
first was mismatching of Cs condition for H  production, and the next was caused by
imbalanced distribution of arc plasma and the last was insufficiency of input power to
generate the seeds of H™ ions; i.e. hydrogenous positive ions. The first and second were

focused, because total H™ current did not change by increasing input arc power.
4.2 Enhancement of Cesium Effect

Assuming H™ ions are dominantly produced via surface process in Cs seeded ion sources,
workfunction of PG surface should have strong influence to the production rate of H™ ions.
In well-defined clean surface under ultra high vacuum condition, workfunction becomes

minimum when Cs coverage is half monolayer [7]. In practical surface, such as PG surface
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of Cs seeded ion source, it is difficult to 2.0

. . . . 2.0
maintain the situation as static condition,
because cesiated surface is exposed hydroge- 15l 115
nous ions, electrons and other impurities. .
Nevertheless such violent situation of ion TE
source, H™ production rate does not change so "_,’1-0 i 110
much once Cs is injected a certain amount &
inside the arc chamber.  Although small 051 los
amount of Cs vapor should be supplied to the
chamber, H  production rate becomes more 0.0 . . | 1 ] 0.0
sensitive to PG temperature. The PG tem- 0 50 100 150 200 250 300

perature is risen by radiation form arc plasma PG temperature, Tpg (°C)

and heat transfer of charged particles. Duty  FI/G. 6. Production rate of H ions as a

cycle of arc discharge is small, about 6 %, and  function of temperature of plasma gird. The
rate is normalized by the value of H current at
210 °C. The rate changes linearly to PG
temperature in this temperature range.

thermal insulator is inserted between PG and
PG retainer not to decrease the temperature
quickly. Typical sensitivity of H production
rate to PG temperature is shown in FIG. 6. The temperature is measured at a PG periphery
without aperture holes. In this figure H™ current is normalized by the value at PG
temperature of 210 °C. Averaged PG temperature was about 210 °C in beam injection of
2002 fiscal. Production rate of H ions still increases at PG temperature more than 210 °C as
shown in FIG. 6. There are two ways to raise the temperature. One is to increase input arc
power, which is a heat source. Anther is to decrease heat transfer form PG via thermal
insulator. Arc power was limited by arcing, irregular arc discharge, and it was impossible to
increase the arc power. The latter, therefore, was chose to enhance H™ production rate.

By changing the material of thermal insulator of PG from OFC to stainless steal and
decreasing the contact area, PG temperature can keep much higher than previous condition.

300 T T T T T T T 300 80 I T I T I T I 80
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FIG. 7(a) and 7(b) (a) Averaged temperature of plasma grids over two sources is shown as a
function of arc power input to two ion sources. (b) Arc efficiency of H current with respect to
arc power. Solid circle and open square denote the data obtained by using new and old thermal
insulators, respectively.
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Figure 7a shows averaged temperature of ten plasma girds, which corresponds to whole
plasma electrodes of two ion sources, as a function of input arc power. The ratio of PG
temperature to input arc power increased form 0.6 to 0.8 °C / kW. The maximum averaged
PG temperature of 240 °C was obtained at arc power of about 120 kW per ion source. Arc
efficiency, which is defined as total H" current to input arc power, enhanced after changing
the thermal insulator. Larger current is obtained at lower arc power as shown in FIG. 7b.
The efficiency changes from 0.172 to 0.235 [A/kW] at maximum. The higher efficiency of
H™ production rate to input arc power contributes to decrease irregular discharge of arc
chamber and to save the filament lifetime.

4.3 Improvement for Arc Distribution

The short and long inner sides of arc chamber for LHD negative ion source are 350 mm and
14000 mm, respectively. Imbalance of arc-plasma distribution is observed in such elongated
ion sources. Uniform distribution of arc plasma is effective to obtain large H current and to
avoid voltage breakdowns in accelerator due to spatial difference of beam perviance.
100 120 140 160 180 200 Iwenty-six filaments are prepared for each arc
6 " I

TaxBin 5.7 VW (3003) 6 chamber of LHD-NBI BL1; thirty filaments are

5 il 1% installed on each long sidewall of the chamber.

4 maXF;;:Je:;A M (200 14 Usually twenty-four filaments are feed from
~_ =

|5 twelve-filament power supply (PS). All the
filaments were feed to obtain symmetric and
uniform distribution of filament arrangement in
long side of the arc chamber. Additionally,
plasma distribution was adjusted by using

maxEg : 180 keV (2002)
maxEg : 189 keV (2003)

external resisters connected between filament

Injection Power, Pinj (log. scale) [MW]

1 : : : 1 and arc power supplies. Injection power after
100 120 140 160 180 200 .
Beam Energy : Eg (Iog. scale) [keV] adjustments for PG temperature and plasma
S uniformity is shown in FIG. 8. Injection result
FIG. & Beam injection power before and before the adjustments is indicated in the same
after a.dj menems for PG temperature and figure for comparison. Degradation of injection
for uniformity of are plasma. power due to saturation of H™ current is shown as
line A, and the feature is improved after the adjustments enhancing H™ current. As indicated
in FIG. 8, power degradation is removed after the adjustments, and injection power reaches
5.7 MW at the beam energy of 186 keV. The beam duration was 1.6 second, and the
duration is limited by experimental requirement. The injection power becomes proportional
to Ep above the energy of 175 keV. In this energy range, drain current of acceleration PS,
whose current includes about 75 % of H™ current, is limited by capacitance of the PS.
High-energy limit has been examined using the accelerator with MSGG. So far, the
maximum energy was limited 189 keV by the voltage limit of acceleration PS, the injection

power and pulse duration were 5.0 MW and 2 seconds, respectively.
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5. Summary

Beam accelerator with a combination of steering grid and multi-slot grounded grid was
developed and applied to large scaled negative ion sources for LHD-NBI. Beam injection
power increased from 3.6 MW to 4.4 MW by introducing the accelerator system in 2002
fiscal. The beam energy reached 180 keV, which is the design value of LHD-NBI.
Although the beam energy attained the maximum value of power supply, injection power
started to saturate above the energy of 160 keV. According to Child-Langmuir’s low,
injection power should be proportional to the 5/2 power of beam energy with some
assumptions, while the power is linear to beam energy. This suggests the H™ yield is not
sufficient to input arc power. In order to increase the beam power, two-steps adjustment has
been applied for enhancement of the H™ current. The first one is to enhance cesium effect by
rising averaged temperature of plasma grids form 210 °C to 240 °C. The saturation
characteristic has been disappeared by this adjustment of PG temperature. Another is to
adjust the uniformity of arc plasma by adding total number of filaments in arc chamber. The
injection power, consequently, attained the maximum value of 5.7 MW at the energy of 186
keV and the pulse duration was 1.6 second. Both of the beam power and energy exceed the
design value of LHD-NBI. The maximum beam energy of 189 keV, which was limited by
capacity of acceleration power supply, was obtained at the power of 5.0 MW so far.
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Abstract. New design approaches are proposed for the LHD-type heliotron D-T demo-reactor FFHR2 to solve
the key engineering issues of blanket space limitation and replacement difficulty. A major radius over 14 m is
selected to permit a blanket-shield thickness of about 1 m and to reduce the neutron wall loading and toroidal
field, while achieving an acceptable cost of electricity COE. Two sets of optimization are successfully carried out.
One is to reduce the magnetic hoop force on the helical coil support structures by adjustment of the helical
winding coil pitch parameter and the poloidal coils design, which facilitates expansion of the maintenance ports.
The other is a long-life blanket concept using carbon armor tiles that soften the neutron energy spectrum incident
on the self-cooled Flibe-RAF blanket. In this adaptation of the Spectral-shifter and Tritium breeder Blanket
(STB) concept a local tritium breeding ratio TBR over 1.2 is feasible by optimized arrangement of the neutron
multiplier Be in the carbon tiles, and the radiation shielding of the super-conducting magnet coils is also
significantly improved. Using the constant cross sections of helically winding shape, the “screw coaster” concept
is proposed to replace in-vessel components such as the STB armor tiles. The key R&D issues to develop the
STB concept, such as radiation effects on carbon and enhanced heat transfer of Flibe, are elucidated.

1. Introduction

Due to inherently current-less plasma, helical power reactors have attractive advantages,
such as steady operation and no dangerous current disruption. Aiming at system integration
for D-T fusion demo-reactors on the basis of physics and engineering results established in
the LHD project [1], much progress has been made in design studies, including R&D works
on engineering issues in the LHD-type heliotron power reactor FFHR [2]. In those studies the
coil pitch parameter y of continuous helical winding has been adjusted beneficially to reduce
the magnetic hoop force while expanding the blanket space, and a self-cooled liquid blanket
using molten salt Flibe (BeF,-LiF) has been proposed, due to its advantages of low MHD
pressure loss, low reactivity with air, low pressure operation, and low tritium solubility.

In the direction of decreasing reactor size, however, many issues still remain, such as
insufficient tritium breeding ratio (TBR) and nuclear shielding for superconducting (SC)
magnets, and replacement of blanket due to high neutron wall loading and narrowed
maintenance ports due to the support structure for high field coils. Thus, if we can accept
some range of increased reactor size with decreased magnetic fields, then it may be possible
to overcome all these issues at the same time by improving the support structure and
introducing a long—life breeder blanket. Here the first results of these new design approaches
are presented.

2. Optimized Design of a Long-life Breeder Blanket

In case of a liquid blanket, since the breeder liquid can be continuously circulated and
refreshed during the reactor operation, the lifetime of blanket is essentially limited by the total
displacement damage and He production in structural materials under irradiation by fusion
neutrons. There are many candidates for structural materials such as reduced activation ferritic
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steel (RAF), vanadium alloy, and SiC/SiC composite. In case of RAF, which has a very
mature material database and is chemically compatible with Flibe, the design limit is about
15MWa/m* (about 120dpa). This means that the lifetime is 10 years under 1.5MW/m® as
adopted so far in FFHR designs, and replacement is needed three times in the reactor life of
30 years. Therefore, if the effective wall loading could be reduced by a factor of 3, then no
replacement would be required. This concept was proposed about 30 years ago as ISSEC
(Internal Spectral Shifter and Energy Converter) by employing thick carbon shields as armor
tiles on the blanket wall [3]. In this concept, therefore, the breeder blanket radioactive waste is
largely reduced, while the carbon armors, low-level waste with no y-ray, have to be replaced
due to neutron damage. In that ISSEC study, however, the TBR was below 1.05 even with the
Be neutron multiplier in C and 90% enriched liquid Li, and there was no practical means for
actively cooling the carbon tiles below about 2000°C to avoid high carbon vapor pressure.
Figure 1 shows the new proposal of our STB (Spectral-shifter and Tritium breeder
Blanket) of Flibe in the limited
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wall of JLF-1 (RAF) is reduced to 1.3x10'®/m?s, which is about 140dpa in 30 years and 1/3 of
the original flux (4.2x10'®/m’s) as shown in Fig.3 and 4. At the same time the local TBR of
about 1.2 is obtained as shown in Fig.2, where the TBR strongly depends on the thickness of
the first wall as shown in Fig.5 due to absorption of decelerated neutrons. And furthermore, as
shown in Fig.3, the fast neutron fluence to SC magnets is one order reduced to 5x10** n/m?,
which is sufficient to keep Tc/Tcy >0.9 for NbsSn, for instance. Coil winding and SC materials
choice issues are under investigation.

According to a finite element (FE) thermal analysis, the carbon armor surface
temperature is about 1,600°C under conditions of nuclear heating with surface heat flux of
0.IMW/m?, effective thermal conductivity of 180W/m/K for C-Be,C-C bonded armors of
16cm thickness and heat transfer coefficient of 6,000W/m?/K for the bolted mechanical
contact using a super-graphite sheet (100um) [4] between the armor and the first wall of JLF-
1. At the first wall the heat removal of about IMW/m” is required to self-cooling Flibe, where
the packed-bed with Be pebbles (Fig.1) is promising to realize one order enhancement of heat
transfer with a low flow rate [5] and to control REDOX chemical reactivity of molten salt [6].
Some key R&D issues are impurity shielding in edge plasma physics and armor tile lifetime.
Carbon swelling and degradation of thermal and mechanical properties under high
temperature neutron irradiation will determine the frequency of armor tile replacement, and a
new replacement concept is proposed in Section 5. Fortunately the tritium inventory trapped
in carbon and redeposited carbon is negligible at such high temperatures higher than 800°C[7],
and the armor tiles are non y-ray wastes.

3. Modified Design Parameters of FFHR2

According to the )

. TTABLE 1 Design parameters of FFHR2m
requirements of neutron wall comparine with L HD and FFHR?
loading below 1.5MW/m?” and total baring )
blanket thickness of minimum [DPesign parameters LHD [FFHR2|FFHR2m1|FFHR2m?2
1.2m, the design parameters of [Folarity ! 120 120 120 120

. Field periods m
FFHR2 are mOdlﬁe_d to those of Coil pitch parameter Y 1.25] 1.15 1.15 1.25
FF.HR.ZIII, as shown in Ta.ble L. T}_le Coil major Radius Rc m 39 10 14.0 173
coil pitch parameter y is 1.15 in |coil minor radius ac m 098| 23 | 322 | 433
FFHR2m1 to expand the blanket [Plasma majorradius Rp m 375 10 14.0 16.0
Space and to reduce Plasma radius ap m 061 1 2 1 73 280
. . - |Blanket space A m 0.12 0.7 1.2 1.1
electromagnetic force, while 7y is —
. . . Magnetic field BO T 4 10 6.18 443
1.25 in FFHR2m2 with inner shift
: Max. field on coils Bmax T 9.2 15 13.3 13.0
of the plasma center as same as the [coij current density  § Mamz2| 53 | 25 | 266 | 32.8
standard condition in the present [Weight of support ton 400 | 2880 | 3020 | 3210
LHD [1] FFHR2m2 lS Slmllar to Magnetic energy GJ 1.64 147 154 142
the previous design LHR-S [8]. In [Fusion power Pr GW 1 1.9 3
. . . Neutron wall load MW/m2 1.5 1.5 13
both cases the major radius R is )
) . External heating power Pext MW 70 80 100
%ncreased and the toroidal field Bo o heating efficiency 1ot 07 | 09 0.9
is decreased, compared Wwith [pensity lim.improvement 1 15 15
FFHR2. H factor of 1SS95 240 | 192 1.76

The Self_lgnltlon analyses Effective iOIl n.:harge Zeff 1 40 1 34 1 35

have been performed with zero- Electron density nf.:(O) 10A19 m-3 274 26.7 19.0
. . . Temperature Ti(0) keV 21 158 16.1
dimensional particle and power |5, .o B> % 16 30 41

balance equations and ignition
access algorithm using PID control

[9], where the alpha confinement time ratio T /Tz=3 and parabolic density and temperature
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Fig.6  POPCON plot for FFHR2ml showing the Fig.7 POPCON plot for FFHR2m?2 showing
self-ignition operation path controlled the self-ignition operation path
under the density limit. controlled under the density limit..

profiles are assumed. Figure 6 and 7 show the POPCON plots for FFHR2m1 and 2,
respectively, where the fusion-power startup period is set at about 2 min and the self-ignition
points are in the thermally stable region. In these analyses the density is controlled within 1.5
times the Sudo limit, as achieved in recent LHD results [10]. Therefore the enhancement
factor H of the ISS95 confinement scaling is near the present LHD-achieved value of about
1.6. Evaluation studies using 3-dimensional equilibrium / 1-dimensional transport code [8] are
also on going with neoclassical ripple transport as well as anomalous transport.

4. Improved Design of the Coil-Supporting Structure
4.1. Layout of Magnets

The layout of magnets is shown in Fig.8, where W and H are width and height of the
helical coil in the cross-section. A high ratio of width to height is useful to reduce the
maximum transverse field and to enlarge the blanket space, but it will bring problems for
maintenance ports. The ratio of 2.0 was selected in this study as a moderate value. The pitch
parameter 7y of the helical coil is given by (ma.)/(IR.), where R., a., [, and m are a coil major
radius, a coil minor radius, a pole number, and a pitch number. It is set to 1.15 to reduce the
electromagnetic force and to enlarge the distance between the helical coil and the plasma. The
ratio of the highest magnetic field in the coil to the central toroidal field depends mainly on

Roy o 121 ‘ ‘ ‘ 17.4
! Riv=9.5m, Zoy=3.6 m

=3 : : : g
5] o3
~ 120 173 £
o )
e )
w <
@ 119 172 9
2 =
? El

118 : i ? i 3 17.1

32 33 34 35 36 37 38
Z of IV Coil (m)
Fig.8 Layout of helical coils, poloidal coils, Fig.9 Stored energy of FFHR2m1 with

and magnetic force. two pairs of poloidal coils.
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the ratio H/a.. The height was determined to make the highest field 13 T that is a conservative
value for A15 superconductors, such as Nb3;Sn or NbsAl As the results, the current density of
the helical coil becomes 25 to 30 MA/m” that is a suitable value for the large coil including a
mechanical support inside. Though high density of the coil current is useful to enlarge the
space for blankets and for maintenance, it is restricted with cryogenic stability, mechanical
strength and the highest field.

One set of poloidal coils is necessary to adjust the major radius of the plasma, the
quadrupole field, and the stray field. In the case of two sets of poloidal coils, the number of
degrees of freedom is six, which additionally makes it possible to reduce the field near the
center of the torus and the total stored magnetic energy. The position of the coils is not
determined uniquely because of the rest of the degrees of freedom. An adequate position was
determined by considering the layout of the mechanical support. Figure 9 shows an example
of the dependence of the stored energy on the
height of IV coil. It is about 120 GJ that is 80% of 80
that in the case of one pair of the poloidal coils.

60

40

4.2. Structural Analysis

201,
Preliminary structural design for FFHR2m1 i

Electromagnetic Force (MN/m)

) . 0 —0—FZofOV ——FZofIV] |
has been carried out. Electromagnetic forces on --0--FRof OV --a--FRof IV
the coils are shown in Figures 10 and 11. Since |8 0~ =74~ = a7
sum of electromagnetic force on all coils is 40 i 1 T

i i
0 12 24 36 48 60 72

balanced, all coils were supported by each other. Toroidal Angle, Phi (deg)

In considering the maintenance of blanket, large
apertures are prepared at top, bottom and outer
region. Since electromagnetic force on the helical
coils is reduced by the 'force free' concept, the
helical coils can withstand their electromagnetic
forces by fixing them to inner and outer
supporting structure around the mid-plane. A
calculated stress by a FE model is shown in Fig.
12. Although the apparent maximum  stress
intensity exceeds 1,000 MPa here, it is due to

Fig. 10 Electromagnetic forces on a
helical coil of FFHR2m.

-
o
o

50

o
[y
)

Electromagnetic Force (MN/m)

insufficient accuracy in the present calculation. 50 e r——l Iy
The maximum stress intensity is expected to be | --®--Fb (overturning) | -
reduced less than 900 MPa by improving the 0 12 24 36 48 60 72
accuracy. This value will be allowable for Toroidal Angle, Phi (deg)
strengthened stainless steel. Fig.11  Electromagnetic forces on

poloidal coils of FFHR2m .
5. Maintenance of In-Vessel Components

Figure 13 shows the typical poloidal cross sections in the 3D design of FFHR2m1 for a
toroidal half pitch, where the field period m =10 and one pitch = 36°. Due to the simplified
cylindrical supporting structure of helical and poloidal coils under the force reduced design, it
is seen that large size maintenance ports can be opened at top, bottom, outer and inner sides of
the torus, where the vacuum boundary is located just inside of the helical coils and supporting
structure. Because the shielding zone of the blanket shown in Fig.1 is considered to be one of
permanent structures, all blanket units can be supported on these shielding structures, which
are helically wound and mainly supported at their bottom position.
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Within the present databases, due to T
. . . 4000
dimensional changes and degradation of thermal
and mechanical properties of carbon under
neutron irradiations, armor tiles of STB should % / =
be replaced during the planned inspection period. = —
For this purpose, as shown in Fig.14, the “screw i W
coaster” concept [11,12] is adopted using the
merit of continuously winding helical structure, .
where the normal cross section of blanket is g =
constant. Therefore the screw coaster can move de S =
along the helical guides at the edge of blankets JU

with adjusting toroidal effects by flexible

actuators. Then the coaster replaces the bolted 8 13¢

tiles under remote handling.

The poloidal cross section
at 6=36°/2 of FFHR2m1.
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Fig.14  “Screw coasters” to replace STB armor tiles in FFHR2m 1, where
the helical coils and blankets with coolant pipes are only shown.
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Fig.15 COE(Yen/kWh) of FFHR2m1, where
the H factor of 1ISS95 is also indicated.

Detailed design of the divertor structure is
under investigation, and it is seen in Fig.13 that
there is an enough space for the double-null
divertor pumping. As for replacement of
divertor target tiles, the screw coaster can be
basically used again during the planned
inspection period.

6. Cost Estimation

The Physics-Engineering-Cost (PEC) code
has been developed in NIFS. Recently by
modifying it to include blanket-shield design
data, a new cost structure, new unit costs, and

Fig.16 COE(Yen/kWh) of FFHR2m2, where the

H factor of ISS95 is also indicated..
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improved algorithms [13], the PEC code was calibrated by using it to model the ARIES-AT
(advanced technology) tokamak and the ARIES-SPPS (stellarator power plant system), and it
was found that the PEC Code COE estimates for each of these two cases differ from the
published values by 5%, where those ARIES costs were escalated from 1992 $ to 2003
$ using an escalation factor of 1.223. Using this PEC code, COE’s have been evaluated for
FFHR2, FFHR2m1 and FFHR2m2, resulting in COE of 21.20, 12.95, and 9.53 Yen/kWh,
respectively, as shown in Fig.15 and 16. The COE eventually decreases with increasing the
reactor size, because the wall loading is fixed at about 1.5SMW/m? and the fusion output
increases, while the weight of coil supporting structure does not significantly increase as
shown in Tablel.

The effect of long-life blanket on COE is also evaluated by the PEC code with a model,
which assumes an availability factor that varies from the usual maximum 0.85 as

favait = 0.85 - fuyail *1.4 Gy, *tm/ Wty

where G,, = average neutron wall load (MW/m?), 1.4 is the assumed peak to average ratio, tp
= blanket maintenance time (assumed to be 0.5 years), and Wt, = blanket wall lifetime (MW-
years/m?). The result is shown in Fig.17. As the blanket lifetime increases from 5 to 30
years, the COE drops about 20% from 9 to 7 Yen/kWh. The savings result from a higher
availability and from a lower cost for replacement blankets.

7. Conclusions

Design studies on the LHD-type heliotron D-T power reactor FFHR have focused on
concept improvement by new design approaches to solve the key engineering issues of
blanket space limitation and replacement difficulty. The main conclusions are:

(1) The combination of improved support structure and long—life breeder blanket STB is

quite successful.

(2) The “screw coaster” concept is advantageous in heliotron reactors to replace in-

vessel components.

(3) The COE can be largely reduced by those improved designs.

(4) The key R&D issues to develop the STB concept are elucidated.
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Abstract. High purity vanadium alloy products, such as plates, wires and tubes, were fabricated from reference
high-purity V-4Cr-4Ti ingots designated as NIFS-HEAT, by using technologies applicable to industrial scale
fabrication. Impurity behavior during breakdown, and its effect on mechanical properties were investigated. It
was revealed that mechanical properties of the products were significantly improved by the control of Ti-C, N, O
precipitation induced during the processes.

1. Introduction

Vanadium alloys are promising candidates for fusion blanket structural materials, because
of their low activation property, high temperature strength, high resistance to neutron
irradiation and good compatibility with liquid lithium[1, 2]. Large scale melting is essential to
establish fabrication technology for components of the blanket system. In the 18th conference
in this series, it has been reported that 30 kg and 166 kg scale ingots designated as
NIFS-HEAT were melted in a collaboration program between the National Institute for Fusion
Science, Japanese universities, and industries[3]. One of the critical issues for the melting was
to reduce the levels of interstitial impurities, such as C, N and O, which were well known to
deteriorate mechanical and irradiation properties of vanadium alloys. The oxygen level in the
NIFS-HEAT ingots was successfully reduced to 130-180 wppm, which is half the level of
previous large ingots produced by the U. S. Department of Energy program[4, 5]. The carbon
and nitrogen levels were kept at about 60 and 100 wppm, respectively. In the present paper,
fabrication processes for various products, such as plates, wires and tubes, were developed to
maintain the higher purity and to obtain good mechanical properties, after investigation on the
optimum process parameters and microstructures.

2. Fabrication processfor plates, wiresand tubes

The fabrication processes for plate, wire and tube products of NIFS-HEAT-2 were shown
in Fig. 1. Since vanadium alloy is very reactive with the air above 700 K, the ingots were
canned into stainless steel before hot working, such as hot forging, hot isostatic pressing
(HIP) and shaping. Plates of 26 mm in thickness were obtained through hot working at
1173-1473 K, resulting in 52-55 % reduction in area, followed by removal of the can and the
cold rolling to 68-74 % reduction in thickness. The surface of the plates was kept clean during
the working.

The 26 mm-thick plate was cold rolled further into plates of 6.6, 4.0, 1.9, 1.0, 0.5 and 0.25
mm in thickness. The wires of 8 mm and 2 mm in diameter were swaged at room temperature
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from the 26 mm-thick and the 6.6 - .
mm-thick plates, respectively. For tubing, tmt mm
the 26 mm-thick plate was recrystallized at Electron beam

1273 K for 2 hr in avacuum. The annealed mel:mg

plate was machined into two kinds of asunm. arg

pipes with 25 / 19, or 10 / 7 mm in outer o melting

diameter / inner diameter (OD / ID). NIFS-HEAT-2

Larger pipes were cold-rolled by e

3-directional rolling into tubes with 10

mm in outer diameter and 0.5 mm in wall
thickness (¢10-0.5t), and the smaller into
@4.57-0.25t tube. During the 3-directional
rolling, intermediate annealing at 1123 K
for 1 hr was conducted after 1-3 pass each. ,
The effects of fina annealing temperature .
on the hardness and the microstructures 1| (1423K) |

were investigated at the temperature range Removal of
from 673 — 1373 K. As a result, the tie gar
reference final annealing condition was
decided at 1273 K for 2 hr for the plates,
the wires and the tube products[6]. Every

i| Hot
| (1173-1473 K) J working

| |
annealing was performed in a vacuum,
where the products were wrapped with Zr [ Coldrolling || Coldrolling | Machining into
or Nb getter foils to avoid contamination Swaging .
with gaseous impurities, such as C, N and 3-directional
O. The products have been distributed for cold rolling
Round-Robin tests in universities and Intermediate
laboratories in Japan, US, China, Russia, annealing
Germany and Spain. The working degree (1123 IEX 1 hr)
after the hot working were summarized as Plate, Wire, Tube,
Table 1. Table 2 shows the results of f’SE’é?ﬁ’é‘%} A D $10-0.5¢,
chemica anayses for the NIFS-HEAT —— b 070
products. | Final annealing (1273 K X 2 hr) |

. FIG 1 Fabrication process for the plate, wire and
3. Evaluation procedurefor theplates  yhe products of N”:pS'HEAT-Z. P

The NIFS-HEAT plate products were
evaluated by tensile tests, impact tests and microscopy. Tensile specimens were machined
from the 26t, 4.0t and 0.25t plates after the final annealing at 1273 K X 2 hr. Gauge size of the
specimen was 0.25 X 1.2 X 5 mm. Tensile tests were conducted with an initial strain rate of
6.7 X 10 s* at 300 K. In the impact tests, 1/3 size Charpy V-notch specimens (1/3 CVN) and
1.5 mm-square size specimens (1.5 CVN) were used. The specimen size / notch depth were
3.3X 33X 254 mm/0.66 mm and 1.5 X 1.5 X 20 mm / 0.3 mm, respectively. The impact
tests were performed after the final annealing with a cross head speed of 4.5 m s* at 300 K
and 77 K. Fig. 2 shows the definition of the position and the orientations of the specimens.
For the 26t plate, homogeneity of the mechanical properties was investigated by the
specimens from various positions in the thickness direction and with various orientations in



3

Table 1 Working degree after hot working
for the NIFSHEAT products. The
degree is defined as reduction in
thickness for the plate products,
whereas reduction in area for the
wire and the tube products.

Size(ID)/  Working degree,

Products mm R/ %
26t 74
6.6t 93
4.0t 96
Plate 1.9 98
1.0t 929

0.5t 99.5

0.25t 99.8
. @8 93

Wire @ 99.4
@10-0.5t 93
Tube  — o1 57.0.25t 92

the plate. The microstructures during the
fabrication process and the fracture surfaces
after the mechanical tests were characterized
by transmission electron microscopy (TEM),
scanning electron microscopy (SEM), energy
dispersive X-ray analysis (EDX) and optical
microscopy (OM).

4. Results
4.1. Orientation and position dependence
of mechanical properties

Stress-strain curves for tensile tests are
shownin Fig. 3. The specimensat x=0in all
the orientations (dashed line curves) gave
poor ductility as only 0.2 % in tota
elongation, whereas the near-surface
specimens (solid line curves) at x = -12.4
exhibited larger elongation than 10 %.
Ductility was independent of specimen
orientation, but dependent on the position in
the thickness direction. Figure 4 shows

FT/P1-11

Table 2 Results of chemical analyses on
impurities. (mass ppm, * mass %)
Product Cr* Ti* H C N O

Ingot / 4,00 4.02 50 96 122
As-melted 4.02 3.98 69 122 148
Plate 26t /

Asrolled 433 395 146 80 108 124
Plate 26t /

Annealed 407 383 52 50 89 178
Plate 4.0t /

Annealed 29 51 123 139
Plate 0.25t /

Annedled 62 84 158
Wire 2.0/

Annealed 37 60 107 179

Tube
©4.57-0.25t / 45 120 120 330
Anneded

Tube

@10-0.5t/ 8 135 90 300
Anneded

LT view

L (rolling) direction

S
W el v
[
&/ LT plane }
-2 2

y

%TS view
A \‘D‘Qe
oLk [IIST| R
s view TG0 ©
LS plane .
Pz S (thickness)
direction

Position in the thickness direction, x / mm

FIG 2 Definition of the specimen positions in
the thickness direction and the orientation. For
example, LT means that the specimen longitude
is L direction and the crack for fracture
propagates along to T direction. The axis for the
position in the thickness direction, x, is taken
along to the S direction. The origin for the
position, X, is located at the center of the
thickness, t. For example, x = 0 means that the
center of the specimen is at the origin.

load-deflection curves in the impact tests on the 26t plate. The load levels were similar to each
other, while the load drop rate after the maximum load was slightly smaller for the specimen
at X = -12.4 mm, than that at x = 0 and 12.4 mm. The specimen at X = -12.4 mm required
larger load for crack propagation, and indicated larger absorbed energy, which is defined as
the area enclosed by the load-deflection curve. Fig. 5 summarizes absorbed energy for the
specimens at various positions in the thickness direction. In order to compare the absorbed
energy among different size specimens, the energy is normalized with fracture volume
parameter, which is given by (Bb)*?, where B is specimen width, 3.3 or 1.5 mm, and b is the
ligament depth below the notch (width — notch depth), 2.64 or 1.2 mm, respectively[7]. The
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FIG 3 Sressstrain curves obtained in the
tensile tests on the 26t plate. Specimen position,
X, and orientations are indicated.
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FIG 4 Load-deflection curves for the impact
tests at 300 K.

absorbed energy at 300 K around x = - 12.4
mm was higher than the other part, however
the difference was not significant compared
with the results of the tensile tests mentioned
above. At 77 K, absorbed energy was reduced
below half that at 300 K, but weakly
dependent on the position in the thickness
direction.

4.2. Improvement of mechanical property
by further working
Tensile and impact properties of the plate
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FIG 5 Absorbed energy in the impact tests on
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FIG 6 Change in strength and ductility by
working. The lines were drawn after the data on
the specimen at x = 0. Data for standard size
specimen isreferred from [8].
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FIG 7 Load-deflection curves in the impact tests
on the plates with various working degree.

were significantly improved by an increase in the degree of working. As shown in Fig. 6,
tensile elongation for the TL specimen at x = 0 mm was quite lower than that at x = -12.4 mm.
The elongation, however, increased with increasing working degree, R, accompanied by
decrease in tensile strength. On the other hand, standard size (¢6.25 X 30 mm for the parallel
part) specimen has shown lower strength and larger elongation even with low R[8].

Fig. 7 shows load-deflection curves in the impact tests at 77 K. The plates with R =74 %
and 93 % showed brittle fracture, and poor absorbed energy of less than 0.054 J mm>. By the
increase in R up to 96 %, the fracture mode was changed to ductile, and the absorbed energy
was improved to 0.17 Jmm™. Fig. 8 summarizes the absorbed energies obtained in the impact
testswith /3 CVN and 1.5 CVN at 300 K and 77 K.
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FIG 8 Improvement of absorbed energy by FIG 9 Grain size distribution in the 26t plate
working. determined by OM observations.

4.3. Orientation and position dependence of microstructures

Figure 9 shows grain size distribution in the 26t plate. The average grain size was 39 um.
No significant dependence of grain size on position was observed. From the SEM-EDX
experiments, it was found that clusters of Ti-rich precipitates were produced during the hot
working process. Fig. 10 shows the development of Ti-rich precipitates in the as-melted ingot
by simulated annealing at the same temperature as hot working. In the as-melted ingot, no Ti
segregation at the precipitates was detected. After annealing at 1273 K and 1423 K, clusters of
Ti-rich precipitates were observed. The clusters of the precipitates were redistributed into
precipitate bands aligned to the rolling direction with an increase in the degree of cold
working, R. Fig. 11 shows the precipitate clusters and the bands in the 26t plate. Near the
surface of the plates (x < -8.4 mm), only the band structures were observed, while the
precipitate clusters were observed as well as the bands around x = 0 mm.

4.4, Effect of working on microstructuresand fracture mode
In the plates of the 6.6 mm and thinner, where R > 93 %, no cluster were but narrow and

As-melted + 1423 K X 1 hr

- v
Ti intensity by SEM-EDX
| Position / /

FIG 10 SEM images and Ti intensity by EDX of precipitates in the as-melted ingot and after annealing
at the same temperature as the hot working. White and black arrows indicate Ti-rich precipitates and
Ti peaks at SEM-EDX spectra, respectively.
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crowd bands were found. Fig. 12 shows
typical band structures observed in the 4.0
mm-thick plate. Typical fracture surfaces after
the impact tests were shown in Fig. 13.
Secondary cracks were observed in al the
specimens. In the plates with R = 74 % and
93 % (26t and 6.6t), the secondary crack
propagated to the random directions. On the
contrary, the secondary crack in the plate with
R =96 % and 98 % (4.0t and 1.9t) propagated
along the precipitate bands.

5. Discussion
5.1. Impurity behavior in the fabrication
process

In Table 2, impurity contaminations in the
fabrication process can be estimated by the
difference of the concentration in the products
and that in the asmelted ingot. During the
fabrication process, contaminations in the
process except tubing were only 30, 33 and 56
mass ppm or less for carbon, nitrogen and
oxygen, respectively. Hydrogen was removed
by the vacuum annealing. The two kind of
tube products were contaminated with 85 and
208 mass ppm of carbon and oxygen at the
maximum, while nitrogen contamination was
24 mass ppm, which is similarly low to the
other products. The additional contaminations
of the carbon and oxygen are likely due to a
number of intermediate annealing at 1123 K.
Possible contamination sources are carbon,
nitrogen, oxygen and their compound gases in
the vacuum for annedling, and aso the
residual scale and lubricant on the surface of
tube wall. Improvement of vacuum
atmosphere and cleaning of the tube wall is
required for getting further purity. It has been,
however, reported that the @4.57-0.25t tube
did not show significant ductility loss and
other mechanical  property  change[9].
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FIG 11 SEM images of Ti-rich precipitates in
the 26t plate. Dashed lines indicate the bands
(top) and clusters (bottom) of the precipitates.

LS view

FIG 12 Band structures of Ti-rich precipitates
along to therolling (L) direction.
R =174 % (26t), R=96 % (4.0t), -

500 pm

FIG 13 Fracture surfaces after the impact
tests. Notch islocated at the left side.

Therefore the contamination level in the present fabrication process is acceptable and
expected not to degrade the mechanical performance of NIFS-HEAT alloy. The NIFS-HEAT
products maintain higher purity than previous work for the US DOE heat[4, 5]. Especialy
levels of oxygen in the plates and wires are half that in the US heat, so that superior
weldability, irradiation resistance and so on are expected.
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The Ti-rich precipitates observed in Fig. 10 are considered as Ti-C, N, O type precipitates
common in V-Cr-Ti aloy[10, 11]. In the as-melted ingot, solidification and cooling rate was
thought too high to produce the Ti-C, N, O precipitates, however supersaturated carbon was
extracted out as vanadium carbide type precipitates because of relatively low solubility of
carbon in vanadium matrix[12]. Above 873 K, mobility of Ti becomes high enough to react
with the supersaturated C, N and O. The Ti-C, N, O precipitates are well known to appear
from 873 K and above[11]. The hot working at 1173-1473 K was considered to evolve the
Ti-C, N, O precipitates. The precipitates made clusters shown in Fig. 10 without working. In
the fabrication process, the precipitates in the clusters were redistributed into bands under the
deformation stress for working.

5-2. Effect of oriented microstructure on mechanical properties

In the impact tests, secondary crack are possibly initiated at the precipitate, and propagate
to the nearby precipitate. In the clusters, a crack is thought to propagate to random direction,
whereas it goes along the bands, if formed. Since the random directional crack shown in Fig.
13 seems easy to connect with each other, the clusters of the precipitates are thought to induce
the brittle fracture, while the oriented and parallel cracks could not affect to the next cracks,
and also could terminate the propagation of the primary crack. From Fig. 11, the size of the
clusters was about 100 um, which is comparable to 250 um, the thickness of the miniature
tensile specimens used in the present study, therefore the tensile elongation was very sensitive
to the position, and was small around the area containing the precipitates clusters (around x =
0). In Fig. 6, the standard size specimens has not shown such ductility loss, because the size
of the parallel part, ¢6.25 in diameter, was large enough relative to the cluster size. As shown
in Fig. 11, precipitate band structures were observed near the surface of the 26t plate (x < -8.4
mm), however they appeared much wavier compared with the thinner plate shown in Fig. 11.
The wavy bands possibly cause the random directional cracks, and are considered to reduce
absorbed energy at the thicker plates, asindicated in Fig. 4-8. From the resultsin Figs. 6 and 8,
74 % - 93 % seems to be a transition range for working degree from the brittleness to ductility.
Working degree of 96 % is necessary for superior ductility both in the tensile and the impact
tests.

In general, sufficient working to induce homogenization and recrystallization is necessary
for improving ductility. Though the homogeneous grain structure was obtained as Fig. 9,
mechanical properties significantly affected by the distribution of the Ti precipitates. In the
case of vanadium alloys, it was revealed that sufficient working is critically required to obtain
high ductility by the transition from precipitate clusters to bands.

5.3. Tubing and welding processes

It has been reported that the @4.57-0.25t tube products had no precipitate clusters but
precipitate bands aligned to the rolling direction[9]. The bunds, however, were wavier than
that in the 0.25t plates. It was indicated that surface cracks of the tubes were induced at the
intersection point between the bands and the surface and propagated along the bands.
Recovery of work hardening by periodic intermediate annealing at 1123 K for 1 hr was
crucial to reduce deformation stress and to prevent surface cracking. The resulting tubes
exhibited good tensile strength and ductility comparable to the plateq 9, 13].

Weld joints of 6.6 mm and of 4.0 mm-thick plates were fabricated by gas-tungsten-arc
welding and laser welding in a high-purity Ar gas. Both the plates showed excellent
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weldabilty[14, 15]. All the precipitates in the weld metal were dissolved during welding. The
re-precipitation of Ti-C, N, O with high number density around 873 K resulted in significant
hardening of the weld metal and degraded its impact propertieg16, 17]. Post-weld heat
treatment (PWHT) at 1073 K was effective to reduce the number density of the precipitates
and hence to recover the hardening and the impact properties[17]. For vanadium alloy, several
mm-thick plates have been suggested as components for blanket structural materialg[18].
Based on the superior mechanical properties and weldability of the sufficiently worked plate,
such as 4.0t plates, production of the several mm-thick plates and their structures are feasible
by applying the fabrication process developed in the present study.

6. Conclusions

The present study revealed critical technologies and optimum process parameters for
vanadium alloy products having superior mechanical performance. The mechanical properties
of the products were improved significantly not only by reducing the impurity levels of C, N
and O, but aso by controlling density, size and distribution of the Ti-C, N, O precipitates.
Thus the large scale fabrication of vanadium alloy products for fusion blanket is feasible with
appropriate management of the process.
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Abstract. A variety of innovative Plasma-Facing Component (PFC) concepts, employing moving solid
or liquid surfaces, have recently been proposed in order to resolve technical issues, associated with the
applications of currently used PFCs in future steady state fusion devices. As the first step to evaluate the
concept using flowing-liquids for PFCs, steady state hydrogen and helium plasma interactions with solid
and standing liquid lithium have been investigated in the present work, using the H,and He-I
spectroscopy at the ion bombarding energies up to 150eV and at the lithium temperatures between room
temperature and 480°C. Data indicate that hydrogen recycling over liquid lithium is clearly reduced,
relative to that over solid lithium, whereas helium recycling does not show the same trend. From the
kinetic analysis of these recycling time constant data, the activation energies for the overall recycling
processes have been evaluated to be 0.02+0.01eV, both for hydrogen and helium plasmas. Also, it has
been found that the activation energy is nearly independent of ion bombarding energy.

1. Introduction

It 1s widely recognized in the magnetic fusion research community that since
the discovery of TFTR’s Supershot in late 80’s, high performance core plasmas tend to
favor low edge recycling conditions.  Therefore, wall conditioning such as
boronization has routinely been conducted in many confinement experiments.
Unfortunately, however, due to the surface saturation with implanted particles, the
efficacy of boronization to maintain low edge recycling conditions has finite lifetime,
necessitating re-conditioning. This clearly points to a need for enabling wall concept
development to provide reduced recycling even at steady state for future long-pulse
and/or steady state fusion devices beyond the International Thermonuclear
Experimental Reactor (ITER).

In an attempt to provide a possible resolution to this steady state recycling issue,
the concept of Moving-Surface Plasma-Facing Component (MS-PFC) was proposed
nearly a decade ago [1, 2]. Recently, laboratory-scale Proof-of-Principle (PoP)
experiments have been conducted, employing a continuously Ti- or Li-gettered rotating
drum exposed to hydrogen plasmas, and the results indicate that recycling can be
reduced down to 95% for Ti and 75% for Li even at steady state, demonstrating
“unsaturable walls™ [3, 4, 5].

The success on these PoP experiments on moving-solid surfaces has now
redirected our interest to moving-liquid surfaces, the concept often referred to as “liquid
(metal) waterfall”. In the this work, because of its high hydrogen absorptivity, low
melting point, and low atomic number, lithium has been selected as a candidate material
for this application. However, lithium is not yet set for flowing in the present
experimental setup because we would rather obtain fundamental knowledge on standing
liquid lithium interactions with steady state hydrogen and helium plasmas.

From this point of view, hydrogen and helium plasma recycling behavior over



solid and liquid lithium has been observed in a newly build facility: Vehicle-1 (for the
Vertical and Horizontal positions Interchangeable test stand for Components and
Liquids for fusion Experiments) [6]. Also, the relevant data taken from moving-solid
lithium PFC experiments [3, 4, 5] will be referred to, as-needed, to make a comparison
with those obtained from the moving-liquid cases.

2. Experimental

A schematic diagram of the Vehicle-1 facility is shown in Fig. 1-(a) and (b).
Unlike other plasma-surface interactions research facilities such as PISCES-B [7],
Vehicle-1 can take two positions, as can be seen, and is used in its vertical position in
the present work. All the details of this facility have already been described elsewhere.
However, for the sake of completeness, some of the most important features of
Vehicle-1 will be briefly described below.

Vehile-1 employs a 1kW ECR plasma source and can generate steady state
hydrolgen helium, argon, nitrogen and oxygen plasmas with densities of the orders of
10'"1/ecm® and electron temperatures typically 4~5 eV. The ion temperature is
believed to be near thermal unless associated with the Franc-Condon process.
However, the ion bombarding energy can be controlled by applying a DC bias between
the sample assembly and the plasma chamber at the floating and plasma potentials,
respectively. The plasma column diameter is limited to about 3.5cm by a donut limiter
made of tantalum, as shown later, providing a relatively flat density profile for the
projected area over lithium in the form of circular disk with the diameter of 2.9cm and
thickness of 2mm.

The diagnostics available for plasma-surface interactions include: a scanning
Langmuir probe, partial and total pressure gauges, digital CCD camera, and an Optical
Multi-channel Analyzer (OMA) connected with an optical fiber cable aiming at the
pre-sheath region near the sample surface. Importantly, the temperature of lithium is
measured with two thermocouples: one attached to the bottom of the crucible made of
molybdenum; and the other attached to lithium directly on the plasma-facing surface.
The crucible is 3cm in diameter and is mounted on a resistive heating assembly that can
heat lithium up to around 650°C, sufficiently high to induce the decomposition of
lithium hydride (LiH) in vacuum. Therefore, the sample temperature control was done
using the combination of the plasma bombarding power flux and resistive heating.
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FIG. 1 A schematic diagram of the experimental facility: Vehicle-1[6]
in its (a) vertical position; and (b) horizontal position.
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3. Results and discussion
3-1. Plasma characteristics in Vehicle-1

As presented in our recent paper [6], the plasma density increases from 1 x 10"
to 1 x 10" 1/cm’ almost linearly with increasing ECR power from 100W to 1kW,
whereas the electron temperature tends to remain 4~5 eV. In the present work, the
ECR power was set at relatively low levels so that lithium temperature would not be
overheated by the power flux associated with incident plasma ions.

Shown in FIG.2-(a) are the radial profiles of plasma density and electron
temperature taken at the ECR power of 100W across the plasma column, the diameter
of which is defined by a tantalum donut limiter. As seen, these profiles are rather flat.

Using the CCD video camera, the H intensity profile was taken at the ECR
region as that is viewed for hydrogen recycling measurements to be described next.
Results are shown in FIG. 2-(b) with and without a DC-bias. Notice that the H,, profile
is raised with the DC-bias on, due to the enhanced reflection of electrons, while both
exhibit the characteristic pre-sheath profiles.
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FIG.2 Plasma characteristics in Vehicle-1:(a) Radial profiles of plasma density and
electron temperature; and (b) Axial profiles of H,, intensity in the pre-sheath region.

3-2. Hydrogen and helium plasma recycling measurements

Hydrogen and helium recycling measurements were conducted, setting the
solid and liquid lithium temperature at 50°C and 300°C, respectively. Shown in FIG.
3-(a), (b) and (c) are the time evolution curves of H, and He-I light intensities that are
taken as the measures of respective plasma recycling for the following reasons. In our
recent experiments [3, 4, 5], the H, intensity has been found to be more closely related
to the molecular hydrogen density in the pre-sheath region than to the atomic hydrogen
density, the latter of which one would expect be more relevant though. Similarly, we
assume that the He-I intensity is governed by the neutral helium density recycled from
the surface rather than by that in the host plasma.

These time evolution curves are fitted with the following empirical formula [8]
to evaluate the recycling time constant, T,

I(t) = I°°{1—exp<—ri>} (1),

where | and |” are the intensities of observed H, or He-I at t = t and at steady state (i.e.



t =00), respectively.

Notice that the steady state H,measured for solid lithium (see FIG. 3-(a))
intensity generally increases with increasing ion bombarding energy, consistent with the
data shown in FIG. 2-(b). It is also true that the recycling time constant tends to
increase with increasing ion bombarding energy. This is because as the ion
bombarding energy becomes larger, the implantation depth becomes larger, which then
increases the particle retention capacity. Trends similar to these were observed in our
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FIG. 2 Time evolution of (a) hydrogen recycling over solid lithium at 50°C, (b) hydrogen
recycling over liquid lithium at 300°C, and (c) helium recycling over liquid lithium at 300°C,
where E is the ion bombarding energy and F.P. is the floating potential (<10eV).



recent MS-PFC experiments using a lithium-gettered rotating drum, the temperature of
which is maintained essentially at room temperature [5].

It is extremely important to note here that hydrogen recycling over liquid
lithium does not show these trends (see FIG. 3-(b)). In contrast, the steady state
H, intensity tends to saturate only above 20V and the recycling time constant does not
appear to increase even as the bias voltage increases. One might explain these findings
as follows: Hydrogen migration in liquid lithium, obeying the Einstein-Stokes’ law, is
orders of magnitude faster than that in solid lithium, obeying the Fick’s law. This in
turn enhances the transport of hydrogen deeper into liquid lithium, which can then
retard the saturation of the implantation range.

It is highly likely that under the present experimental conditions, implanted
hydrogen exceeds the solid solution concentration within the range, forming lithium
hydride (LiH). Interestingly, LiH is a solid up to its decomposition temperature of
~650°C, leading to the two-phase condition of the Li-H system [9]. Therefore, perhaps
forming clusters, segregated LiH tends to “sink” in the host liquid due to the
microgravity effect. This again enhances the transport of hydrogen into the bulk of
liquid lithium.

Therefore, it is considered that when hydrogen plasmas interact with liquid
lithium, reemission of molecular hydrogen back to the surface will most likely be
suppressed until the liquid is fully hydrogenated. This allows us to expect to see
reduced hydrogen recycling over flowing liquid lithium even at steady state, as has been
predicted elsewhere [10].

As shown in FIG. 3-(c), helium recycling over liquid lithium generally exhibits
the similar trends to those observed over solid lithium. This is presumably because
lithium has very little solubility of helium in it and they do not form any chemical
compounds.

3-3. Kinetic analysis of hydrogen and helium plasma recycling behavior

In addition to the definition by eq. (1), the recycling time constant can also be
given by the following relation [11]:

D
= 2),

kD
where D is the diffusion coefficient of hydrogen in lithium, k; is the surface
recombination coefficient, v is the sticking (i.e. trapping) coefficient, and ® is the
incoming particle flux. Generally, the reciprocal time constant is equivalent to the
reaction rate constant, which may be expressed as follows:

1 kyv® E,-E,—E
T D kT

r [}

) 3,

where k,, v, and D,, and E,, Es, are E4 are the frequency factors and the activation
energies of the surface recombination, sticking and diffusion processes, respectively,
and also K is the Boltzman constant, and T is the absolute temperature. Here, one must
be aware that if the DC bias voltage is sufficiently large to induce ion implantation, v,
and E;, would be eliminated from eq. (3). Likewise, in the case of helium plasma
bombardment, k, and E; should be ignored in eq. (3). Interestingly, although one
might consider otherwise, in eq. (3) there is no factor related to the depth of
implantation, i.e., the ion bombarding energy.

Shown in Fig. 3-(a) and (b) are the Arrhenius plots of these (1/1;) data, taken
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from hydrogen and helium recycling measurements, respectively. The activation
energies evaluated from the straight lines have been found to be 0.02+0.01leV,
surprisingly for both hydrogen and helium plasmas, regardless whether lithium is a solid
or liquid.

Immediately from eq. (3), one predicts not only that the activation energy for
the overall recycling process could be a minute yet positive value, but also that it might
possibly be a negative value, depending on the process dominating the overall recycling,
as has actually been found in our recent work [6].

Shown in FIG. 5 are these activation energies plotted as a function of ion
bombarding energy. One finds that there is almost no dependence on ion bombarding
energy, as expected from eq. (3). However, because not all these individual activation
energies are available from the literature, the further evaluation of the present data can
not be done at this point, which no doubt warrants future work in this area.
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FIG. 4 Arrhenius plots of the reciprocal recycling time constants taken from:
(a) hydrogen; and (b) helium recycling experiments, where Ea is the activation energy.
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FIG. 5 Activation energies for hydrogen and helium plasma
recycling over lithium as a function of ion bombarding energy.



4. Summary and future plans

Steady state hydrogen and helium plasma recycling behavior over solid and
liquid lithium has been measured with optical spectroscopy, using the newly built
Vehicle-1 facility. Observations have indicated that hydrogen plasma recycling over
liquid lithium tends to prevent the surface saturation, perhaps because of the rapid
transport of implanted hydrogen into the bulk of liquid lithium. In contrast, this is not
the case with helium because the solubility in lithium of which is known to be very little,
hence leading to instant reemission.

From the kinetic analysis of the reciprocal recycling time constant data, the
activation energies for the overall hydrogen and helium recycling have been evaluated
and those obtained for hydrogen and helium are surprisingly close to each other and
also they are nearly independent of ion bombarding energy.

In our separate experiments on the MS-PFC concept [5], employing a
continuously lithium-gettered rotating drum, it has been demonstrated that steady state
hydrogen recycling can be reduced down as low as 75%. From these data and together
with the findings in the present work, one immediately expects that hydrogen recycling
over flowing liquid lithium will also be reduced even at steady state. Nonetheless,
more direct PoP experiments are awaited to be conducted on the liquid metal waterfall
concept.

For this purpose, a two-reservoir “seesaw type” flowing liquid lithium setup is
currently designed for the next step experiments. A schematic diagram of this setup is
shown in FIG. 5. In this setup the liquid lithium flow is driven only by the gravity for
the sake of simplicity. The depth of the liquid is determined by a small “dam” and the
liquid flows from one reservoir into the other over a resistively heated bridge. Also, it
i1s important to mention here that this seesaw setup takes advantage of the rotating
mechanism of Vehicle-1(see FIG.1), so that the plasma column and all the diagnostics
will be inclined together when the flowing liquid interacts with the plasma, eliminating
the possible errors in data due to the possible changes in relative distances between the
spot of measurements and sensor heads, etc.

Hydrogen plasma

Liquid depth
determining

Liquid
“dam™ q

lithium
reservoir

Standing liquid

Resistive 00000
heater

<+— Vacuumwalls——

(2) (b)

FIG. 4 A flowing liquid lithium experimental setup to be mounted in Vehicle-1 set in its:
(a) vertical position; and (b) inclined position [towards the horizontal position].
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Abstracts. In order to estimate in-vessel tritium inventory of carbon dust, deuterium gas absorption and
deuterium ion irradiation experiments were conducted for a carbon dust prepared by using electron beam
evaporation for graphite. The retained amount of deuterium after the deuterium gas absorption was very low,
D/C=10" in the atomic ratio. The retained amount of deuterium after the deuterium ion irradiation was very
similar with that for graphite. The deuterium concentration becomes close to zero if the wall temperature at
divertor wall region is higher than 1000K. Co-deposited carbon dust was prepared by using a deuterium arc
discharge apparatus with carbon electrodes at different gas pressure and substrate temperature. The co-deposited
carbon dust had a largest deuterium concentration. In the ITER condition with gas pressure of 1 Pa and wall
temperature of 573K, the deuterium concentration in the atomic ratio becomes approximately D/C=0.2. In DT
discharge, the tritium concentration in the atomic ratio becomes T/C=0.1. This value is presumed to be a highest
concentration of carbon dust in ITER. The present result shows that the accumulation speed of in-vessel tritium

inventory is lower than that predicted so far.
1. Introduction

One of major issues in ITER is an evaluation of in-vessel trititum inventory since the tritium
inventory has to be controlled less than operating limits set by safety considerations [1]. In
the present design of ITER, it is presumed that a carbon dust produced by erosions of CFC
divertor target has a highest tritium concentration, 0.4-2 in the atomic ratio of T/C. Though this
value is based on hydrogen retention data of graphite, the data of carbon dust has not been
obtained systematically so far. The precise evaluation of tritium inventory of the carbon dust is
required to minimize a dwell time for tritium removal operation.

In order to evaluate the trittum concentration of carbon dust, a series of experiments on
deuterium or hydrogen retention of carbon dust has been conducted at both Hokkaido
University and JAERI [2, 3, 4]. The carbon dust produced by erosion of graphite is exposed to
molecular fuel hydrogen, fuel hydrogen atom and ion. The fuel hydrogen also co-deposits on

the wall with eroded carbon. To simulate these processes, we carried our (1) deuterium



molecular gas absorption experiment for carbon dust, (2) deuterium ion irradiation experiment
for carbon dust, and (3) deuterium arc discharge experiment to prepare co-deposited carbon

dust. The deuterium concentrations were measured after these experiments.
2. Experiments and Results

The carbon dust was prepared by using electron beam evaporation for isotropic graphite. This
dust was used for the deuterium gas absorption experiments and the deuterium ion irradiation
experiment. The surface morphology and crystal structure of the carbon dust prepared by
electron beam evaporation were examined by using scanning microscope, SEM, and Raman
spectroscopy, RS, respectively. The surface morphology and Raman spectrum are shown in
Fig. 1. The carbon dust consisted with micron size particles and the crystal structure was
amorphous carbon. In the preparation of co-deposited carbon dust, carbon electrodes were
employed in deuterium arc discharge apparatus shown in Fig. 2 to evaporate carbon atoms into
the deuterium arc plasma. In the arc discharge, both the substrate temperature and discharge
gas pressure were changed. The SEM photograph and the Raman spectra of the co-deposited
carbon dusts are shown in Fig. 3. The crystal structure was amorphous for a case of low
substrate temperature but the graphite like structure appeared for the case of high substrate
temperature. The deuterium concentrations of the carbon dusts after the above experiments

were measured by using a technique of thermal desorption spectroscopy, TDS.
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Fig. 1 SEM photograph of carbon dust (a) and Raman spectra of carbon dust and isotropic
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Fig. 2 D; arc discharge apparatus with carbon electrodes.
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Fig. 3 SEM photograph of co-deposited carbon dust (a) and Raman spectra of several
co-deposited carbon dusts (b).

The carbon dust was exposed to D, gas atmosphere in gas absorption apparatus at
Hokkaido University. The equilibrium deuterium concentration after the deuterium gas
absorption was measured. In this experiment, the gas pressure and the sample temperature
were varied. For comparison, the concentrations of bulk graphite and the graphite powder with
a size of lum were similarly measured. The absorption amount of carbon dust was much
larger than that of bulk graphite or graphite powders as shown in Fig. 4. The effective surface
areas of these samples were measured using BET method. The absorption amount was roughly
proportional with the effective surface area. The absorption of molecular fuel hydrogen takes
place at the shadow of plasma facing wall. For the condition with a temperature of 573K and
gas pressure of 1Pa, i.e. the ITER vacuum wall condition, the deuterium concentration became
approximately 107 in the atomic ratio of D/C. Thus, the absorption of fuel hydrogen molecular
into the carbon dust can be ignored.
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Fig. 4 Equilibrium concentrations of carbon dust, powdered graphite and bulk graphite versus

inverse of absorption temperature.

The carbon dust was irradiated by deuterium ions with energy of 1.7keV at RT in
ECR ion irradiation apparatus at Hokkaido University. For comparison, isotropic graphite was

similarly irradiated. Fig.5 shows the deuterium concentrations of carbon dust and graphite



versus deuterium ion fluence. The fluence dependence of carbon dust shown in Fig.5 and the
behavior of the thermal desorption were quite similar with those of graphite. In the deuterium
ion irradiation, the structure in the implantation depth becomes amorphous in both the graphite
and the carbon dust, and then the trapping behavior becomes the same. This is a possible
reason for the concentration of carbon dust to be the same as that of graphite. For graphite, the
temperature dependence of hydrogen concentration has been already obtained by several
authors [5], and thus this result can be applied for the case of carbon dust. The divertor target
region receives fuel hydrogen ion flux. The steady state wall temperature is approximately

1000K. The fuel hydrogen concentration of carbon dust becomes approximately zero, again

negligible small.
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Fig. 5 Amount of retained deuterium of carbon dust vs deuterium ion fluence.

The co-deposited carbon dust is produced by the deposition of fuel hydrogen on the
carbon dust in the formation process of carbon dust. The co-deposited carbon dust deposits on
the wall in the vicinity of CFC target. The fuel hydrogen concentration may become large
since the reactive species, i.e. fuel hydrogen atom or ion deposits on the carbon dust. The
co-deposited carbon dust was prepared on the substrate in the deuterium arc discharge by
changing the substrate temperature and the discharge pressure. Fig. 6 shows the deuterium
concentration of co-deposited carbon dust versus the substrate temperature for discharge
pressures of 1.6Pa and 4Pa. Fig. 7 shows the deuterium concentration versus the discharge
pressure for the substrate temperature of 573K. In ITER, the highest concentration becomes
0.2 in the atomic ratio of D/C for the condition at wall temperature of 573K and discharge gas
pressure of 1Pa. The co-deposited carbon dust had a highest deuterium concentration. For DT
discharges, the trittum concentration becomes 0.1 in the atomic ratio of T/C. This value may
be recognized as the highest trititum concentration of carbon dust in ITER. We now estimate
the number of main discharge shot which accumulates the in-vessel tritium inventory of 500g.
For the in-vessel inventory to reach 500g, the shot number becomes 400 if the erosion rate of
CFC is 50g/shot and all the eroded carbon becomes co-deposited carbon dust.
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Fig. 6 Deuterium concentration of co- Fig. 7 Deuterium concentration of co-
deposited carbon dust versus deposited carbon dust versus
substrate temperature. deuterium gas pressure.

In the deuterium arc discharge, tungsten and carbon electrodes were employed for
the anode and cathode, respectively, for the preparation of tungsten mixed carbon dust [6]. The
deuterium concentration was observed to be higher than that of co-deposited carbon dust. The
structure of the tungsten mixed carbon dust was more amorphous compared with that of
co-deposited carbon dust. Thus, the deuterium might have been more trapped. However, the
evaporation amount of tungsten is very small, and thus this contribution may be ignored for

the in-vessel tritium inventory.
3. Summary and Conclusion

The deuterium concentration of carbon dust was measured after deuterium gas absorption and
deuterium ion irradiation. The deuterium concentration after the deuterium gas absorption was
very low, D/C=107 in the atomic ratio. The deuterium concentration of carbon dust after the
deuterium ion irradiation was similar with that for graphite. The deuterium concentration
becomes close to zero when the wall temperature is higher than 1000K. This contribution was
also very small. The co-deposited carbon dust had a highest deuterium concentration. The
deuterium concentration was D/C=0.2 in the atomic ratio when the deuterium gas pressure of
1Pa and substrate temperature of 573K. For DT plasma, the trittum concentration becomes 0.1
in the atomic ratio of T/C. For the in-vessel tritium inventory of carbon dust to reach 500g, the
number of plasma discharge shot becomes 400.

The carbon dust is produced mainly in the disruption phase. In the disruptions, the
major erosion of CFC takes place by the emission of carbon particles with a size of um. The
tritium retention of the carbon particle may be much smaller than that of carbon atom or

cluster. In addition, the tritium concentration significantly depends on the wall temperature.
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The actual wall temperature becomes higher than 573K during the plasma discharge. The
tritium concentration decreased by the elevated temperature. Hence, the trittum concentration
of carbon dust may be smaller than T/C=0.1. Hence, the period required for dust cleaning is
furthermore lengthened.
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Abstract. In the LHD, steady-state plasma heating by EC wave with 72 kW and ICRF with 0.5 MW was
achieved during 756 and 150 sec, respectively. An EC heated plasma with time-averaged radiation temperature
of 240 eV and density of less than 1x10'™® m™ was obtained. As for an ICRF heated plasma, plasmas with
electron and ion temperatures of 2 keV and density of 6x10' m™ were sustained until the discharge was
terminated by increase in radiation loss. It is confirmed that an imaging property of the remote steering antenna
has a branch structure and that recursiveness of input Gaussian beam is found even in a large-angle operation by
means of the other branch. The directivity of radiation and power flow are analyzed in detail by using higher-
order modes of Hermite-Gauss beam.

1. Introduction

In fusion-oriented experimental devices with superconducting coils such as Tore Supra,
TRIAM-1M and LHD, studies on steady-state operation by lower hybrid current drive in
tokamaks and ICRF heating in a helical device have been performed intensively. Up to now,
two parameters such as discharge duration and input energy were attained to the order of hour
and giga-joule in tokamaks. Since establishment of LHD, the steady-state heating by NBI,
ICRF and EC waves has been carried out with development of high-power and long-pulse
technology. The recent experimental results from steady-state heating on ICRF and EC waves
are described. In addition, as to launching technology of millimeter wave by a remote steering
antenna, investigations on an extension of the steering angle and optimization of input
Gaussian beam were carried out theoretically and compared with experiment. By using the
branches on image of both symmetric and asymmetric directions, an injection of Gaussian
beam with the extent of 25 degrees enables us for application in ITER with good efficiency.

2. Steady-state EC/ICRF Heating

Steady-state ECH was carried out by an 84 GHz/200 kW diode CW gyrotron with a
potential-depressed collector and a chemical vapor deposited diamond window. The high
voltage power supplies for the gyrotron had been a little modified to use a body power supply.
The body power supply controls the body voltage relative to the collector ground to keep the
voltage between cathode and body constant. The gyrotron was installed on one of the
gyrotron tanks and connected to the dummy load and transmission line that is extended from
the end of evacuated 31.75 mm corrugated waveguide system used for the pre-existing
system. Due to the increased reflection from transmission line or the dummy load, the
gyrotron test had been limited below 150 kW /1000 sec.

The corrugated waveguide switches were introduced to select power from the pre-existing
or the CW gyrotron, to couple the common corrugated waveguide, and to direct power to the
dummy load or the LHD antenna. Since the pre-existing mirror antenna system had no
cooling channel, the corrugated SUS waveguide of 88.9 mm in inner diameter is used as an
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antenna by tapering up the corrugated waveguide from 31.75 mm inside LHD vacuum vessel.
Another waveguide switch set just near the LHD port enables to select the mirror or
corrugated waveguide antenna to launch an 84 GHz power to the LHD. The transmission line
components of 31.75 mm in diameter including a diamond window at the LHD injection port
were exchanged or reinforced to increase the heat handling capacities. The temperature rise of
the waveguide components on the transmission line was measured by the thermocouples
distributed along over the transmission line. In addition, the degree of vacuum on the MOU
and the transmission line always was monitored and built in as an inter-lock circuit to avoid
an arcing.

In FIG.1, waveforms of parameters are shown. With injecting ECH power of 72kW during
766 sec, an EC heated plasma with time-averaged density of 2.4x10'" m™ was sustained
without radiation collapse during 756 sec. The density was always controlled by repetitive gas
puff not to exceed a density limit for collapse due to limited ECH power. An ECE signal at
plasma core increased and that at peripheral region decreased. The time-averaged ECE signal
of which optical depth is not sufficiently thick is equivalent of the black body radiation with
240 eV. With time, waveguide temperature raised linearly as shown in FIG. 1.
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state ECH and 650 < t< 750 sec in Fig.1.

In the later stage of steady-state heating, decay rate of density just after the gas puffing
pulse tends to decrease due to change in recycling from the vacuum wall. Figure 2 shows the
appearance counts of the density response time 7 /(dn. /df) to the gas puffing events are
plotted for the time intervals of 50<t<150, 350<t<450 and 650<t<750 sec during the
discharge shown in FIG. 1. Here, the plus and minus sign of the response time corresponds to
the density build-up and decay times after gas puffing, respectively. This figure clearly shows
that the density decay time increases towards the end of discharge, while the build-up time
stays almost constant. Most of parameters in the gyrotron were kept at the constant or
saturated during the pulse. Collector and body voltages were well controlled and kept
constant during the shot. Beam and body currents little increased with the time constant of
300 sec and then saturated to be constant toward the end of the pulse. This increase is
ascribed to the cathode overheating due to the stray millimeter-wave power near the cathode.
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Temperature differences between inlet and outlet of the gyrotron coolant are shown in FIG.
3. Although the coolant temperature near the end of such long-pulse operation increased
slightly, it is demonstrated that this gyrotron can be operated well longer than 1000 sec with
200 kW. Pressure rise in the MOU and the waveguides due to the temperature rise had been
the major cause of the termination of the
pulse. The cooling of the transmission 0.6
component was enforced during the 051
experimental campaign, but the temperature
of some components still kept increasing
during 766 sec operation. The outgas from
such high temperature component was far
from saturation. The pressure inside the 01}
waveguide kept increasing due to the poor 0 0
conductance in the small diameter of the o0 = 42?,“;?5; 200 1000 =00
waveguide. As a result, an interlock on

degree of vacuum in the MOU and the FIG. 3. Time evolutions of temperature
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evacuated waveguide due to the excess differences between inlet and outlet of the
outgas was operated and the pulse was coolant at the window, the gyrotron body
terminated. There exists competitive and the MOU.

problem on creation of higher-order mode content by slits for increase in pumping speed at
the pumping section and on leakage power from the increasing gap for withstanding voltage
in the dc-break elements. Outgas in the heated transmission line due to joule loss becomes an
important subject for CW power transmission with megawatts level.

Since 1999, the steady-state operation by ICRF heating has been carried out and the pulse
length was extended in every experimental campaign, but limited due to a defect on long-
pulse operation in an RF generator. Recently, the RF emitter was tuned for the long-pulse
operation by installing water-cooled ferrites between control and screen grids to suppress a
parasitic oscillation. Time evolutions of plasma parameters of the long-pulse discharge are
plotted in FIG. 4; this is the longest plasma discharge so far achieved in the ICRF heated
plasma. The plasma with the electron density 7 .= 5~6x10'*m™ and the electron temperature
and the ion temperature on the magnetic axis 7co= Tijo= 2.0 keV was sustained with the ICRF
heating power of Prr= 0.5 MW. After 90 seconds, the electron density and the radiation
power (Prq) increased with time and ended up with 7n. = 1x10"” m? and Pg= 250 kW
before the plasma suddenly disappeared at 150 sec. The operation of the RF generator was
automatically suspended by an increasing reflection power due to shrinking the plasma radius,
when the plasma was collapsed. An electron density limit of the ICRF heated plasma was
examined in the series of the experiments: the critical electron density 7 .. is given in the
relation of 7 cor (10" m™)= 1.8 Prr (MW) [1].

A toroidal asymmetry in Ho intensity observed from the outside ports is shown in the
circle-diagram of FIG. 5. Here, the values at # = 150 sec are normalized by those at # = 90 sec.
It is easily found that the increase in Ha is prominent in 3-O and is about 2.5 times larger than
that in 8-O. The ICRF heating antennas are installed at 3.5, that is between 3-O and 4-O. This
increase in the Ha intensity is believed to be attributed to the temperature increase in the
graphite plates located near 3-O in the toroidal direction. A toroidal asymmetry with respect
to the temperature increase in the inboard side of the divertor plate is also shown in FIG. 5. It
is found that the temperature increase in the 3-1 (No.3 of inboard side divertor plate) is
prominent. The 3-1 divertor plate heated up to 400°C is thought to be a candidate of a
hydrogen out-gassing source. This local temperature increase is compared with a calculated
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result from particle orbit analysis. Two cyclotron resonance layers are separately located on
the mod B surface in the employed magnetic configuration. The behavior of high-energy ions
starting at the cyclotron resonance layer was examined using a full orbit calculation code
under the RF electric field strength of 20kV/m [2]. About two thousands of high-energy ions
with a low initial energy starting from the upper and the lower ion cyclotron resonance layers
in various initial phase differences against the RF electric field. As the starting position, 100
points were selected from R = 4.15m to 4.20m along the ion cyclotron layer, where the last
magnetic closed surface is at R = 4.14m. Some of them hit the divertor plates within one
circulation along the toroidal direction. The toroidal distribution on loss energy of high-
energy ions is plotted in FIG. 5 to compare with the measured temperature increase. The orbit
calculation suggests that the local temperature increase in divertor plates can be mitigated in
two ICRF heating scenarios, in which the ion cyclotron resonance is located on the magnetic
axis in the minority heating or is located near the low magnetic field region in the mode
conversion heating; there exists no ion cyclotron resonance layer in front of the ICRF heating
antennas.
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FIG. 4. Waveforms in steady- FIG. 5. Distributions along the toroial direction of Ha signal
state ICRF heating. and temperature at the divertor.

3. Branch Structure in a Remote Steering Antenna

To develop an ECH antenna without a steering mirror in the vacuum vessel, characteristics
of a square corrugated waveguide antenna with the cross section of @ X a was examined
theoretically and experimentally [3, 4]. In addition to the well-known optimum length L=
44*/) for small-angle injection, existence of many branches with good imaging for large-angle
injection was confirmed [4].

To find out the optimal waist size of injecting Gaussian beam, the imaging characteristics
of the remote steering antenna with /= 158 GHz and a = 60.08 mm is calculated for various
waist size wpas a function of waveguide length L. In FIG. 6, the calculated results for first
asymmetric direction with injection angle of 10 degrees and first symmetric one with 15
degrees, respectively are shown. The optimal waveguide length with respect to the imaging
efficiency is almost the same for both branches as shown in FIG. 6 (a). Optimal wy/a on the
efficiency of the first asymmetric (symmetric) branch is around 0.30 (0.33). From the
viewpoint of range in the waveguide length with the efficiency larger than 90% Ay, optimal
wo/a is 0.30 for both branches. It is resulted from the minimum number of coupled wavguide
modes and the large coupled content in a main mode.
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By changing the frequency instead of the waveguide length, the experimental confirmation of
branch structure in recursiveness of input Gaussian beam was performed and compared with
the numerical result [4]. All the scanning directions in the calculation and the experiment are
perpendicular to the electric field. Calculated (left) and measured (right) results from the
radiating power are shown in FIG. 7. Contour plots of (a) upper and (b) lower figures
correspond to radiating for asymmetric and symmetric directions. All the data are also
normalized with values at the normal injection to the waveguide mouth. Here, L = 6.5 m, a =
60.08 mm and wy = 22 mm.

FIG. 7. Calculation (left) and experiment (vight). The contour plots of power in (a)
asymmetric and (b) symmetric directions with respect to the incident Gaussian beam

The wide contours corresponding to optimum frequency cL/(4a”) =135.0 GHz at the small-
angle injection in the asymmetric direction are seen. As for the second and third branches
extending to the larger angle, the optimum frequency in the asymmetric direction is 150 and
158 GHz, respectively. Each branch with the symmetric direction fills partly a corresponding
gap in the asymmetric direction. The measured dependence of efficiency (power) on the
frequency and injection angle of Gaussian beam is in good agreement with the calculated
results [5].

Using the orthonormality on Hermite’s polynomial H,, or H,, the EM fields propagating
along the z -axis can be written as the weighted sum of Hermite-Gauss beam HG,,, with mode
numbers (m, n) and waist size of w’. Here, HG,,, mode is given by



6 FT/P7-19
E, =i, [ 2z, Hm[ﬁx JHn(\/E,J/IJexp{— rz(lz-i—Jkoﬂ exp{— JkyzZ +j(m+n+l)tanl[ /tzz H
Tow N 22" min w w w® 2R w,

and H . =-E,/Z,-

The origins of beam coordinates (x’, y’, z") and waveguide coordinates (x, y, z) are at the
center of the waveguide exit. The weighting coefficient of the HG,,, mode, B, is determined
from the output electric field E), at the waveguide exit using the integration on the waveguide
exit: B, = ([ E,H ds

To overview the directivity of radiation, the viewing HG,,0 beam with the same waist size
as an injected fundamental HGg, is scanned around y-axis. The x’-z’ plane in beam
coordinates is on the x-z plane. To analyze a branch where radiation for the symmetric
direction is main, waveguide parameters of L = 7.15 m, a = 60.08 mm and f = 158 GHz [4]
are used.
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FIG. 8. Contour-plot of power content in the plane of

injection and viewing angles. (a) Fundamental mode, (b) ol S L
higher-order HG modes and (c) total of all the modes. Here,

=158 GHz and L = 7.150 m. Calculation of the higher- FIG. 9. |By|*, Z|Bol’
modes is carried out up to m = 60. (except m = 0) and X|B|°

where, L =7.15m.

In FIG. 8, (a) the fundamental mode |Bo|*, (b) higher-order modes Z|B,.o|* (except m = 0)
and (c) all the calculated modes 2|Bm0|2 are contour-plotted in the plane of the injection angle
and viewing one. As for higher-order modes, the value B, is calculated up to m = 60. The
width of contour-plot on fundamental mode in FIG. 8 (a) corresponds to around 36, where a
half angle of beam 6 is A/awy. The higher-order HG modes have not central peak profile,
which exists in a fundamental mode and its intensity extends to the wing in the profile. This
property produces that a fundamental beam propagating along a direction appears as higher-
order modes in the viewing beam looking along another direction. As a result, the width of
the contour-plot on higher-order modes, which exists on both sides of fundamental mode,
increases considerably. On the analysis, the radiating fundamental mode only in symmetric or
asymmetric directions is double-counted as higher-order modes looking from the other
direction. In the small angle injection, the HGgyy beam radiates for the asymmetric direction.
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With increasing an angle, radiating direction changes to the symmetric one. For the angle
larger than 15 degrees, the direction changes again to asymmetric one.

The results from both the asymmetric and symmetric directions and also the total are
shown in FIGs. 9 (a), (b) and (c), when a viewing angle is equal to injection one into the
waveguide. In the range of 8-16 degrees power is launched for the symmetric direction. In the
range larger than 16 degrees, power radiates alternatively for both directions. In the range
smaller than 6 degrees, total power content in both directions becomes almost unity by
appearance due to double counting as fundamental and higher-order modes in viewing beam
as shown in FIG. 9 (¢). It is noted that due to truncation of injecting beam, the total is slightly
smaller than unity. The boundary angle where double counting disappears is denoted by fq.
When the Gaussian beam with the almost same wo/a is injected into the smaller-size
waveguide, 6 increases and f4 increases in proportional to 6. At the intersection points in
symmetric and asymmetric contents of FIG. 9 (¢), the standing wave is formed near the side-
wall of waveguide exit.

Symmetric-direction Asymmetr ic-direction
Mode Number m L=7.150m n=0 Wode Nurmber m L=7.190m n=0
60, 60y

50 FIG. 10. The mode content of HG
0 for symmetric (left) and asymmetric
(right) directions as a function of
injection angle. Here, the scale of
mode content is in decibel unit.
Parameters in the figures are the
same as those in FIG. 9.
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The mode content of HG,,y for symmetric and asymmetric directions corresponding to
FIG. 9 is shown in FIG. 10, as a function of injection angle. In a small angle lower than 6
degrees, a great number of higher-order modes with very small amount of content compose
radiation. In the range of 8-16 degrees, the fundamental mode is main content. In the range
larger than 16 degrees, higher-order modes increase to the medium level.
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When the waveguide length increases to L = 7.50 m, the well-known first asymmetric
branch appears. As to this branch, the directivity of radiation can be also examined by using
the same technique. The contents of fundamental mode and the higher-order modes, and the
total are shown as the contour plots on the plane of the injection angle and viewing one in
FIGs. 11 (a), (b) and (c), and also plotted for various launching directions in FIGs. 12 (a), (b)
and (c) when a viewing angle is equal to injection one for the waveguide. It is understood
from the results of FIGs. 11 and 12 that the good imaging of HGy mode is obtained up to
injection angle of 12 degrees. By the analysis of mode content such as FIG. 10, it is found that
the dip near 5 degrees on the HGyo mode is mainly due to a creation of HG;p modes. Beyond
15 degrees of injection angle, the main directivity of radiation changes alternatively between
asymmetric and symmetric directions.

In FIG. 13, the calculated and the
experimental results from the launching for the
symmetric direction, where, f'= 146 GHz. wy =
22 mm, a=60.08 mm and L = 6.5 m. Several
curves taking into account of some HG,
modes are drawn. Because frequency of 146
GHz is slightly higher than the optimum value
144 GHz that is shown in calculation in FIG.7,
a deep dip in the content of HGyy mode
appears near 13 degrees. By taking into
account of the low-order modes as HGjj etc.,

HG00+HG1D+HG20

\
1 L L L L 1 h

10
Angle g (deg)

FIG. 13. The launching for the
symmetric direction. Here, f= 146

the experimental results from the detection GHz. wy= 22 mm, a = 60.08 mm and L
which are insensitive on the mode-selection =6.5m.

can be explained well by the present

calculation.

4. Summary

We got the expected results in the first steady ECH in LHD despite of mild injection of 72
kW and also obtained medium parameters of density and temperature for steady ICRF heating
of 0.5 MW. However, it turns out that wall conditioning and powerful injection are required
for increasing density of ECH plasma and that careful treatment of high-energy particles is
brought question in order to prolong ICRF heating pulse. The existence of branch structure in
the remote steering antenna was found numerically and confirmed experimentally. By using
the symmetric branch, we succeeded in the extension of operating angle in the remote steering
antenna. The application to the ITER is expected with further development.

References

[1] KUMAZAWA, R. et al., “Density increase during steady-state plasma discharge on the
Large Helical Device”, P5-108 in 31st European Society Conf. on Plasma Physics
(London, 2004).

[2] SAITO, K. et al., “Effects of RF field near ICRF antenna on edge plasma in LHD”, to be

published in J. Nucl. Mater.

[3] OHKUBO, K., “Hybrid modes in a square corrugated waveguide”, Int. J. Infrared and
Millimeter Waves 22 (2001) 1709.

[4] OHKUBO, K. et al., “Extension of steering angle in a square corrugated waveguide
antenna”, Fusion Engineering and Design 65 (2003) 657.

[5] OHKUBO, K. and KASPAREK, W., “Extension of operating range in a remote steering
waveguide antenna” Conf. digest. of 28th Int. Conf. on IRMMW (Otsu, 2003) p381.



	FT_P1-19(T.Hino).PDF
	Fig. 2 D2 arc discharge apparatus with carbon electrodes.
	Fig. 3 SEM photograph of co-deposited carbon dust (a) and Raman spectra of several
	co-deposited carbon dusts (b).




