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Abstract

The International Serninar on Atomic Processes in Plasmas (ISAPP), a satellite meeting to the ICPEAC was
held July 28-29 at the National Institute for Fusion Science in Toki, Gifu, Japan.  About 110 scientists
attended the ISAPP meeting and discussed atomic processes and atomic data required for fusion research.
This Proceedings book includes the papers of the tatks, posters and panel discussion given at the meeting,

The invited talks described the super configuration array method for complex spectra, near-LTE atomic
kinetics, R-matrix calculations, the binary-encounter dipole model for electron-impact ionization of
molecules, other calculations of molecular processes, the ADAS project and the NIFS atomic data-base, and
a survey of the role of molecutar processes in divertor plasmas. On the experimental side crossed-beam
ion-ion collision-experiments for charge transfer, and storage-ring and EBIT measurements of ionization,
excitation and dielectronic recombination cross-sections were presented, and atomic processes important for
x-ray laser experiments and x-ray spectroscopy of astrophysical plasmas were described. The new method
of plasma polarization spectroscopy was outlined. There was also a spectroscopic study of particle transport
in JT-60U, new results for detached plasmas, and a sketch of the first hot plasma experiments with the Large
Helical Device recently completed at NIFS.

A panel discussion on International Data Center collaboration, chaired by Dr. Janev, included
representatives of atomic data centers in Japan, US, IAEA, UK (JET project), Russia, Korea and China.:
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PREFACE

The "Intemational Seminar on Atomic Processes in Plasma" was held as a satellite meeting of
the XXI-ICPEAC (International Conference of Physics of Electronic and Atomic Collisions) on July
29 - 30, 1999 at the National Institute for Fusion Science, Toki, Yapan. This is the second satellite
meeting of ICPEAC on this subject. The first one was held twenty years ago, in 1979, at the Institute
of Plasma Physics, Nagoya Umversity, organized by Professor S. Hayakawa in' Nagoya University.

The seminar was.intended to bring together both atomic and plasma physicists to review and
discuss atomic processes arising in various plasmas: high and low temperature and high and low
density plasmas. For the first time, the people who use different terminologies in different research
fields could really discuss these problems. There were 109 participants from 16 countries, among
whom 42 were from outside Japan. The Seminar was opened by an address by Professor M.
Fujiwara, Director of the National Institute for Fusion Science. Many participants visited the LHD
(Large Helical Device) in NIFS. The conference discussions were carried out actively in a friendly
atmosphere. At the end of the Seminar, we had a party in Yamagami Spa. We enjoyed nice Japanese
cooking as well as the Japanese hot spa there. | hope this meeting will be a trigger to explore the new
field between Atomic physics and Plasma physics.

The Proceedings includes 20 invited papers and 57 contributed papers presented at the
Seminar. It also includes papers from 9 atomic data centers in the world presented in a panel
discussion. The program is given at the end of the Proceedings. The list of participants is also
attached for future communication, so that communication between the different fields of research will
continue. ‘

On behalf of the organizing committee, I would like to express our sincerest thanks to all
participants who made active contributions not only by the formal presentation of papers but also
through informal discussions. I also would like to acknowiedge the organizational efforts of Drs. 1.
Murakami, H. Sakaue, Profs. C. Namba and N. Ohno, and sincere support by Profs. T. Fujimoto,
Y. Itikawa and S. Ohtani. I also would like to thank the office people in NIFS for the support with
the budget and official procedures.

I acknowledge the financial support of Yu-Kwai and a contribution of the JuRoku Bank Ltd
as well as the National Institute for Fusion Science.

Takako KATO
Chairperson, Organizing Committee :
Intemational Seminar on Atomic Processes in Plasma
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Atomic Processes in Plasma - Towards Plasma Atomic Processes -

Takako KATO

Data and Planning Center
National Institute for Fusion Science, Toki 509-5292, Japan

Abstract. The problems of atomic process in plasmas are reviewed briefly. We discuss
recent experimental results, non equilibrium plasma, high density effects in plasma and plasma
spectroscopy. Atomic processes in plasma is developing as a new research field.

1. Introduction

It is said that 99% of the Universe is made of plasma. There are many kinds of
plasmas. For laboratory plasmas, we can mention magnetic confinement fusion, inertial
confinement fusion, X - ray lasers, industrial plasmas, discharges and light source plasmas.
When we look into space, there are many kinds of plasmas. Recently intergalactic space in
clusters of galaxies is found by X-ray measurement to be a high temperature plasma. Plasma
emissions are observed from supernova remnants, binary stars, neutron stars etc. in our
galaxy. On the Sun we observe high temperature plasmas in the corona and in solar flares. In
the solar interior a hot dense plasma exists. In interplanetary space there is low temperature
plasma. There are also plasmas in the earth's atmosphere such as lightning and aurora.

When we consider these various plasmas, the plasma parameters range from low

density (0.01 cm™) to high density (102% cm™3) and from low temperature (0.01 eV) to high
temperature (50 keV). Therefore there are many kinds of atomic processes involving atoms,

molecules and highly charged ions. Atomic data and atomic databases for these processes are
necessary for diagnostics and modelling.

2. Various Atomic Processes and Atomic Data :

To understand the various plasmas, information about atomic and molecular processes
are necessary. The main electron collisional processes are excitation, ionization, dissociation
and recombination (including dielectronic recombination as well as radiative and three body
recombination). In ionization processes there are direct ionization and indirect ionisation like
excitation autoionization. The dielectronic recombination and autoionization processes have
been studied intensively during the last ten years. There are also similar processes like
excitation, ionization, recombination, dissociation produced by radiation. These processes are
important in hot dense matter such as laser produced plasmas and stellar atmospheres. For
heavy particle collisions, charge transfer, ionization, excitation are important. In fow
temperature plasmas, the elastic collisions control transport processes, especially
energy/momentum transfer between neutral hydrogen and ions or molecules.



In order to supply atomic data for the plasma research, we need a lot of data. These
data should be evaluated for the plasma physicists. We need databases of evaluated data for
cross sections and rate coefficients. However it is not so easy to make the evaluated data. In
order to arrive at evaluated data, a database for individual original data is also necessary. We
need to update the evaluated data. For this kind of job, international collaboration would be
- very useful.

3. Recent Topics

Recently interesting experimental results are obtained in plasmas. One important
topic is the detached plasma in fusion reactor divertors. In divertor plasmas spectral series
emission from the recombining plasma is measured and indicates a detached plasma[l]. The
spectra showed much lower temperature than measured by Langmuir probes. Such a
temperature lower than 1 eV was not expected two or three years ago. The atomic processes
in such a low temperature suggest molecular activated recombination[2]. The radiation loss is
revealed to be beneficial for edge cooling, although the radiation loss from the center of the
plasma is harmful. We also have interesting results for electron and ion collisions in Storage
Rings at very low electron energies. Detailed measurements of recombination rate coefficients
and cross sections of highly charge ions have been performed. The results give very precise
data showing dielectronic states. The dependence on energy and on plasma density, electric
field and magnetic field can be studied by this method. Some measured results for
recombination are not yet explained' by theoretical calculations[3].

In Astrophysical plasmas the main processes are electrons and photons collisions.

However recently charge exchange processes relating to X-ray production have been
proposed.

4. Non equilibrium plasma

In high density and steady plasma, local thermodynamic equilibrium (LTE) is
obtained. In LTE the population density is expressed by the Saha-Boltzmann formula which
does not depend on the rate coefficients. It only depends on the statistical weight and
energies of the levels and on the temperature. Near LTE conditions, atomic processes are
described by a symmetric linear-response matrix[4]. This result makes a relation between
plasma atomic processes and thermodynamics as well as offering an efficient method for
radiative transfer calculation.

In the case of Non LTE, the population densities depend on the rate coefficients.
There are two kinds of Non LTE; steady state (dn/dt = 0) and non steady state (dn/dt ¥ 0).
In steady state, when there is a flow of the material the plasma is not always in ionization
equilibrium. This situation occurs in laboratory plasma such as Tokamak. Generally speaking
the plasma is in an ionizing state in a Tokamak, although a recombining state occurs in the
divertor. When there is no flow in a steady state, ionization equilibrium is expected, as in the
solar corona. However the ionizing plasma such as solar flares and the recombining plasma



such as laser produced plasmas are considered in non steady state state which is time -
dependent plasma. '

We have analysed X-ray spectra from Sun and found the non equilibrium ionization in
solar flares[S] as shown in Fig.1. This result can help to make a flare model. We can
determine the plasma state from the time - dependent ion abundance ratios in plasmas.

5. High density effects, Microfield effects, Field effects for rate coefficients in plasma

~ In plasma a microfield is created by the motion of the particles. This field causes level
mixing and Stark broadening of spectral lines. For dielectronic recombination process, an
electron is captured in highly excited states. Therefore the recombination rate coefficients
change very much due to the microfield effects in high density plasma. In order to know the
density effect precisely we need the correct recombination rate for high Rydberg states. We
also need to know the Stark effect and level mixing for these levels. In order to know the
effective ionization and recombination rate coefficients, we have to study the collisional
radiative model including dielectronic states. A systematic study of the collisional radiative
model is necessary to investigate these effects.

The electrostatic field of plasma waves makes plasma satellite lines. For high Rydberg
states the effect of this electrostatic field might be important[6].

It is well known that the measured transport in plasma can not be exptained by neo
classical transport theory. This is called anomalous transport. We consider that anomalous
transport might be related to some atomic processes. For example the loss of
plasmamomentum through charge exchange with neutral particles is considered to be
important in the formation/destruction of transport barriers in toroidal plasma. This problem
has not been studied sufficiently from the view point of atomic procésses, but atomic
spectroscopy already gives an important diagnostic technique for transport.

6. Plasma spectroscopy

Plasma spectroscopy is a window to learn about any plasma. We can obtain much
information from spectroscopy. However the measured spectra are not always well
understood. We have several mysteries in plasma spectroscopy. A famous one is the
intensity ratio of the intercombination line and the resonance line for He-like ions which are
measured both in solar flares and in Tokamaks. We also have intensity anomalies for the
ratios of Lyot1 to Lya2 for H-like ions[7], and the multiplet line ratios of OV([8] and of O1I}
lines. The obsered spectral feature produced by Zeeman splitting near the plasma periphery
can not always be understood by normal magnetic field in plasmas. These mysteries should
be resolved. They might be keys to open a new area of atomic plasma processes.

Polarization spectroscopy is another new window in the plasma spectroscopy
especially important for non Maxwellian plasmas.



5. Plasma Atomic Processes

Atomic physics has a distance from Plasma Atomic Processes. Plasma physics has
also a distance from Plasma Atomic Processes. I think Plasma Atomic Processes is not only
an application of atomic data in plasma but a new research field between Atomic Physics and

Plasma Physics.
We should make a systematic development of this research field for a wide range of

plasma parameters.
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An Atomic Data and Analysis Structure

Hugh P. Summers

! Department of Physics and Applied Physies, Strathclyde University, Glasgow G4 ONG, UK

Abstract. The Atomic Data and Analysis Structure (ADAS) Project is a shared activity
of a world-wide consortium of fusion and astrophysical laboratories directed at developing and
maintaining a common approach to analysing and modelling the radiating properties of plasmas.
The origin and objectives of ADAS and the organisation of its codes and data collections are
outlined. Current special projects in the ADAS %’roject work-plans are listed and an illustration
given of ADAS at work.

1 Introduction

ADAS had its origins at the JET Joint Undertaking experiment of the European fusion
programme. -In 1984, it was decided to develop a substantial capability for moadelling and
analysing radiating properties of atoms and ions in plasma in support of the very powerful
spectroscopic equipment to be installed at the experiment. A number of strategic decisions
were taken including identifying a level of sophistication in atomic modelling sufficient for
the long term future of the fusion programme, central maintenance of fundamental and
derived atomic data, precise and optimised interfacing to experimental diagnostic analysis
and quality control of theoretical plasma modelling data from the more testing environ-
ment of a very large experimental spectroscopy division. Under these guide lines, the
Atomic Data and Analysis Structure began and evolved into a professionally coded in-
teractive computational support system linking to virtually all spectroscopic diagnostic
and plasma modelling activities at JET. In the early nineties, there was a request from
a number of European fusion laboratories and solar astrophysics laboratories that ADAS
should be converted into a UNIX based system with IDL as its graphical interface. With
JET’s support the ADAS Project was set up, funded by subscription of participant lab-
oratories and managed by the University of Strathclvde, to oversee the conversion over a
two year period from JET-ADAS to IDL-ADAS. The ADAS Project is now in a main-
tenance and on-going development phase under the guidance of a steering committee on
which all ADAS members are represented. Membership of the ADAS Project has now
increased from the original five to more than seventeen distributed throughout the world.

2 ADAS organisation

The Atomic Data and Analysis Structure (ADAS) is an intercounected set of computer
codes and data collections comprising three main components, namely, an interactive
system operated through a graphical user interface, a library of key subrontines, and a
very large database of fundamental and derived atomic data. The interactive part pro-
vides immediate display of important fundamental and derived quantities used in analysis
together with a substantial capability for preparation of derived data. It also allows ex-
ploration of parameter dependencies and diagnostic prediction of atomic population and
plasma models. The second part is non-interactive but provides a set of subroutines
which can be accessed from the user’s own codes to draw in necessary data from the



derived ADAS database. The database spans most types of data required for fusion and
astrophysical application. The ADAS codes are organised into the seven series shown in
table 1. ADASI is concerned with examining fundamental, that is essentially individual

Table 1: ADAS code series

Series  Content

ADAS1 Entry and validation of fundamental atomic data
ADAS2 Excited state populations of ions in a plasma
ADAS3 Charge exchange related emission

ADAS4 Recombination, ionisation and radiated power
ADAS5 General interrogation programs

ADAS6 Data analysis programs

ADAS7 Creating and Using Dielectronic Data

Table 2: Some ADAS data formats. The size of the database is ~500Mbytes.

Format Content .

adf01 bundle-n and bundle-nl charge exchange cross-sections
adf04 resolved specific ion data collections

adf09 direct resolved dielectronic recombination coefficients
adfll . iso-nuclear master files

adf12 charge exchange effective emission coeflicients

adf13 ionisation per photon coefficients

adfl15 photon emissivity coefficients

adf20  G(Te) functions

adf21 effective beam stopping coeflicients

adf22 effective beam emission coeflicients

adf31 feature archives

reaction, data. This is to be distinguished from the composite effects of many processes
which are the subject of most of the rest of ADAS. ADAS2 is concerned with evaluating,
within a generalised collisional-radiative framework, excited populations of specific tons
in a plasma environment and then their radiation emission. It relies on availability of
a reaction rate data collection for the ion in the ADAS database although ADAS2 has
some provision for generating an approximate collection of such data when this is not so.
ADAS3 is concerned with those situations in a plasma when charge transfer from neutral
hydrogen {or its isotopes) or neutral helinum in beams is a primary mechanism. ADAS4 is
concerned with the ground and metastable populations of ions in a plasma and particu-
larly their preparation and calculation for dynamical plasma models. It therefore operates
with generalised collisional dielectronic recombination and ionisation coefficients, associ-
ated power loss coefficients and metastable fractions. ADASSH provides a set of programs
for interrogating data collections in the fundamental and derived database. The data
classes addressed are those which have been found of particular importance for reduction
of calibrated observed data. ADASE series is concerned with analysis of spectral data.



It includes implementation of the method of differential emission measure analysis, max-
unum likelihood spectral line fitting with full statistical analysis of errors and advanced
fitting codes for analysing special features in terms of plasma parameters. ADAS7 series
is dedicated to the fundamental calculation of dielectronic recombination, ionisation and
excitation /auto-ionisation data including their organisation for applications. Altogether
there are ~70 primary codes, IDL libraries of ~1000 subroutines and FORTRAN libraries
of ~1500 subroutines arranged in a hierarchical structure and maintained under SCCS
control. ADAS atomic modelling codes generally create data sets as well as normal graph-
ical and printed output. These files are structured according to the requirements of the
ADAS data base or for further ADAS programs. ‘ '

There are 31 distinct data types in the ADAS databases. Each data set type has its
layout and content precisely described. The prescriptions are called ADAS data formats
or adfs and must be rigidly adhered to in preparation of personal data for use by the
ADAS package. These formats apply both to fundamental and derived data. A subset is
shown in table 2. It has been helpful to plan the structure of the adfs in discussion with
fundamental producers in advance of substantive calculations.

All primary documentation, including manuals, tutorials, bulletins and datastatus,
is provided on the world-wide-web at http://patiala.phys.strath.ac.uk/adas with a mirror
site in the USA. Documentation is subject to periodic updating. The latest release of the
main idl-adas user manual (version 2.1) was distributed in April.

3 ADAS special projects

Following planning discussions at ADAS annual workshops, teams are established for spe-
cial projects. These small teams of three or four persons draw together special interests
and best expertise from the ADAS consortium and beyond. The projects are designed to
keep ADAS at the leading scientific edge of atomic physics and spectroscopy of plasmas
and to ensure that useful codes and fundamental and derived data for experiment mod-
elling and analysis enter the ADAS system for the benefit of all ADAS members. Current
projects are shown in table 3

Table 3: Some current ADAS special projects

Project Participants Objective
DR Project Badnell,Verner, Intermed. coupling state select. DR coeffts.
O’Mullane, Pindzola for ions of elements up to zinc aimed at
Griffin, Gorcyzea astrophysics and heavy species in fusion.
GCR Project Brooks, Dux, Complets: generalised collisional-radiative
: Jentschke, Lang, coeffts. for all light element to the highest
Mullane, Summers precision aimed at fusion and astrophysics.
xPaschen Project Korten, Hey, Extended spectral fitting including Zeeman/
Mertens, Martin Paschen-Back multiplet feature primitives.
He-beam Project Hoekstra, Anderson Metastable resolved beam stopping & emission
Brix, Menhart coeffts. for slow and fast helium beams as un-

relaxed edge and quasi-relaxed deep probes.




4 ADAS at

Figure 1: adas216 processing screen showing the He(1s3p®P) population error.

The detailed explanation of the scientific basis of the various ADAS codes is bevond
the scope of this article. The extended formmulation is given in the IDL-ADAS manual and
in published works. Specialized codes often have their origin in the work and programs of
a particular participant in the ADAS Project who advises on improvements and updates
to the codes and on their scientific content and best use (for example, basic spectral fitting
[adas601], Brooks et al. (1999); opacity and escape factors [adas214], Behringer (1997);
sensitivity analysis [adas216}, O'Mullane, 1999; dielectronic recombination and postpro-
cessing [adas701, adas702), Badnell (1997). Precision and sensitivity are key issues for
ADAS as a guide to realistic use of derived data in experiment analysis and in the target-
ting of expensive fundamental reaction calculations wisely. It is appropriate to illustrate
the appearance of interactive ADAS with the processing screen of adas216 as it builds a
cumulative statistical error half-width estimate for an excited population in a plasma in
the collisional-radiative regime from accuracy information contained in the source adf04
data set of fundamental reaction rates. The mode of operation is Monte Carlo sampling
within (assumed) Gaussian error distributions for the fundamental reactions and then
repeated population calculations. Other modes for this code include creation or modifi-
cation of the fundamental data ’ervor block’ sud the isolation of the error contributed by
each fundamental process to the total error.
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SCROLL, A Superconfiguration Collisional Radiative Model With External Radiation.
A. Bar-Shalom', M. Klapisch® and J. Oreg'
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2ARTEP, Columbia, MD 20415 USA.

Abstract. A collisional radiative model for calculating non-local thermodynamical -
equilibrium (non-LTE) spectra of heavy atoms in hot plasmas has been developed. It takes
into account the numerous excited an autoionizing states by using superconfigurations. These
are split systematically until the populations converge. The influence of an impinging
radiation field has recently been added to the model. The effect can be very important.

Introduction

Radiation hydrodynamical simulations of laser produced plasmas require knowledge of
the level populations of ions for their average charge Z*, their ionization energy, and their
radiative properties. This knowledge is also necessary to interpret the emission spectra from
hot laboratory and astrophysical plasmas. A common approximation in these problems has
been to assume local thermodynamical equilibrium (LTE) —i.e. Saha-Boltzmann populations.
The LTE approximation was used, for example, to develop the STA theory[l, 2]. However,
non LTE effects are of dramatic importance to laser produced plasmas [3] — because of
unavoidable gradients and radiative losses. To reach beyond LTE, one needs a collisional
radiative model (CRM)[4] which requires-tra‘nsition rates between all levels.

For heavy ions of interest in laser fusion and x-ray lasers there are multiple charge
states and extremely numerous excited and autoionizing manifolds. Although some highly
efficient computational methods have been developed in the last decade[5, 6], there still
needs to be some type of averaging procedure to treat the numerous excited configurations.
Recently, we presented a model that is based upon the same method as the Super Transition
Array (STA) theory, using superconfigurations (SCs) [, 2] as effective levels with a 'rapidly
convergent procedure that provides the detailed configuration non-LTE spectrum in the limit.
This model, called “SCROLL"” (Super Configuration Radiative cOLLisional) [7, 8] -
calculates for the first time the effect of the numerous excited and autoionizing states on
ionization balance and spectra of heavy elements. Furthermore, SCROLL provides accurate
and detailed non-LTE opacities and emissivities which can serve as reliable benchmarks in
the development of simpler and faster on-line models that can be used in numerical
simulations of radiation-hydrodynamics. With the progress in computer hardware, we are
considering using SCROLL for building atomic databases for hydrodynamical simulations.
Since SCROLL has been already described in previous publications[7, 8], we will give here
only a short overview and report on a the introduction of external radiation field in the model,
and we will give examples. - ' ' h -

¥ Mailing address: c/o Naval Research Laboratory, Code 6730, Washington, DC 20375 USA.
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Overview of SCROLL
SCROLL is an irerative collisional radiative model where the units of populations are

superconfigurations. Because superconfigurations (8C) are loosely defined groups of
numerous configurations of similar energies[1, 2], they can be refined in a stepwise manner
until some convergence is reached. SCs are constructed from supershells G, which are unions
of energetically adjacent ordinary atomic subshells s €0, §= Js =nglj; . A SCis defined

by a set of supershell occupation numbers Qs - The Q electrons are distributed among the

subshells s € Gin all possible ways subject to Y, g, = (5 . When the superconfiguration

SEC
structure is fixed, the populations of the SC are obtained by solving the CRM rate equations:
dNz=
™ =-Nz3¥ Rgz'+ X Nz Rzg (1)
! = =l

where Nz are the SC populations and Rzz are the SC transition rates, averaged over
the initial configurations Ce E and summed over all final C’e E’ . A basic initial

assumption (relaxed in the course of the computation, as explained below) in this model is
that within a superconfiguration =, the configuration populations N  are distributed

according to the Saha - Boltzmann statistics: The SC average rates can thus be written as

1 .
Rzz = Y UcRee )
Ug(g) Ce=z ¢
Cel’

where R are the configuration average rates, and U are partition functions. In the

9.(8p —d4p)
case of one-electron jumps, we have R_. o< b b Ry(a, B). Ry(c, P) is the
gagﬁ
radial integral associated with the transition and is computed with the HULLAC code. The

problem is estimating the average value of the shell occupation numbers gy In a

superconfiguration. It was shown in ref[9] that these average values can be computed with
the help of a partition function algebra.

The assumption of LTE within SCs is relaxed by a convergence procedure where at each
step, supershells are split, giving rise to a new set of SCs in Eq.(1). This splitting is done in a
systematic manner following a “binary tree” algorithm. The initial population of these new
SCs is taken as proportional to their partition functions. All the necessary new rates are then
computed. Actually, only the occupation number factor needs to be re-evaluated, since the
Ry{a, B) are taken from a pre-computed database. Then the steady state CRM matrix is

rebuilt and solved. A sparse matrix algorithm is used, since the SCs belonging to charge
states differing by more than one unit are not connected. The resulting populations are then
compared to the initial ones. The SCs are split in this way repeatedly, until all Nz converge.

This convergence process eliminates gradually the explicit dependence of the rates - eq. (2) -



on the LTE Boltzmann factors in {/. In the configuration limit it disappears completely.

Note that in order to accelerate the convergence of this process, the temperature assumed for
the LTE populations within the SC is not the electron temperature T,, but an effective
ionization temperature T, defined by Busquet[10].

Introduction of external radiation

Photo-ionization is treated in SCROLL as other radiative transitions, except that the final
state is a SC with one free electron. The free electron wavefunctions are computed
consistently with the other wavefunctions, like for dielectronic recombination. Bound-bound
transitions use the B Einstein coefficient. The plasma under consideration is supposed to be
homogeneous and optically thin. This scheme is the most flexible for building databases
connected to hydrodynamic simulations. In that case SCROLL will be applied to elementary
plasma cells, and radiation transfer would be computed separately. SCROLL can handle any
distribution of photons specified numerically. Obviously, if the plasma were subjected to a
Planckian radiation field at T=T, , LTE would be recovered, even at low electron density.
Consequently, it is very desirable to include radiation effects in databases for hydrodynamical
simulations. The problem is how to describe the radiation field in a database. For direct drive
ICF, the radiation field is far from being Planckian. Figure 1 shows a typical intensity
distribution extracted from a radiation hydrodynamic simulation. It is compared with a
Planckian approximation (T,=200eV) and with a diluted Planckian distribution (T, =1000eV,
D=0.001). The effect on the plasma of these two distributions is very different: The average
charge Z* is 41.67 with no external radiation, 43.16 with T,=200eV, and 50.09 with
T,=1000eV, D=0.01. ‘

Figure 2 shows the influence of external radiation fields on the emission spectrum of a W
plasma, with the two above mentioned distributions. The effect is very important, even with a
rather small dilution factor. We are exploring the possibility of describing the radiation field
by a superposition of Planckian distributions.

1000 | l T
1 actual L=l 000eV 4
- D=0.001
10 ‘

- i T

/7 T =200eV
D=1.

o

0.01

Rad. F. (photons/cm3)

] | I
1000 2000 3000 4000

Photon energy (eV)
Figure 1. A typical radiation field in a simulation of laser produced W plasma, compared with
Planckians at T, =200eV and T, =1000eV, with a dilution factor D=0.001.
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Figure 2. Theoretical emission spectrum of a tungsten plasmé, at T,=550eV and N,=9x10
cm™ with no external radiation (plain thick line), with a Planckian at T,=200eV (dotted line),
and with a diluted Planckian at T,= 1000eV ,D= 0.01 (gray line)

Conclusion

It has been shown that in a non-LTE computation, SCROLL is able to compute
populations of highly ionized heavy elements with external radiation fields. The effect of
these fields can be very important, since a Planckian radiation field at T,= T, would retrieve
LTE at any density. SCROLL can compute the effect of a numerically specified photon
distribution, but a compact description for interfacing with hydrodynamical simulations 1s
needed. Work on that subject is in progress.
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Atomic Processes in Near-Equilibrium Dense Plasmas

R. More and T. Kato
National Institute for Fusion Science
Toki, Gifu, Japan 509-52

Dense plasmas having a significant radiation environment are closer to thermal
equilibrium (LTE) than usual “Collisional-Radiative” plasmas. Thermal .equilibrium
Saha-Boltzmann populations do not involve atomic cross-sections or A-values. Here
we consider plasma conditions in which the populations are non-LTE and must be
calculated from rate equations, but still are near LTE, so a perturbation method can be
used to obtain a simplified description of atomic dynamics. The results are relevant to
near-LTE plasmas in the surfaces of stars, to laboratory laser hohlraum experiments or
other dense plasmas made from solid targets. Plasmas with significant radiation
environment are discussed by Rose et al., Busquet et al.. Klapisch et al., and Libby et al.
References to these works and some near-L.TE Collisional-Radiative calculations are
given by More and Kato (1).

Alomic rate equations are linear first-order difterential equations for a vector of
atomic populations Nj. The general properties of the equations depend on the fact that
the rates conserve ions, t.e., for each transition from state j to state k, the number denstty
N increases and Nj decreases by the same amount. " The equations describe ions in a
specified environment, and neglect flow or other sources of ions and also neglect
changes of the environment (electron density/temperature conditions, or radiation
spectrum) produced by the atomic kinetics.

In the matrix form of the atomic kinetic equations.
dN .
1 - T. N
- T §
a =27

the diagonal term Ty =- £' Tj;  guarantees conservation of ions.  With this property,

one can prove (it is also assumed that T is not negative):

(1) A steady-state solution N exists.

(2) For the steady state, the populations Nj¥ are positive.

(3) Other eigenfunctions of the transition matrix Tjk correspond to transient

normal modes which have negative eigenvalues, so their time evolution is (stable)

exponential decay (Gershgoren theorem).  The transient modes have positive and



negative populations which describe the transfer of population as the system relaxes to
the steady state. For each transient mode, the population sum ZNj(m) is Zero.

(4) Since the transient modes have (some) negative populations it is worth
comment that if a solution begins with a positive initial population N;(0), the population
Nj(t) remains positive for later times.

These properties can be proven with no additional assumptions. However, an
approximate numerical solution may fail one of these requirements, for example if the
numerical time-step is too large. ‘

Next, we consider a plasma near LTE.  In this case the transition matrix Tik

linking two levels j and k exactly obeys the condition of detailed balance:
Tik Nl = Ty Njo

(In this notation, Tj is the transition from k 10 j).  Tjk is a singular matrix and has no
inverse.  However we can consider a slightly smaller matrix Tg involving only

excited states and in general this smaller matrix has an inverse.  The inverse matrix

also obevs a condition of detailed balance:

(Te Dk NK® = (Tg Dy Ng©

Corresponding to the equation X erjk = (), for each k the inverse matrix obeys

-1 _
2 TOj (TE )_;'k = -1 h
J(z0)
Now we consider a three-level near-LTE response function,

Fijk = dN;/ dek

Here we have an atom(ion) in LTE and change one rate Tjk . For particle
conservation we make the corresponding change in Tig.  The change moves the
atom{ion) slightly out of LTE.  The induced change in the population Ni is given by

Fijk which can be explicitly written in terms of the inverse of the transition rate matrix:

rijk =[(Tghik - (TE"I)U ]NEO  (plus groundstate part)

This equation requires a small correction for the change of the ground-state population
(the correction does not change the results given below).

l"ijk has three interesting properties (these are simple theorems):



A) Zg TISk=0  (sum runs over all s including the groundstate)
B.) N;© Fljk = — Ni° Fikj

C) N° Fljk +N;jo Fkij +N° [y =0

Equation (A) says that populations are conserved, Eq. (B) is an expression of detailed
balance, while the interpretation of Eq. (C) is not clear. Using Eq. (B) we can see that
if the rates are changed consistent with detailed balance, the steady-state populations do
not change: this is characteristic of LTE.

A certain combination of I™matrices involving four levels has an interesting

symmetry. The combination is
Qijkl = Ty + (N;°/Nj0)Tiy

The symmetry is the equation Qjjkl = Qk1jj-  Like the other properties of T, this
symmetry holds near LTE and is a consequence of detailed balance.

We apply these equations to a near-LTE plasma. The black-body photon

population ny* for a line v’ (k — 1) is altered by changing the photon temperature T,

Because of this change, the transition k — | is perturbed; four rate coefticients Ty, Tik,
Tkk and Ty are altered. We examine the pet emission for another transition v(j — i).

This net emission is zero in LTE but in general is

Ey = hv Aj—>i Nj (ny*t1) - hv Ai—>j N;j ny

The near-LTE response matrix Ry y is defined as the net emission Ey, divided by the

temperature change which caused the nonequilibrium. The response matrix is then

obtained by expressing E\', in terms of Fijk, or rather, in terms of Qij.kl:

hv hv' o o i
R,, = 311; el Ai i ALy + Dy + DY

‘This formula gives a general theoretical expression for the linear-response matrix and

explicitly shows that Rv,v’ obeys the Onsager symmetry relation



Rv,v’ = Rv’,v

The matrix Ry gives the non-LTE linear response to non-equilibrium

radiation at one frequency, but also describes the (quasi-steady) response to any
radiation field sufficiently near a black-body function.  One must integrate the
frequency spectrum of the perturbations.

While the previous equations involved the atomic eigenstates, the response

function Ry, - only explicitly refers to the radiation spectrum.  If a detailed spectrum

is summed over photon frequency groups, as in a practical plasma simulation, the

response function Ry reports the result of the atomic calculation without mention of

the coupling scheme and level structure.  Using Ry we can compare NLTE

calculations based on different atomic models and different coupling schemes.  The
comparison is much more informative than a mere comparison of ionization states.

Reference (1) compares a CR mode! for He-like aluminum with an average-
atom calculation by comparing the linear-response matrix made by each method. The
average-atom model does not include the singlet-triplet splitting which is a major
feature of Helium-like ions. The CR model has a detailed treatment of the Helium-like
ion but omits much of the coupling to adjacent charge states. Surprisingly the two
response functions show the same pattern ot emission and absorption features and are
even in rough quantitative agreement, for example for the 3 to 2 emission induced by
absorption from the K-shell. The similarity of emission/absorption is remarkable
given the very ditterent descriptions of atomic structure and atomic processes.

Both CR and average-atom calculations yield a symmetric response matrix and

" this confims both the computational implementation of detailed balance and the

suitability of the definition used for Ry,

Acknowledgement: We acknowledge useful discussions with Dr. Gerald Faussurier,
who independently derived certain formulas given above.
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Atomic Database Systems
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Abstract. Brief introduction on atomic and molecular databases through WWW and the
expected functions are presented. The NIFS database system which is opened through WWW
is also introduced.

1. Atomic Databases in WWW

The computer network around the world has developed rapidly and widely and the World
Wide Web (WWW) makes it very convenient for getting any kind of information from
all over the world. With the WWW development, many atomic and molecular {AM)
databases are now accessible via WWW. Many data centers have WWW home pages and
have made their databases available through WWW. We can convenientlv search data
which we waut from our computers.

Now we need a list of the databases which are available through the web in order to
_ find easily what we want. Such a list of AM databases is maintained by Weizmann Insti-
tute at http://plasma-gate.weizmann.ac.il/. This is very useful for finding database
addresses. :

AM databases can be classified as in Table 1. The data center or database names
the the Weizmanu Institute list are given. Bibliographic databases are useful to search
by atomic processes or element names as well as by author name. Numerical databases
contain AM numerical data such as cross sections, rate coefficients, wavelengths, and
oscillator strengths, sometimes with bibliographic information. As listed in Table 1. three
kinds of data exist, i.c., raw data. compiled data, and evaluated data. Raw data here
means calculated or experimmental data produced by each author. Different kinds of data
are required. according to users needs. That is, atomic physicists want to see raw data, but
plasma physicists need evaluated data. Catalogues as a list of data sets or data collections
- of raw data and evaluated data are useful to get specific data. Not all modeling packages
and atomic codes are open to the public. but some are available through WW1W.

From the user’s viewpoint, databases should be searchable and retrievable by various

Table 1: Category of databases and the data centers
Bibliography c.g. Gaphvor. ORNL, RTAM, NIFS
Numerical databases : o _
Calculated (raw) data e.g. TOPbase, Univ. of Kentuckey, CDS, SAM, Lund Univ.

Compiled data e.g. CfA, NIST, CDS, NIF5. KAERI
Evaluated Data e.g. IAEA, NIST, ORNL, JAERI,
Onsite calculation e.g. NIST
Modeling package e.g. ADAS, SCROLL, CHIANTI
Code library ~ e.g. Weismann, ADAS, Masaryuk Univ., CCC
- Catalogues e.g. CDS, NIST




“conditions, such as clements, wavelength region, atomic processes, author name, jour-
nal name, vear of publication, and so on. The retrieval procedure should be easy to
understand. Good information on how to use, like a ‘help pages’, should be provided.
Many database homepages have such information, but are not friendly enough to users.
Feedback from users is quite important to improve database systems.

As outputs from databases, bibliographic information and/or numerical data as lists,
data tables, or graphs are obtained. Graphs are very helpful for certain kinds of data,
such as cross sections and rate coefficients; to see dependences on physical parameters or
to compare data from different data sources. Numerical data lists and tables are useful
when we want to use them, for example, in our own analysis or calculations.

2 Atomic Database at NIFS

The NIFS database is retrievable and display system of bibliographic data and numerical
AM and PMI data [1]. Users can search and retrieve data through the web page at
http://dbshino.nifs.ac.jp/. It is open for registered users for research purpose (no
charge!). Registration can be done from the web page and an ID and password will be
sent later by email. o

As for bibliographic databases, 'FUSION" and "AA[ are databases of extensive bibli-
ography extracted from INSPEC database on fusion scieuce, and atomic and molecular
physics, respectively. We also have the 'ORNL’ database of bibliography on atomic colli-
sions, collected at ORNL.

[ Help ]
List for Numerical Data Tables or Graphs
[Line-Optien}
OAN Display a
[B2*[25 S - 2p P}
D‘Mens. AL. et LA-E267-MS w267 L1980) 6.03600k-HXE - 1. 7Y8He+03 a
al. eV eV
DGanas. PS5 et Aust. 1. Phys. 16. 659, (1983) B O000eHN - 5.0000e+03 o
al. 4% eV
D-W'mlkc. 0. el Phys. Rev. A 38 4512, (1998) ).f?'l'()ﬂc#)(l - 6. ATHe+00 0
al. eV eV
DWm[ke. Q. et Phys. Rev. A 54, 4502, 119u8) SA300eHN - B YR+ o
al. eV eV

GData Display
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xX-axis autol vonglli . scanelle o
v-axis AuTol INONE [t Scalplle o
AUTHOR ; CURVE FITTINGCURVE :m Y -Error Plat ;IE

Ltisolavktcar form |

Figure 1: A page for selecting numerical data set for tables or a graph, or to specify
parameters for drawing a graph after retrieving data on B2+ for AMDIS-EXCITATION.



Data Display

Data Number 8

BI {3182 2 P}
Merts, A.L. et al.
LA-B267-MS 8267 (198(h
NDP =21

X = Electron energy (eV)

6.056000e+00 8.033600e+00 1.067300e+01 1421 100e+00  LERET00e+0]
2.512300e+01 2.339500e+01 4.443000e+01 5.906100e+01 7.843800e+01
1.043900e+02  E387500e+02 | B44400e+02 2.451800e+02 3.259400e+02
4.332700e+02 3.759800e+02 7.656900e+02 1.017900e+03 1.353100e+03
[.798800+03

Y = Cross section icm? .
E279500e-15 103 T00e- 15 $.3T7R002-10 6.827100e-16 3.605600k-10
G E0T300e- 16 A.T90100e-16 3 1103(Ke-16 2.546600e-16 2.077200e-16
1.685000c-16  1.361400e-16 [.094900¢-16 B.763500¢-17 6.986800¢-17
5.548900¢-17 4.302300- [T 1465800e-17 2.727700e-17 2.141700e-17
1677600e-17

Figure 2: An example of numerical data table on B+ for AMDIS-EXCITATION.

As for numerical databases. we have "ANDIS’ for cross sections-of ionization and
excitation by electron impact; "CHART for cross sections of ionization and charge transfer
by ion-atowm collisions, 'SPUTY” for sputtering vield on monatomic solids, and ‘BACKS’
for energy and particle backscattering coefficients of light ions projected onto surface.
Recently we have prepared a new databasce on recombination cross sections and rate
coefficients in "AMDIS" and have started to collect data.

These databases contain numerical data with bibliographic information. Numerical
data are shown as tables or graphs which can be downloaded as PostSeript files to vour
computers. For making a table or a graph, vou can select the data set on the page like
Fig.1. Figures 2 and 3 are examples of output table and graph. In the page of Fig.l
users can change a rauge of N-axis to nwake a graph like Fig.d. As an option, empirical
foriulae for ionization cross section. sputtering vields, and backscatrering coefficients can
be drawn with data points.

Any collaborations will be greatly appreciated for collecting data, submitting data,
or requesting data, to advance the database and make it more comprehensive. Feedback
from users is quite important for ns. Please send any comments. requests, or questions
on the database to dbmaster@dbshino.nils.ac.jp. ' ‘
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Figure 3: Output-graph for excitation cross section of B**(2s?S — 2p*P) from AMDIS-
EXCITATION (the same data as Fig.1).
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Abstract

New advances in the theoretical treatment of atomic processes in plasmas are
described. These enable not only an integrated, unified, and self-consistent treatment of
important radiative and collisional processes, but also large-scale computation of atomic
data with high accuracy. An extension of the R-matrix work, from excitation and
photoionization to electron-ion recombination, includes a unified method that subsumes
both the radiative and the di-electronic recombination processes in an ab initio manner.
The extensive collisional calculations for iron and iron-peak elements under the Iron
Project are also discussed.

1 Introduction

The modeling and spectral diagnostics of laboratory and astrophysical sources requires a
comprehensive and precise set of atomic parameters for processes related to electron and
photon interactions with atoms. Fig. 1 schematically illustrates some of the most important
radiative and collisional processes: electron impact excitation (EIE), photoionization (PI),
radiative and dielectronic recombination (RR and DR). Autoionization (Al) through resonant,
doubly excited states plays an important role. Including Al we have: (a) photoionization and
recombination as inverse processes, (b) electron excitation and recombination as
complementary processes with respect to the electron+photon (hv) flux, and (c) RR and DR as
a unified process of electron-ion recombination. .

The coupled channel, or the close-coupling, approximation represents the electron-ion
wavefunction in terms of channels corresponding to the levels of the ion (called “target”), and
the spin and orbital angular momenta of the free electron.

lI’E(e—l—z'on) =Z¢i9i+zcj¢)J; (].)
i=1 1=1

where 1; is a target ion wave function in a specific state S; L; and 8; is the wave function for
the free electron in a channel labeled as S;L;k?¢;(S L), k? being its incident kinetic energy
relative to F(S;L;) and 4; its orbital angular momentum. The free channels are “open” or
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Figure 1: Electron-ion atomic processes

“closed” according to whether k2 < or > E(S;L;. A is the antisymmetrization operator for all
N + 1 electron bound states, with C; as variational coefficients. The second sum in Eq. (1)
represents short-range correlation effects and orthogonality constraints between the continuum
electron and the one-electron orbitals in the target ion. For E < 0 (all channels closed) one
obtains the (e+ion) bound state wavefunctions Wg(E), and for £ > 0 the continuum or free
state wavefunctions U g(E). These yield the radiative transition probabilities for bound-bound
transitions < Wg(E)||D)|¥e(E’) >, the bound-free transitions or
photoionization/recombination cross sections from < Ug||D||¥r(E£’) >, where D may be the
dipole operator. These parameters and collisional cross sections are obtained using the
R-matrix method (Burke and Berrington 1993}.

2 Electron Impact Excitation

The Iron Project

Employing the relativistic Breit-Pauli R-matrix (BPRM) codes the Iron Project aims at a
comprehensive computation of collisional and radiative data for iron and iron-peak elernents
(Hummer et al. 1993). The primary emphasis is on electron excitation collision strengths and
rate coefficients for iron ions Fe I - I VI. Results are reported in a continuing series of
approximately 40 publications (details on www.astronomy.ohio-state.edu/~pradhan, and
www.am.qub.ac.uk/projects/iron).

Review and Compilation of Data Sources

A recent review and evaluated compilation of data (Pradhan and Zhang 1999) will be available
in a Landolt-Bornstein volume on Atomic Collisions (Springer-Verlag, Ed: Y. Itikawa). The
article includes a table of evaluated data sources listing the method of calculation, atomic
effects included, and an approximate accuracy rating. In addition, a table of collisional and
transition probabilities data is included for ions in low ionization stages of a number of
astrophysically abundant elements (the current version of this data table was compiled by
Pradhan and Peng 1995, available from the author’s Web site above). '

TOPbase/T[Pbase

The energy level, transition probabilities, and photoionization data from the Opacity Project
(Seaton et al. 1994), and the collisional and radiative data from the Iron Project (Hummer et al.
1993) data will also be available from a Web site in preparation by C. Mendoza in collaboration



with members of these two projects (hyperlink from the author’s Web site). At the present
time TOPbase may be accessed via Internet. Login information may be obtained from the
Author’s homepage or directly as follows — European site at Centre de Donnes Strasbhourg
(telnet: cdsarc.u-strasbg.fr = 130.79.128.5), US site at HEASARC, NASA, GSFC (telnet:
topbase.gsfc.nasa.gov = 128.183.126.111). At both sites enter username: topbase and password:
Seaton+ :

3 Electron-ion recombination

Electron-ion recombination cross sections and rates may be calculated using the R-matrix
method subsuming both the RR and DR processes in an ab initio and unified manner (Nahar
and Pradhan 1992,1995; Zhang et al. 1999). The approach entails: (a) computation of
photo-recombination cross sections from photoionization cross sections for low-lying bound

- states with n < ng & 10, via the Milne detailed-balance relation; and (b) DR cross sections
from high-n resonances, ng < n < oo, using analytic expressions for both the detailed and the
resonance averaged cross sections using the DR theory by Bell and Seaton (1985). The
computations in (a) include several hundred bound states of the {e+ion) system with low-n
autolonizing resonances (up to n = ng) delineated at several thousand photon energies.
Employing the Breit-Pauli R-matrix method the calculations have been extended to highly
charged ions including relativistic effects and associated couplings (Zhang and Pradhan 1997).
For highly charged ions, such as the H-like and the He-like ions, the resonances in (a) could
decay radiatively (Pradhan and Zhang 1997, Zhang et al. 1999} and radiation damping of the
otherwise extremely narrow resonances, but with autoionization rates comparable to radiative

rates, could be significant.

Fig. 2 shows the recombination cross sections for electrons with He-like C V, i.e

e+ CV — CIV. Three independent sets of calculations are shown: photo-recombination {PR)
cross sections (with radiatively damped resonances), the DR cross sections using the Bell and
Seaton theory, and the electron impact excitation cross section at the threshold energy £ = 0
for the dipole transition 1'S; — —2! P¢. The unification and correspondence between the PR
cross section, including resonant and background contributions, and the and DR cross section
neglecting the background, is seen in the precise match at n = 10 (dashed line). The DR cross
section rises to match the excitation cross section exactly at threshold, as expected, since the
photon flux produced via DR as n — oo must equal the electron scattering flux at E = 0

(n = o0). Owing to interaction with the radiation field, the autoionizing resonances are
broadened, smeared, and wiped out as n — co. All three parts of the cross section in Fig.2 may
be verified experimentally through recent ion storage ring and merged beam experiments
(Zhang et al. 1999).

Unified recombination rates for all C and N ions (Nahar and Pradhan 1997), for all O ions
(Nahar 1999}, and for Fe I - V (references in Bautista and Pradhan 1998), and several other
ions, have been obtained. The new rates, unlike previous works, also satisfy the photoionization
equilibrium condition between photoionization/ recombination in a fundamentally consistent
manner: the photoionization and recombination calculations are carried out using the same set
of atomic eigenfunctions (Eq. 1). The new unified recombinations rates for Fe I -V differ
considerably, by several factors, from the sum of RR and DR rates computed separately in
previous works (Bautista and Pradhan 1998). '
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Figure 2: Correspondence between photo-recombination(PR), di-electronic recombination(DR),

and electron immpact excitation (filled circle and arrow at n — o0) cross sections fore+ C V —
C IV (Zhang et al. 1999).
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Abstract. Using the EBIT facility in Livermore we produce definitive atomic data for
input into spectral synthesis codes. Recent measurements of line excitation and dielectronic
recombination of highly charged K-shell and L-shell ions are presented to illustrate this point.

Introduction

X-ray spectroscopic measurements using the Livermore Electron Beam Ion Trap (EBIT)
have been optimized over the past decade to provide definitive values of electron-impact
excitation, ionization, and resonance excitation cross sections, as well as dielectronic res-
onance strengths. These measurements have covered a great number of excitation and
recombination processes. Recent results have demonstrated several shortcomings of the-
oretical data. For example, the dielectronic recombination satellite emission involving
spectator electrons with n > 4 contributing to the K3 (3 — 1) emission in heliumlike
Ar'®* was shown to be considerably larger than expected from standard scaling proce-
dures {1]. This EBIT result has now lead to a reassessment of line profile calculations of
the heliumlike Ar'®* K3 resonance line used for density diagnostics in laser fusion. More-
over, 30 years of calculations were shown to be unable to predict a reliable ratio for the
singlet to triplet ratio of the 3d — 2p line emission in neonlike Fe'®* [2]. The EBIT value
for this ratio is in better agreement with theoretical data from 1967 [3] than with any
calculation published since, despite the introduction of improved calculational techniques.
The laboratory value markedly changed the amount of resonant scattering of the strong
Fe!®* lines infered from solar corona observations. A third example is provided by mea-
surements of the radiative power loss from highly charged krypton ions (Kr*** through
Kr*'*) performed at the EBIT facility in Berlin [4]. The measured radiative power loss
exceeds that calculated with the average-ion model used in fusion {5] by a factor of two
and also exceeds that of more refined model calculations using a {ully collisonal-radiative
model [6]. The higher rate impacts the design of radiative divertors and the power balance
in tokamaks.

As the examples above illustrate, EBIT measurements are needed not only to assess
the accuracy of theoretical data, but are now urgently needed to provide definitive data
in areas in which calculations fail to produce atomic data with the accuracy required
for spectral modeling. In the following, we present recent work at the Livermore EBIT
facility relevant to laboratory and astrophysical plasma modeling that further illustrate
this need.
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Figure 1: (a) Ratio of intercombination to resonance line in heliumlike K3 spectra. The
solid line (dashed line) represents calculations with the distorted-wave code of Sampson
and Zhang (HULLAC); (b) Radiative branching ratio of the heliumlike K3 line calculated
with MCDF and HULLAC codes. (From [7].)

Intensity Ratio of 3 — 1 Lines in Heliumlike Ions

Using high-resolution crystal spectrometers, we have carried out systematic measurements
of the 3 — 1 line emission from heliumlike ions. We have found significant disagrement
between the measured and calculated ratios of the 1s3p *P, — 1s? 'S, intercombination
and the 1s3p ' P, — 15 '5; resonance line in low and medium Z ions [7]. This disagree-
ment is illustrated in Fig. 1(a). The figure plots the ratios measured just above threshold
for electron-impact excitation where direct electron-impact excitation is the only line for-
mation mechanism. Also shown are the results from two theoretical calculations. The
first uses the distorted wave code from Zhang et al. [8}, the second the HULLAC package
[9). While the cross sections calculated with each code agree with each other, the final re-
sults differ significantly from the measured ratios. The reason is that the 1s3p levels have
radiative decay channels besides deexcitation to ground. Consequently, the calculated
excitation cross sections must be multiplied by the appropriate radiative branching frac-
tions. In the first case, the branching fractions calculated with the MCDF method were
used; in the second case, fractions calculated by the HULLAC package were used. These
two methods produce significantly different branching ratios, as illustrated in Fig. 1(b).
These differences are largest for the lower-Z heliumlike ions. -

Uncertainties in the radiative rates alone, however, cannot explain all of the dis-
crepancy between the calculated and observed line ratios. Calculations based on the
relativistic configuration interaction method, which are deemed reliable to within about
1 %, have indicated that the actual branching fraction lies somewhere inbetween the two
calculations shown in Fig. 1(b). Therefore, no further improvement of theory relative to
experiment can be expected, even if very accurate branching fractions become available.
Instead, part of the disagreement is likely to be due to inaccuracies in the distorted wave
calculations.

Intensity Ratio of 3 — 2 Lines in Neonlike Ions

A detailed study of the line emission of neonlike Fe'®* has found significant disagrement
between the measured and calculated ratios of the 20°3d *Dv — 20° 1S, intercombination
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Figure 2: Ratio of intercombination and resonance line in neonlike ions. The solid line
repesents results calculated in the distorted-wave approximation. (From [10}.)

and the 2p°3d ' P, — 2p° 'S, resonance line {2]. We have now completed a measurement
of this line ratio as a function of Z and have uncovered a systematic disagreement for all
ions studied [10]. The results are shown in Fig. 2.

Unlike the heliumlike 153p 3P, — 15215, lines the neonlike lines decay essentially 100%
to ground. Errors in radiative rates should, therefore, not be the reason for the disagree-
ment. The disagreement must instead be caused by inaccuracies in the distorted-wave
- calculations of the excitation cross sections. These measurements confirm the problems
uncovered with the Fe!®* ratio [2] mentioned in the introduction and show that they
extend along the isoelectronic sequence.

Dielectl_'onic Recombination Contributions to L-shell Lines

An area that has received essentially no theoretical or experimental attention is the contri-
butions to L-shell emission lines from resonance excitation and high-n dielectronic satel-
lites. We have made a systematic effort to measure all L-shell transitions in neonlike
through lithiumlike iron, Fe!®* — Fe?®*, An inventory of these lines is given by Brown
et al. [11]. An example of our measurements of the line formation processes producing a
3d — 2p line in lithiumlike Fe*** is shown in Fig. 3. Our measurements clearly show the
different contributions to the line: direct electron-impact excitation and resonance exci-
tation above 1.2 keV, high-n satellites below. Resonance excitation has been calculated
in the iron project {12]; agreement with our measurements is marginal. The energy grid
of these calculations is coarse, so that resonances are easily missed. Those that are not
missed are given additional weight, so that agreement with our measurements is in part
fortuitous (cf. Gu et al. [13]). The status of calculations is worse for high-n satellites. As
illustrated in Fig. 3, the high-n satellites contribute a considerable fraction of the total
line emission. These satellites blend with the resonance lines and spectroscopically can-
not be resolved, and thus must be included to properly model astrophysical or laboratory
spectra. At present, calculations of the satellites below threshold have not been carried
out for most L-shell lines. We will soon have completed our measurement of all of the
relevant satellite and resonance contributions for strong Fe'®+ — Fe?* lines making the
need for calculations disappear. |
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Figure 3: Excitation of the 3ds;; —+ 2p3, transition in lithiumlike Fe?**. The solid line
represents Iron Project calculations using the R-matrix method; the dashed line represents
subsequent R-matrix calculations employing a much finer energy grid. (From [13].)

Conclusion

We have presented several recent results of our ongoing spectroscopic effort to provide
atomic data for spectral modeling. We have illustrated several cases where measurements
are more reliable and complete than calculations, Our measurements provide the atomic
data needed for synthesizing accurate spectral models that cannot be provided with the
same confidence using theoretical methods. In this sense, our EBIT facility and its spec-
troscopic equipment have become an analog computer where Nature computes the correct
result for inclusion in spectral codes.
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Experimental Recombination Rates for Highly Charged Ions
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Abstract. Recent studies of recombination between free electrons and highly charged ions
using electron coolers of heavy-ion storage rings have produced accurate rate coefficients of
interest for plasma modeling and diagnostics. Some surprises were discovered which can lead
to revisions of recombination models. With bare ions one finds at low energy a strong and
puzzling deviation from radiative recombination theory. Dielectronic recombination with C3+,
N4+) show that jj coupling gives essential contributions to the cross section also for light ions.

A revolutionary development in the experimental techniques for studying electron-ion
collisions came end of the 80’s with the advent of heavy-ion cooler storage rings[1, 2] and
electron beam ion traps[3]. These devices allow investigations of reactions between elec-
trons and ions in almost any charge state (q) with high resolution, signal-to-background
ratio, and luminosity. Primarily recombination processes are studied, but work on elec-
tron impact excitation and ionization is done as well. Due to the permanently improving
resolution and accuracy obtained at these devices recombination studies e.g. at storage
rings made seminal contributions to fundamental atomic spectroscopy [4, 5, 6, 7, 8, 9].
A recent development of expanded electron beams has reduced the electron temperature
distributions[10} to temperatures of e.g. kT, = 10~%eV transverse and kTj = 104V lon-
gitudinal at the newly upgraded electron cooler in the storage ring CRYRING at Manne
Siegbahn Laboratory in Stockholm. The measurements of recombination rate coefficients
at such devices have also obtained increasing importance in plasma physics{11). When
comparing the experimental rate coefficients with calculations, one has to fold the the-
oretical cross section ¢ with the electron velocity distribution f(@,) to get a theoretical
rate coefficient o =< o - v >. ' ‘

QQuite substantial deviations from the standard theories of recombination were found
with the improved resolution and accuracy at the electron coolers [12, 13, 14, 11, 15,
16]. For astrophysical and plasma applications it is thus desirable to get recombination
rate coefficients as function of temperature T directly from the measured rate coefficient
Cexp(Eret): @(T) = 81 /(2 kT)*? [ Gexp(Eret)ezp(— Erel /kT)dEre Folding ciexp(Erer)
with a Maxwellian temperature distribution is an approximation for low temperatures,
where kT becomes comparable with 7. The error in the approximation is less then the
experimental error of 5 % if kT > 10kT,. This condition satisfies also the approximation
of replacing the center-of-mass energy scale Ep, by the mean longitudinal energy detuning
of the two beams, called relative energy Ee. It is clear that the recombination coefficient
needs to be measured over an appropriate wide energy range in order to make this folding

valid. A
The experimental rate coeflicient is obtained from: o,,,(E) = 72% , where v

is the Lorentz factor and N* for the number of stored ions. The detected recombined ion
rate per time unit dt at E.q of the scan (N /dt) is correcting for the electron capture
background (at most a few percent at low a(E.q)). The number of circulating ions is
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Figure 1: The "excess” recombination rate coefficients for different bare ions. A fit to the
data points by a Z?® dependence is shown (full line).

derived from N* = I/{e f,), with f, the Schottky frequency and Z the ion beam current,
measured with the current transformer. L stands for the ring circumference, £ for the
effective length of the interaction for recombination. In CRYRING e.g. is L=51.68 m and
£ =0.83 + —0.03m. The values of a,;, have systematic errors of around 10%, originating
mainly from the uncertainty in the ion current. .

The recombined atoms or ions are separated from the stored ion beam in the ring
by the first bending magnet after the electron cooler and detected by surface-barrier
detectors, channel plates, or scintillators. Field ionization of loosely bound electrons in
the motional electric field in this magnet limits the number of detected ions to those that

" recombined into states with values of the principal quantum number n smaller than some
critical ny,,,. Erg can be derived from the cooler cathode voltage U and the Schottky
frequency. Ways to get Er with high accuracy, which were developed at CRYRING, are
described in ref.[17, 9]

The following basic processes of recombination are distinguished:

AT p ke — ANt 4 oge 4 by .
The cross section of radiative recombination (RR) (z = k — 1,Z >q, Z is the nuclear
charge) diverges with 1/E., and goes with 1/n predominantly in low n of ion Af?-V
[18]. In dielectronic recombination (2 = k ~ 1, Z >q), a free electron is captured via
a doubly excited state (n,n') which can emit a photon to complete recombination. The
cross section reflects the atomic structure and radiative decay rates of the doubly excited
state. In three-body recombination (TBR)(z=k-1>0, Z >q), one electron recombines in
the vicinity of another electron by transferring energy and momentum to it{19]. Its rate
coefficient should have a characteristic dependence on the electron temperature (1/74%),
density {p?2), ion charge (¢*), and favours very high n (n7)[20].

The recombination rate coefficient measured for bare ions (where only RR and TBR
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Figure 2: The rate coefficients for Ne™* [24]) measured with electron beams of two different
densities. The lines are calculated radiative recombination rate coefficients folded with
kT, = 20meV and 10 meV.

can occur), e.g. for D*, He**, N7 Ne!®t and Si** was found to be enhanced with

increasing q (e.g. N7* around factor of 2, Si'** around factor of 4) compared to the
RR rate coefficient. These enhancement factors were found for an electron temperature
of kT, = 10~2%eV and density 4-107em™3. It appears at E.q below 1073 eV. Under the
static conditions of cooling, the rate coefficients are found to correspond to those at
 Er <107* eV. The RR rate coefficient a,, were subtracted from the measured rates[22)
and the ’excess rates’ are plotted in Figure 1. A best fit to these points is obtained by
a Z*® dependence, which is very close to that predicted for TBR[19]. An estimate of
the TBR rate coefficient (orpr)} for a flattened electron velocity distribution[20] gave to
small a value to account for the measured enhancement. . This is due to ionization of
the very high n states, populated by TBR, by motional electric fields in the magnets.
TBR could still contribute if these stabilize collisionally or radiatively to lower n. An
estimate including radiative de-excitation and arpr from Mansbach and Keck[21] showed
an order-of-magnitude agreement with the measured “excess” rates[22]. TBR should
be characterized by a quadratic dependence of the rate on the electron density. Such
a dependence has been searched for with Nel®, where the measured rate coefficient is
enhanced by a factor of 3 at zero relative energy. Still Qrexp 18 constant when changing p,
over a factor of 5 [23]. In more recent studies a dependence of the recombination rates
on the guiding solenoidal field in the cooler was found. This longitudinal magnetic field
forces the electrons onto cyclotron orbits which could result in the observed characteristics
of the enhanced rates at small E,,;. A complete description can, however, not be given
by any currently available theoretical model.

The transverse electron beam temperature k7', which dominates the calculated rates
for a flattened electron beam, is known within about 25% from electron cooling force
measurements(10], from fitting dielectronic recombination (DR} resonances near threshold[6,
24, 25, 26} and the observed fall-off of the laser induced recombination gain [27]. The val-
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Figure 3: The experimental rate coefficients for recombination of C3**. The dashed line
shows the calculated radiative recombination rate.

ues derived from these different methods are quite consistent with each other and are in
most of the cases above {about a factor two) the nominal transverse temperature. This
discrepancy could probably be explained by influences of the merging and de-merging
regions of the beams and by possible miss-alignments of electron and ion beam. A higher
transverse temperature will in any case reduce the theoretical recombination rate at low
energies. In Figure 2 an example for a measured recombination rate close to zero relative
energy with Ne™ is compared to convolutions of the RR cross section with different elec-
tron temperatures T'y, summed to different n,ne;[24]. The validity of the RR cross section
is confirmed by the good agreement at E,, > 1 meV. There are no dielectronic recombi-
nation resonances expected below 1 ¢V'. In the same spectrum resonances at around 1 eV
are used to obtain an estimate of k7'; = 20meV. The experimental rate coefficient still
rises at around 1072 eV, i.e. below the transverse temperature, and gets about a factor
of 2 higher than o4,. It should be noted that reasonable agreement could be obtained if
the transverse temperature of the electrons is as low as ~ 2 meV. This low temperature
contradicts, however, the temperature which fits the resonances in the same spectrum.
* In this experiment, data was taken with different electron densities (I, = 105 mA and
I. = 201 mA), showing the same amount of enhancement. No indication of an electron
density dependence was thus found here as well. '

Recombination of carbon ions has many applications in astrophysical and fusion plas-
mas. We have reported high resolution measurements for recombination of C3* to CIII
[16]. The recombination spectrum in the region where 1s22pnl 1,3L resonances are ex-
pected between 0-8 eV is plotted in Fig.3. Most intensity is in the first group of resonances,
between 0.2-0.6 eV above threshold which contains the 1522p4i 1,3L doubly-excited states.
The spectrum was assigned in detail by the aid of very accurate relativistic many-body
perturbation calculations [28] by E. Lindroth. It was found that the strongest peaks in the
spectrum must be explained by dielectronic recombination mediated by relativistic inter-
action, a process forbidden in pure LS-coupling. In particular for collisions at low energies,



it is not sufficient to perform calculations of DR only in the LS-coupling approximation,
even if the atomic system is described with a very high accuracy in (non-relativistic)
LS-coupling,.

The dashed line in Fig. 3 shows the calculated radiative recombination rate using
the Kramers formula with Gaunt correction. It is fitted to the data points by choosing
an appropriate effective charge. At the Rydberg series limit, the fact that the ions pass
through magnets and can be field ionized must be taken into account. DR intensity is
missing at the high energy side of the series limit above n,,,,. This can, however, be
corrected for quite well with extrapolation in n. The presence of an electric field in the
interaction region enhances the dielectronic recombination rates in the high-n region{29].
It is due to mixing of ¢ in high n-states which increases strongly the autoionization rates
of those with high ¢ values.
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Abstract: Current status of the various theoretical approaches to calculation of
dielectronic recombination rates is summarized, with emphasis on the available data
base and on the plasma cffects of both the plasma ion (and external) fields andplasma
electron collisional effects which seriously affect the rates and complicate compilation
of data.

1. Introduction. Dielectronic recombination (DR) is one of the three known ways by
which plasma electrons recombine with ions. The other two are the radiative reccombi-
nation (RR) and three-body rccombination (TBR). In all cases, the exccss energy is re-
leased by the recombining electrons, and carried away by emitted photons in RR, by
increased kinetic energy of the participating electrons in TBR, and in DR by one of the
bound electrons as it is excited to form a multiply excited states of ions. The DR process
was first suggested in the 1940's by Bates and Massey in connection with the
astrophysical problems, and later its importance was recognized by Burgess. The real-
ization in the 1970’s, that the DR by impurity ions in tokamak was the dominant cool-
ing mechanism, was probably the main incentive for much of the research activities since
then, both experimentally and theoretically. For highly charged impurity ions in high
temperature plasmas, heavy-ion acceclerators with storate rings and EBIT have played
a specially important role in generating experimental data, while for Jow-charged ions
large effects of electric ficlds on DR rates were observed. There have been several re-
views on the subject recently [1,2], so only a couple of pertinent points will be made;
the 1992 reviews by the experts in the field, both experimental and theoretical, provides
an excellent basis of refercnce.

a) Modelling of high T plasmas requires a complete set of DR rates, in addition to
many other rates for the processes that are taking place. Most of the reactions involved
are the topics of this workshop. But, inspite of much efforts of the past 30 years, the
available data are far from complete. Besides, almost all data are for the initial ground
states of 1ons.

b) At relatively low temperature, the plasma ficld and collisional effects can be im-
portant. Only a handful of cascs have been analyzed, and no systematic compilation
of data is currently possible. (See scction 3 for further discussion). ‘

In the simplificd independent electron picture, the DR is a two-step process of
excitation/capture, followed by a radiative decay to Augcr stable final states. It is
schematically described by

er + (el_ + A2+ !)z - [C’l_b' + (e7 + Az+l)"]d=a+b

— (AZ -1 +)? + x
where g =ground state (n£,) of the target ion with charge Z, a = excited intermediate
state of the target with n,, d = compound doubly excited states of the recombincd ion
of charge Z-1 and (nn,), and f=final statc of the recombined ion in a singly excited state
with (n,= m). X= emitted radiation. The excitation energy A, = E, — E, is supplied



by the recombining electron, as A, = E,— E, = A,. This makes the DR a resonant
process with sharp dependence on the continuum c¢lectron energy E..

It has been found convenient to categorize the DR process into three groups based
on the different modes of excitation, aithough this separation becomes less clearcut as
the number of open-shell electrons increases. We have, with An = n, — n, and
N =l,—1,,

(i) An # 0 involving inter-shell transitions with A, large and n, small.
(ii) An =0, Af # 0 involving intra-shell transitions with A, and #, of mederate sizc.
(i) An = 0, A =0, involving inter-multiplet transitions, with small A,,, large n,.

The doubly excited states (d) formed by the initial step of excitation-capture in the
DR process are affected by the plasma effects, due to the plasma microficld of the
plasma ions as well as any externally imposed clectric and magnetic fields, and also the
collisional effects of plasma electrons. We denote them as plasma field distortions
(PFD) and plasma collisional transitions (PCT), respectively. These two effects are not
additive, however, and must be included in modelling of the plasma in a consistent way,
without double counting. The outer-shell clectrons in state (d) with the principal quan-
tum number #, are in HRS for the excitation modes (ii) and (iii), and thus are most af-
fected by the plasma effccts.

2. The DR theories. Most of the data ‘'on the DR rates available thus far have been
generated by a varicty of theorctical methods, with varying degrees of accuracy. Since
the work involved in the calculation of the rates is often complex and time consuming,
much efforts have becn expended to developing procedurcs that are suited for each
specific purpose, and many extensive computer codes are available.

The DR rates and cross sections involve basically two building blocks, the
autoionization and radiative decay probabilities, defined as A, (dd; — ¢, g) = 2
7l < didi Ve, g > |2 and A(a — f) = 27| < fle » Fla > |3 respectively. Then, for example
in the isolated resonance approximation, wherc overlapping resonances term are .neg-
lected, the DR rates are given by

Zd: Pisd—f) = (4nRyd/k5T,_,)3f'2Ed: (84/2¢:) exp( — eld)jksT.) AT, [ (Fo+T)

where [(d) =3 A(d— f) and T .(d) = 2 A.(d — ). Thus, accuratc « can be constructed
once rcliable A7 and A4, are available, which in turn depend critically on the various
clectronic wave functions involved in the A’s. Theoretical methods cmployed may be
summarized, in the order of increasing complexity and accuracy:

1) Scaled coulomb approximation with cffective Z and quantum defects. The calcu-
lation can be analytic, and the approach is especially suited in treating high Rydberg
state electrons and high Z ions. The overall behavior in Z, n, and T can then readily
be inferred. But, the method is less accurate when high precision is sought.

2) Non-relativisitc distorted wave mcthod for the continuum orbitals and model po-
tential (or Hartree-Fock) bound state orbitals in the evaluation of A4, and A4,. Various
angular momentum coupling schemes are available, such as LSJ, jjJ, and jK, etc. Some
relativistic effects may be included perhaps for Z < 30, and cofiguration mixing can be
incorporated.

3) Close coupling/ R-marix mcthod for the continuum orbitals, and a sct of model
wave functions for the bound orbitals. For light ions, this is probably thc most accurate
approach, but involves many complex steps and often can be very time-consuming

[3-51.



4) Relativistic distorted wave method, which is suited for treating highly stripped ions,
especially for Z > 20, wherce the coulomb field is strong. Configuration mixing can im-
prove the data.

3. Plasma effects - rate equations and rates. By the plasma effects, we mean a) the
collisional effect of the central ion with the plasma electrons (PCT) and b) distortions
of the electron orbitals (both bound and continuum) around the ccntral ion by both the
plasma microficld due to the plasma ions and externally imposcd electric and magnetic
fields (PFD). Generally, these effects can be incorporated either in the rates themsclves
or in the ratc equations. But the ratc cquations are convenient in handling the collision
cffect, while the rates can readily handle the field effects.

3a. PFD. The static ion microficld is represented for example by the Holtzmark field,
and its refinements can be made. Given the ficld, its effect on DR may be estimated
by a simple ‘full mixing’ picture, where the spherical states are transformed to the stark
states, via Clebsch-Gordan coefficients. However, this procedure does not depend on
the field strength. A refined procedure is possible, in which a field-dependent phase
factor is introduced. A more ambitious treatment involves diagonalization of the energy
matrix that contains field shifts. For the excitation modes (ii) and (iii), experiments with
light ions indicated that the change in the DR rates duc to external electric
fieldperturbation can be very large, increasing the rates by as much as a factor of ten.
Theoretical analyses showed that such an enhancement is due to strong ¢ mixing with
consequent redistribution of the Auger probability A, relative to the dominant radiative
probability 4.. In the simplest picture, this reduces purely to a state counting, in the
spherical basis vs the stark (parabolic) bases.

In addition to the electric field cffect, a magnetic field plus clectric field can further
modify the above result [ 6]; this case may be viewed as producing extra clectric ficld

in the Lorentz transformed drift frame with velocity u = cExB/E?, with the change in

the electric field of AE = B*E[2E-.

3b. PCT. As noted, the PCT effect can be naturally included by employing the rate
cquations, which are usually truncated. On the other hand, it is possible to include the
correction to this truncation in the rates a part of the collision effect in the rates by using
a specially taylored Fokker-Planck operator, as @ may be obtained by
aP®(m) = [1+ QJaPR(m), where Q depends on the structure of the rate equations
and rates. Wc have made some systematic study of the plasma collisional and field ef-
fects, for a simplified hydrogen plasma with carbon impuritics [2].

4. DR rates - available data. In the study of high temperature astrophysical and labo-
ratory plasmas, the DR rates are needed (A) for analyscs of spectral lines emitted by
impurity ions and (B) for modelling of plasmas to detcrmine the ionization balance.
Object (A) requirces a small set of data of high accuracy, while (B) nceds a large set of
rates, which are presumably of less accuracy for practical reasons of difficulty in gener-
ating them. In 1989, a summary of the available DR data was given [ 7] for the Fe ions
with the degree of ionization Z = 1 to 25. Except for a couple of regions of Z values
where data existed, often with poor accuracy, much was not known. In 1993, the overall
DR rates were summarized [ 7], in the form of empirical fitted formula, and poor status
of the situation was pointed out. Since then some more high quality data became
available, and Very little improvemecnts have been secn since, but where there are new
data, the fitted values have been improved, in some cases as much as an order of mag-
nitude. As have been done previously, the rates were summarized in the form of em-
pirical fitted formulas, but separately for each excitation modes discussed abave. Only



the contribution from the excitation modes (i) and (ii) were considered. Mode (iii) is
important only at low temperature, but the problem of ficld mixing can be serious. )
We emphasize several important points:

I. Almost all the data are for the target ions initially in their ground states. When these
rates are used in the rate equation for modelling purposes, the DR from some of the
long-lived excited states may be nceded.

2. The rates arc calculated routinely with the final (singly excite) states summed, so long
as they are Auger stable; otherwise, the cascade effect must be included, that reduces the
rates. This is in principle inconsistent with the rate equations to which they are applicd.

3. As noted earlier, the contribution from excitation mode iii is usually not included in
the empirical formulas. This must be rectified, with careful consideration of possible
external field perturbations.

5. Summary. We have made three points of some importance in dealing with the DR
processes in high temperature plasmas:

1. A more careful and consistent treatment is nceded in defining the rates as they are
used in a particular sct of rate equations. This is especially relevant as to the way resi-
dual plasma collisional effect is to be included.

2. The DR data are much to be generated, with proper accuracy assessment, and
adjusted to specific usage. The DR from the initial excited states are desirable, and the
total rates, summed over all the singly excited final states, must be used with caution.

3. The DR rates associated with the excitation modes (ii) and (iii) are especially sen-
sitive to external field perturbations, but nothing has been done. In view of large nu-
merical efforts required in generating thesc ratcs, it is desirable to determine how the
production and compilation can be systematized.
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The Binary-Encounter-Dipole (BED) model [1] is a theory for the differential
jonization cross section, do/dW, where W is the kinetic energy of the ejected electron. The
model requires the continuum dipole oscillator strength, df/dW. The BED model combines
a modified Mott cross section and the asymptotic part of the Bethe cross section.

Many tried to combine the two theories by introducing empirical parameters to join
them. The BED model uses asymptotic forms of d;,, and ¢,,,= | W(da/dW)dW to join the
two theories without introducing any empirical parameters.

The BED cross section per orbital is given by

do (W, T) _ S I(Ni/N)-E( 1, 1 )
dw B{t+u+1} | t+1 w+l t-w

+{2 (Ni/N)][(w+1)2+(t—w)2] N{w+1) dw }.

N.
Uim(t)= S I:D(t)lnt+[2—'_l](l—_]_'——lnt):|.
t+u+l N TS

1 {e-13/2 71 df(w)
D(t)== ==
(t) N Jo w+1l dw

with

dw,

_{=df (w)
N, L . dw.

where T=incident energy, B=binding energy, U=kinetic energy, N=occupation number,
t=T/B, u=U/B, w=W/B, S=47aN(R/B)?, 2,=0.529 A, and R=13.61 eV.

When reliable df/dW for each orbital is unknown, then we approximate it with
hydrogen-like df/dW =N/[B(w+1)*]. This simplification facilitates the integration of df/dW,
and leads to the Binary-Encounter-Bethe (BEB) model [1] for the total ionization cross
section, Oygz. The BEB model offers a simple analytic formula for ¢pzs. The BEB model
can be used for both atoms and molecules.

_ 8 I-ant(_l) _ (nl_lnt)
© Ttru+i [ 2 1F+(2 AWt )

_2(Bdf 4

% EaE

If Q is unknown, then we put Q=1 to get

S lnt( 1) 1 1Int
g..=__ 2 |-t > 12—
BEE “tru+l [ 2 re t t+1]

All terms in 0ggp, have a sound physical basis, except for the u+1 in the denominator.



This term was introduced with the qualitative argument that the effective kinetic energy seen
by the bound electron is the incident electron energy, T, plus the potential energy of the
bound target electron, i.e., T = T+U+B and (T+U+B)/B=t+u+1. The u+1 in the
denominator acts as a t-dependent scaling of the cross section. This factor should disappear
in the limit of B—0 as in the Mott, Rutherford, Bethe, and other theories. One can alter this
factor slightly to adapt the BEB model to different class of targets, such as heavy atoms and
ions.

For instance, for a heavy atom/ion we set u’=(u+1)/[n(q+ 1)} for valence shells,
n>2 (or use u from the effective core potential) with a net charge q of the target. Many
examples and comparisons to available expertments on atoms and molecules are posted on
a NIST web site [3].
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Conclusions

1 The BEB model replaces the Lotz formula, based on much better physics.

2. The BEB model provides an analytic formula from threshold to T~5 keV.

3. The BEB model is applicable to neutral atoms, ions, molecules, and radicals with
minor modifications requiring only the ground-state wave function of the target.

4. For the energy distribution of ejected electrons, do/dW, reliable continuum
oscillator strength for each orbital is required.

5. For He, a combination of the BED model with df/dW from the relativistic random



phase approximation provides the total ionization cross section accurate to +5% from the
threshold to T=1 keV [2]. Matching do/dW is also expected to be sufficiently accurate
to serve as the normalization standard for other theories and experiments.
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Abstract

After a brief discussion relating to measurement in systems of lower charge, techniques to
measure electron impact ionisation cross sections are reviewed with particular reference to
few-electron highly charged ions. The advantages of Electron Beam lon Traps for such
measurements are outlined and the dynamics of creation of highly charged ions in such
devices is discussed.

§1 Introduction

Knowledge of electron impact ionisation (EI) cross sections is important for plasma physics
since electron impact ionisation is the dominant “plasma creation” reaction in a wide range of
systems. This process gives rise to most laboratory plasmas and plays an important role in
astrophysical plasmas. Whist there are good measurements available for ions of low charge
state (z<10), there is far less experimental data available for highly charged ions. This makes
confirmation of theoretical cross section calculations and the formulation of reliable scaling
laws difficalt. What is required is a body of consistent experimental data for a range of
systems with different numbers of electrons and different charges. In this article, we will
briefly review some measurements of El cross sections for ions, concentrating mainly on few-
electron highly charged ions. We will first however look at measurements involving ions of
lower charge state, since this leads into the discussion of some of the difficulties tnvolved in
making measurements for higher charge states.

$2 Low charge states and scaling laws

There are good crossed beam measurements available for EI cross sections of few electron
ions. The studies of tonisation of Hydrogen-like B, C, N and O by Aichelle et al [1] are
especially noteworthy. Not only were quality cross sections given in this paper but also a
simple scaling law was presented which accounts for all the low charged results. In the high
energy limit, this scaling law tends to the Bethe-Born approximation. What is new and
interesting is that it takes into account the low energy limit where Wanier theory must apply.
The cross section is given from a universal shape function

o(x)=0,, [cosh{BInx)]"* (1)
where x=(E-I)/Em, E is the electron impact energy, I the ionisation potential of the target and

the following relationships have been determined for a nuclear charge Z by comparison to the
experimental results

o, zmg[ﬁj () Ey(Z)=1,B831+507(Z-1)+165Z-1F) (3
L0278+ Z 1

with ap representing the Bohr radius, I, being the binding energy of atomic hydrogen and

B=0.4, an empirically determined parameter. A more established, frequently used scaling law
1s that of Lotz [2] which can be applied to systems with any number of electrons although it
lacks the low energy asymptotic behaviour built into the above description.

§3 Basic description of a Electron Beam Ion Trap

From the form of the cross sections for lower charged ions, we can see that the measurement
of cross sections for more highly charged ions is formidable since the expected signals are



small. Trapping ions so that they can be exposed to an electron beam for a long time is one
way round these difficulties. An Electron Beam lon Trap (EBIT) offers the required
environment. A pair of super-conducting solenoids compress a high current, high energy,
~ quasi-monoenergetic electron beam. This electron beam then both creates (by EI) and traps
the highly charged ions. Axial trapping is achieved using a series of drift tubes. The physics
and operation of these versatile devices has been described elsewhere {3,4,5] so we will only
review the machine physics which is directly relevant to the measurement of EI cross
sections.

The dominant atomic physics | Coupling of charge states
processes related to the dynamics of
ion creation in an EBIT are shown in
the diagram opposite. Notice that all
the reactions involve the charge of an
ion changing by only one unit. This is
because multiple ionisation and
multiple charge transfer cross sections

Elactron Impact
lonisation (EI)
—

+e

i e—
*7 Radiative €
Recombinat ion (RR)

are usually negligible compared to the single ionisation and charge transfer counterparts.
There is also loss of ions from the trap due to their kinetic energy. We can ascribe a
‘normalised rate’ to each process represented in the diagram and also one for the escape of
ions from the trap. Doing this, we can then write an equation for the time dependence of the

number density of ions of charge state q that reads
- (4)
dt
Each normalised rate can be related to the cross section for the appropriate process via the
density of the second collision partner (neutrals or electrons) and a factor describing the
overlap between the two collision partners. For example, denoting the current density as J and
the overlap factor between the ions of charge state q and the electron beam as f; the
normalised rate for El from charge state q reads
RE = o'f'(% ]fq (5)
It is possible to associate a characteristic temperature to each charge state at any instant in
time. Collisional processes and ion-escape determine the energy dynamics, which are
described within the framework of plasma physics [4,5,6,7]. The spatial distribution of ions of
charge state q is a Maxwellian distribution of the form
V{p.
n,(p.z}dpdz = p exp(—Lpz))dpdz (6)
KT,
where T, is the characteristic temperature of the ions and V(p,z) is the electrostatic potential
they experience. The overlap factor is the fraction of this distribution lying inside the electron
beam. The task at hand is to determine the EI cross section from the overall dynamics. There
are two regimes where the system simplifies, the onset period and once equilibrium is
established.

LN RE N RE+RE +REC+ RS JeN RS +REY)

50 T T T T
r Mo®" ionisation cross section
§4 Equilibrium based measurements .«é onisation cros T
ey .. @ Relativistic calculation, T
The equilibrium copdlt}on of an EBIT for a 3 Coulomb + Moeller interactions
constant source flux is given by =l A |
8 et
N (R¥+RFFLRECLR™)=N REY +N_ [RFR + RS & <" Relativistic calculation,
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For bare ions, neglecting escape, and assuming
the overlap factors of the bare and hydrogen-
like ions to be the same. the EI cross section can

then be written

Urf.tmc = :ﬁ(ai“ + Nn("-m))

h-hke

(8)

The conversion from rates to cross sections
performed above is possible if the two species
have similar overlap factors. The ratio of bare to
hydrogen-like ions is determined from the RR
rates detected with an SSD. The average charge
exchange cross section is extrapolated away by
measuring these rates at different neutral gas
pressures. The EI cross section for the H-like
ion can then be derived from the theoretical RR

Cross Section {10™ ¢m?)

L] 1 M ¥
B2+ . - . .
Bi™" ionisation cross section
3 Relativistic calculation,
Coulomb + Moeller interactions
o
.~ Relativistic calculation,
1+ Coulomb inmeraction only
[
2 Nonrelativistic calculation
0 1 1 n L
1 2 3 4
E/

cross section for the bare ion.

Some of the measurements presented by Marrs et al {8) are shown above. The highest energy
point for the Bi measurements is particularly noteworthy since it distinguishes between
inclusion and exclusion of the Moeller interaction. Extension of this technique to few-electron
1ons is less straightforward since L-shell capture features are not usually clearly resolved with
an SSD. These difficulties have been overcome however by Stolker et al [9] who fit the
- energy distribution of detected photons produced by radiative recombination into the L-shell
of Uranium highly charged tons.

$§5 Onset measurements

Donnets and Ovsyannikov [10] made a series of measurements determining the ionisation
cross sections from the rate of production of ions of various charge states. Encouraging
agreement has been found between those measurements and crossed-beam measurements [1],
sugg_esling that a similar technique might be Time dependence of derection of Ar 16 10 18+ ions
applied for higher charge states. A program of e e e e

such measurements is currently underway using it Eneney AR
the Tokyo EBIT. The essential instrumental
difference between our aproach and that of
Donnets and Ovsyannikov is that we use a 90"
sector magnet rather than time of flight to
charge analyse ions. Hence we unambiguously
separate dumped and escaping ions as shown in -
the figure opposite. In this way we gain
information about the temperature and
population distributions. These measurements
were made during a cycle chosen to expel the ions after a range of successively longer
cooking times, allowing us to observe the onset behaviour. For each species, from each
consecutive pair of dumps, we then define an ‘observed production rate’
1 dN,

dt

T T

N

Lt it

N

Increising Conlinenknt Time

roi'y piriinll nbrtallef infauied o e

MK UHE M SR AKE MY R{N) O WENE FIHHE O PROED | MK RS | iWy | Sine

Time in "dumpiry cyele” fms.
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Since ﬁq (t) involves ratios of detected ions, the detector sensitivity cancels. A plot of R, ()

as a function of time is initially constant and then decreases. This decrease can occur because

the terms we neglected in the time evolution equation are no longer negligible or the ion cloud



is expanding to be larger than the electron beam radius. Provided we use the observed
production rate from the region where it is constant, we can be confident that the overlap
factor is 1 (i.e. the ion cloud is inside the electron beam) and the onset condition holds.

As is shown opposite, we have determined relative S
cross sections in this manner, assuming the beam
radius is constant as suggested by Herrmann theory
{11]. The solid lines show comparisons between
the measured data and known scaling laws. Qur
measured cross section could be placed on an
absolute scale if we knew the current density or
normalised 1o other cross sections. This is the
present focus of our work.

H-1ike

oL
Aichel le et al

Relative cross section

Conclusion

The environment provided by an EBIT is well 0 i 20 W %
suited to the measurement of electron impact Encrgy fheV

ionisation cross sections of few electron highly “_ _ . i
charged ions aithough the measurements still 3 He| ike
remain challenging. Two distinct methods have 1 :

been described by which these cross secttons can
be determined.
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Overview of LHD Diagnostics

SUDO Shigeru and LHD Experiment Group
National Institute for Fuston Science, 322-6 Oroshi-cho, Toki, 509-5292 JAPAN
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ABSTRACT The overview on the recent status and future plan of plasma diagnostics and -
data acquisition for LHD is briefly described. According to the successful starting of LHD
experiments on March 31, 1998, the diagnostics have also launched in the adequate pace
with providing the necessary basic data for plasma performance analysis. For this, the LHD
data acquisition system, handling large amounts of data, is playing an important role in the

experiment and data analysis.

I. INTRODUCTION

The Large Helical Device (LHD) [1] of the
National Institute for Fusion Science (NIFS).
Toki, Japan 1s a superconducting helical device,
which is compieted in December 1997 after 8
'years construction phase [2].

The magnetic configuration of LHD. an
optimized heliotron with double helix coils. 15
an extension of the medium-sized devices such
as Heliotron-E, ATF and CHS. Target plasma
parameters for LHD are a fusion triple product,
ntT ~ 10" m s keV. B ~ 5 %. and steady-
state operations with a plasma major radius,
sz 3.9 m, a plasma minor radius, ap= 50 - 65
cm, and magnetic field sirength, 8= 3 - 4 T.
LHD features continuous helical coils and a
clean helical divertor focusing on the edge
configuration optimization. This activity (s
expected to promotc helical fuston research and
also to extend the understanding of toroidal
plasmas through comparisons with large
tokamaks. )

The main mission elements of the LHD
project are: (a) investigating current-less
plasma characteristics such as transport under
reactor relevant plasma conditions in a helical
system, (b) demonstrating an average beta
value of the level of 5% in a helical system, (c)
studying divertor operation, and obtaining the
basic data for steady-state operation, {d)
studying the behavior of high energy particles,

~beam

and conducting simulation experiments of
alpha particles in reactor plasmas, and (e}
understanding the general physics issues of
toroidal plasmas with a complementary siudy
to tokamak plasmas.

There were two experimental campaigns in
the 1998 fiscal year. The transition to the
super-conducting state was achieved after the
initial 4-week cooling process at the first
campaign. Special care was made to Keep a
homogeneous temperature distribution in the
device. After that, the coil current was excited,
and a magnetic field strength of 1.5 T in the
axis of poloidal cross section was achieved, and
it was increased to 2.75 T successfully at the
end of second experimental campaign.

The first plasma experiments started on
March 31, 1998 with 2 nd harmonic 84 GHz
electron cyclotron resonance heating (ECH)
with a tew hundred kW at B = |.5 T. The
ohmic heating 1s not necessary for plasma
production in contrast to tokamaks. In the
second experimental campaign, the neutral
injection  (NBD)  with 100 keV
acceleration voltage and up to the power of 3.7
MW  was applied. The highest electron
temperature and the maximum line average
density are 2.3 keV and 7 x 10" m",
respectively. The energy confinement time 1s
better by a factor of 1.5 than that predicted by
the International Stellarator Scaling 95 [3]. The
long pulse discharge with duration of 22 s was



successfully carried out by NBI with the power
of 0.7 MW.

Through the experiments, LHD diagnostics
were playing a significant role in the
achievements, and the data acquisition system
for the LHD diagnostics worked successfully
from the first shot, and the performance was
improved drastically during the two experiment
campaigns. There are three categories for the
LHD data acquisition: (a) object-oriented
distributed  database, (b) separate data
acquisition systems, {(c) real time data
acquisition system. This strategy contributed
very much to the flexibility and the reliability
of the whole LHD data acquisition system.
Owing to this system, the reliability of the
LHD data acquisition 15 satisfactory. We will
describe the overview of LHD diagnostics and
the LHD data acquisition system.

IL OVERVIEW OF LHD DIAGNOSTICS

The key issues of Diagnostics for LHD are:
(a) capability of multi-dimensional (2-D or 3-
D) measurements because of a non-
axisymmetric toroidal plasma, (b) advanced
measurements with heat removat adequate for
high heat flux and steady-state operation, and
(¢} an adequate data acquisition system
handling large amounts of data for steady-state
operation.

Taking the  above Issues into
consideration, the design and R&D of plasma
diagnostics have been progressed. The list of
plasma diagnostics for LHD is given in Table
I. We are still planning to increase the
numbers to understand the 3-D feature of
LHD plasma in future. It has been planned to
obtain the fundamental plasma parameters
from the beginning of the experiments.

The heat removal in case of high heat flux
and/or steady-state operation 15  partly
investigated, but the level is sull primitive
because of relatively low heating power and
short pulse duration in the initial stage of the
experiments. During the 1st cycle experimental
period (April — May 1998, Shot No. | - 1888),
the following diagnostics were operated:
Bolometer, Microwave Interferometer, Pulse
Height Analyzer (PHA), Electron Cyclotron
Emission (ECE), Visible Spectrometer,
Vacuum Ultra Violet (VUV) Spectrometer,
Balmer alpha line monitor, Diamagnetic Coll,
Rogowski Coil. The interferometer supplied
the line density information of the plasma
already from the first shot successfully. The
electron temperature of the ECH plasma was
found to be more than 1 keV with X-ray PHA.

Major diagnostics were added for the
2nd cycle experimental period (September —
December 1998, Shot No. 1889 - 7232). A
YAG Thomson scattering system for
measuring electron temperature and electron
density has been constructed, and the
measurement has been successfully made. It is
working as a routine operation. The system
can measure the scattered lights at 200 points

-along a major radius every 20 ms, giving full

profiles of electron temperatures and densities.
The spatial resolution ranges about 20 mm.
Due to the high repetition rate of the YAG
laser, the temperature distribution of the YAG
rod becomes inhomogeneous, and it results tn
the change of the laser beam direction. Such a
problem could be resolved by a feed-back
mirror control system with piezo elements.
The amount of the beam shift was reduced by
a factor of 10.



ECE has three features of detection:
Heterodyne radiometer, Michelson
inteferometer, and Grating polychrometer

(GPC). The heterodyne radiometer system
with 24 channels has a good time resolution of
2 us, but it should be cahibrated with the
Michelson inteferometer system. The tme
resolution of the Michelson inteferometer
system has lower time resolution of 25 ms in
turn. The grating polychrometer system with

[ 2 channels has a tme resolution of 5 us.

A FIR interferometer system for measuring
electron density using 13 laser beams with a
Michelson geometry has been constructed. For
this purpose, a 119 micron-m CH OH laser is

adopted. The laser beam must be transferred
about 40 m from the ‘laser room to the
interferometer located at LHD. '
Primary charge exchange recombination
lines for measuring ion temperature are: CVI

Table 1 Diagnostics for LHD.

Diagnostic Pellet

Particle Transport

DIAGNOSTICS PURPOSE BRIEF DESCRIPTION
Magnetic Probes Ip. Pp,, Plasma Position & Rogowski, Mirnov, Flux
' Shape Loops
uW Interferometer nL 2mmy/ lmm wave, single
channel
FIR Laser Interferometer n1.(r) 119um-CH OH laser, 13
chords
MW Reflectometer n, for NBI Intertock,
Fluctuation
Thomson Scaitering T(r), n(r} 200 spatial points, 20 ms
interval
Electron Cyclotron T(r, z) 2-D Imaging
Emission
X-ray PHA T, Impurities 20 ch Si(Li) . 4 ch Ge detector
Neutral Particle T, Energy Spectra f(E) Time-of-flight method
Analyzer
CXRS T (r), Plasma Rotation V (1) Radial profile
X-ray Crystal Ti(r) 0.1- 4nm, A /AX: 10
Spectroscopy '
Neutron Diagnostics Neutron flux, T, NE-213 detectors, 'He
counters
Bolometers P _(r) metal film
VUV Spectroscopy Impurities, T, [- 200 nm, A /AL 10
Visible Spectroscopy n(H),Z 200- 700 nm, A JAA: 5 x 10°
Langmuir Probes T, n, Fast scanning and fixed
probes
Visible/Infrared TV Plasma-Wall-Interaction TV system
Soft X-ray Diode Array MHD Oscillations silicon surface-barrier diodes
UW/FIR Laser Scattering Micro-instabilities lmm/195um multi-channel
Heavy lon Beam Probe ®p, @p Fluctuation Au or TI', 6MeV, 100pA

TECPEL/TESPEL, C, Li

High-energy Particles

Particle Behavior & Loss

He beam probe, particle
probes

Divertor Spectroscopy

Recycling, Particle Flux

L1 Beam Probe

Density Fluctuation

Li Beam

IR Bolometer Camera

P

IR 2-D Imaging




and NeX. The 22ch for the charge exchange
recombination spectroscopy (CXRS) signal
plus background light are observed at the NBI
beam path. The CCD camera with 576 x 384
pixels is used for photo detection. The spatial
resolution 1s 2 c¢m, and the time resolution is
typically from 0.2 s to 1.0 s due to necessity of
enough photon. numbers. To increase the
accuracy, a proof-of-principle of a new method
“dig-dag” CCD processing with beam
modulation was successfully shown in the
satellite machine.

For measuring the radiating loss power
including light and particles coming out the
plasma, a multi-channe! bolometer system is
equipped. The sensor of this bolometer is metal
film of which resistance is measured to
interpret the temperature change due to heat
flux. This aims to view both the core plasma
and the divertor plasma, and atso it is planned
to work for long pulse operation. A new
bolometry system 1s being also developed with
an infrared (IR) imaging camera. The one IR
imaging camera is already tested at CHS, and
the basic function is proved. The IR imaging
camera has been already mstalled on LHD for
the coming experimental campaign.

A heavy ion beam probe is being
constructed for measuring plasma potential,
which is one of key parameters for helical
plasmas. The maximum beam energy is set at 6
MeV. A positive 1on beam is obtained after
accelerating the negative gold ion beam with a
tandem type accelerator. The primary beam
enters through a bottom port and the secondary
beam comes out from the side port in the
toroidal direction. The beam energy of singly
charged gold ions 15 5.6 MeV for the 3 T
standard operation. A method to control the 3-
D beam trajectory in the helical magnetic held
is developed.

According to the successful starting of
LHD experiments, the diagnostics have also
launched in the adequate pace with providing
the necessary basic data for plasma
performance analysis. The amount of the
acquired data size was about 120 MB/shot in
the last experiment campaign, and the total
size in 1998 was 420 GB.

1IH. SUMMARY

The diagnostics and the data acquisition
system for LHD are overviewed. The basic
parameters such as temperature, density and
impurities are well measured during the first
and second experimental campaigns in 1998
The temporal developments of spatial profiles
of these parameters contributed significantly to
the physics analysis of plasma behavior. Our
strategy is to assure the flexibility and the
reliability for the whole LHD data acquisition,
and in fact it was successful. The data amount
of approximately 250 MB / shot has been
already achieved in the last experniment
campaign, and these data are contributing much
to the physics analysis.
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Elastic collisions and related transport processes in cold hy-
drogen plasmas

Predrag S. Krsti¢!, and David R. Schultz?
! Qak Ridge National Laboratory, Physics Division, Oak Ridge, TN 37831, USA

Abstract. Owing to the critical role played by elastic processes in thermal power exhaust
in the divertor region of fusion plasmas as well as in other gas/plasma environments and to its
fundamental nature, we have performed extensive, highly accurate, fully quantal calculations of
differential and integral cross sections for elastic, charge transfer, spin exchange, and vibrational
excitation in slow collisions (0.1-100 eV) among isotopic variants of HY, H, Hs and He.

1 Introduction

The currently favored concept for power exhaust from a fusion reactor relies heavily on
intense 1mpurity radiation cooling at the plasma edge and on dissipation of plasma mo-
mentum through elastic and charge-exchange collisions of plasma ions with the neutrals
in the divertor chamber. The low plasma temperatures prevailing in the divertor region
(as low as 1 eV near the divertor plates) support existence of non-dissociated molecular
species, neutral atoms and low charge states of impurity ions, defining a medium with very
rich and complex atomic physics. The hydrogen atoms and molecules constitute the main
portion of the neutral gas, though helium atoms are also present. The momentum transfer
(diffusion) and charge exchange processes of the plasma ions (H*) colliding with the neu-
trals (H, Hy, He) in the divertor are responsible for the dissipation of plasma momentum.
Following charge transfer, the neutrals carry the energy, but not being controlled by the
magnetic field, their diffusion becomes crucial for the power exhaust.

We studied five groups of collision systems, H*+H [2,3,4], H+H [2,3,4], Ht+H, [1,2,4],
'H+H; [1,2,4] and H*+He [2,3,4]. When all isotopic variants of H are varied over all pro-
jectiles and targets, these constitute 51 collision systems. For each of the systems ab
initio, fully quantal calculations are done with the best available interaction potentials at.
31 center of mass (CM) collision energies E, between 0.1 and 100 eV, where E=10917-1
eV, with J=0,1,2,...,30. Differential cross sections were calculated for 768 CM scattering
angles 0, constituting a set of abscissas for the 768th order Gauss-Legendre integration.
The elastic, charge transfer (H*+H), spin exchange (H+H, H*+H) and vibrational exci-
tation (H*+H,, H4+H;) amplitudes were calculated by solving coupled channel equations
for various partial waves by the method of logarithmic derivatives, where the number of
partial waves taken guaranteed convergence of elastic amplitudes to five digits. The num-
ber of inelastic channels taken into account was also determined by similar convergence
criteria of the elastic amplitudes in the energv range considered: Thus, for the H*+H
systems the ground molecular state 1so, as well as 2po, and 2pr,, were taken into account;
for H+H these were the ground singlet X'S? and triplet bS] states; for Ht+He only the
ground state surface was needed; finally, for the H*4-H, and H+H, elastic scattering on
the ground vibrational state, nine excited vibrational states were needed for the conver-
gence. In this way, the accuracy reached for the differential cross sections is in the range

'E-mail : krstic®mail phy.ornl.gov, or schultz@mail .phy.ornl.gov



of 0.001-1% (the worst being for systems with molecular targets). Our calculation sets
new benchmarks for the ion-atom and atom-atom cases in the energy range considered.

Besides the integral cross sections for elastic, o.;, charge transfer, o, and spin ex-
change, 0., processes we also calculate momentum transfer (diffusion), om¢, and vis-
cosity, 0., integral cross sections, which are defined as integrals over the weighted {1-4]
differential cross sections. The dominant contribution to o, is from the backward CM
scattering angles, while o,; is dominated by the differential cross sections for intermediate
angles, 8 = 7. Thus, to calculate o as well as o and o,; accurately, one must maintain
accuracy of the differential cross section doy/dY over the full range of scattering angles
(0-180°). But, do/dQ for forward and hackward angles could differ by a factor of 10°,
and this is one of the serious numerical difficulties of the calculation.

More than 3000 differential and more the 250 integral cross sections resulted from
this calculation. These are all available on the web site of the Controlled Fusion Atomic
Data Center (CFADC) of Qak Ridge National Laboratory, at www-cfadc.phy.ornl.gov. In
addition, all cross sections are fitted to analytical forms [2].

No scaling of the differential cross sections when varving the isotope constitution of
the same scattering species was found for the whole range of scattering angles. Still, for
small angles near the forward direction the mass-dependent scaling exists for the limit
value (8 — 0) as well as for the forward peak value and for its position (of sin fdo/d(?).
On the other hand, all integral cross sections do scale with the isotope mass, except for
the momentum transfer and viscosity which in most cases are independent of mass.

The center of mass system and atomic system of units are used throughout the text,
except where noted.

2 H*+H, H*+H, H*+He

When the collision energy is high enough, the elastically scattered projectiles strongly
peak in the forward direction while the recoiled targets, on the other hand, peak in a
backward direction. As the energy decreases this feature is lost since the wave packets of
both scattered projectiles and targets spread over all directions, and this has an important
consequence to the ability to distinguish between the two type of particles in symmetnec
cases. Thus at low energies, one cannot tell for H*+H (and D*+D, T*+T) whether
the protons (deuterons, tritons) detected are elastically scattered or produced by charge
transfer in the target. Similarly, in symmetric cases, H+H (D+D, T+T) the detector
. counts both elastically scattered and recoiled atoms, without the ability to distinguish
between the two: the two wave functions overlap and superimpose coherently (producing
interference patterns, even in the integral cross sections). Still, in the absence of spin
coupling, one can use a change of spin of the particles reaching the detector to clearly
recognize recoiled targets. This does not solve the problem of unique recognition of
elastically scattered particles, since recoiled particles do not neccessarily change spin. In
typical experimental situations, averaging over nuclear spins of the nonpolarized projectile
beam and of the nonpolarized target (in H4+H cases, aditional averaging over electron
spins is needed, too} the cross section for spin exchange ¢,ym s and symmetric “elastic”
scattering, Gsym e, emerge. For mass-asymmetric cases, like HT +D or H+T, the projectile
and recoiled particles can be easily recognized by measuring their mass; in other words, the
two wave functions are added incoherently, resulting in the cross sections being compatible
with the classical definitions (each particle is labelled and traced throughout the process
of scattering). For symmetric scattering, when the energy is high enough to minimize the



overlap, Geym e = Oa -+ 0o which is the total scattering cross section for Ht+H, rather
than the elastic one. On the other hand, in the same energy limit oy, .. = 04, which can
be used to redefine the elastic cross section for mass-symmetric scattering in a unique way
(including momentum transfer and viscosity) as 0oy = Gsym et — Tsym,sc. Such a definition
is acceptable for integral cross sections, and results in an error not larger than 10% at
E=0.1 eV, which drops to below 1% at E=1 eV. For symmetric neutral-neutral scattering,
like the case of H+H, the integral cross section Geym et = 20, owing to the symmetry of
the problem. This relation is used to obtain an unique definition for ¢, irrespective of
the isotopic constitution.

The effect of quantum indistinguishability of particles (QIP) is even more pronounced
for the transport cross sections, like momentum transfer and viscosity (Figure 1). When
the projectile and target masses are different (and, thus can be treated as distinguish-
able particles, DP), the differential elastic cross sections are strongly fowardly peaked,
and their weighted integrals are governed by small contributions from the intermediate
and backward angles. On the other hand, o,y 1s peaked in both forward and back-
ward directions, which significantly increases the transport cross sections. An extreme
example is momentum transfer, which equals the elastic cross section in this case. As
discussed above, the problem can be resolved (with allowance of some error at lower ener-
gies) by weighted integration of the difference of the elastic and spin-exchange differential
cross sections, thus reaching isotopically invariant definitions. But, in the case of H4H,
simple division by two would not work for the transport cross sections. As a recommen-
“dation to plasma modelers, the most accurate approach would be to consider transport
of all protons, whether elastic or from charge transfer, simultancously (for H*+H), and
all hydrogen atoms, whether elastic or recoiled (for H4+H) simultaneously. This would,
for mass-asymmetric nuclei, mean an addition of the charge transfer (recoil) and elastic
scattering cross sections. Inclusion in plasma model of 04y e, m1,i and the corresponding
cross sections for the charge tranfer (recoil) particles would mean a multiple counting.

The problems discussed are visible in Figure 1, where the integral cross sections for
QIP versus DP are compared. None of these problems are present in the cases of H* +He,
H*+H; and H+H; scattering, due to the obvious distinguishability of colliding particles.

3 H++H-2, H+H,

Since a typical rotational time for H, is smaller than the collision time for the energy
range considered (0.1-100 eV) we assume the orientations of the diatom are frozen during
the collision and perform the angular averaging of the cross sections. Concerning the
vibrational degrees of freedom, nine excited states sufficed for the convergence of the
elastic differential cross sections over the full range of angles. Particularly sensitive was
calculation of the momentum transfer, since the vibrational excitations dominate toward
the backward directions.

In the range of energies above a few eV, when the vibrational excitations become
strong, our momentum transfer cross section for the ground vibrational state shows a
large dip. This is not present in the classical calculations [5] or the fitting estimates [6],
which do not take into account vibrational degrees of freedom.

Studying the cross sections for various orientations of Ha, an interesting conclusion
may be drawn regarding mechanisms for scattering: H* projectiles interact with H, as
a molecule at large distances, deforming the electron distribution of the covalent bond,
while H projectiles scatter mainly on the closest atomn of the molecule. As a consequence,



the elastic cross section with the H projectile do not change much between H and Hg
targets.
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Figure 1: Integral a) elastic b)) momentum transfer and ¢) viscosity cross sections for
various systems studied.
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Ion—Ion Collisions
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Abstract. Collisions between ions belong to the elementary processes occurring in all types
of plasmas. In this article we give a short overview about collisions involving one—electron
systems. For collisions involving multiply-charged ions we limit the discussion to one specific
quasi-one—electron system:

1 Introduction

In recent years, the impetus for accurate cross section data for ion-ion collisions at en-
ergies in the keV-range has become great due to the research in thermonuclear fusion
using either magnetic or inertial confinement. In magnetically-confined fusion plasmas,
lon-ion reactions may provide effective tools for plasma diagnostics. Furthermore, the
fusion plasma needs auxiliary heating by injection of powerful neutral hydrogen beams.
Negative hydrogen ions H™ accelerated to energies of several 10°eV can be neutralized
most effectively in so-called plasma-neutralizers [1} where the interaction between H™ and
multiply-charged plasma ions Xt dominates the neutralization process.

2 Experimental Method

The crossed-beams experiment used for the investigation of charge-~changing ion-ion colli-
sions was described in full detail earlier [5]. The experimental arrangement consists of an
ultra-high vacuum chamber (typically 5:10~! mbar), a slow’ (up to 20 kV) and a ’fast’
(up to 200 kV) beam line. Both ion beams are produced in Electron Cyclotron Resonance
ion sources. After momentum analysis they are collimated and made to intersect at an
interaction angle of # = 17.5°. Because of the low momentum transfer involved in the
collision the reaction products remain within the parent ion beam after the interaction.
They are separated from the incident ions by a two-step electrostatic deflector for each
beamline and counted in single particle detectors. A time conincidence technique is em-
ployed to distinguish between background events from charge-changing reactions with the
residual gas and true ion-ion signals.

3 One—Electron Systems

The investigation of collisions between protons and singly-charged helium ions is of con-
siderable interest in plasma physics. Not only do these encounters occur inevitably in
fusion plasmas but they also represent the simplest ion-ion collision system involving only
one electron. Description of electron capture o

Y +Het — H® + He*" , (1)
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Figure 1: Cross sections for electron capture (1) and ionization (2) in H* +He" collisions, as a function
of the cm-collision energy E.,,. Experimental crossed-beams results by Rinn et al. {2, 3], Peart et al. [6]
and Watts et al. [7]. Most theoretical results are obtained by close-coupling (CC) calculations: Winter
(a) [8}: Sturmian basis and pseudostates; Winter (b) [9]: 3-center atomic orbital {(AQ) basis; Winter
et al. [10: MO basis; Errea [11}: molecular orbital (MQ) basis; Winter and Alston [17): high energy
CC; Fritsch and Lin [13, 14]: AO™ basis; Grozdanov and Solov’ev {15]: MO basis; Miraglia [12): CDW;
Martinez et al. [16]: CDW-EIS; Winter and Alston [17] and Bates and Griffing [18]: Born approximation.

and ionization o;

H* + Het — H* + He*t + ¢~ (2)

is therefore an ideal testing ground for different theoretical models.

Three experimental groups {6, 7, 2] have studied these collisions independently and
their experimental cross sections are compared with theory in Fig.1. In the high energy
limit, the Born approximation is valid while for lower energies the continuum distorted
wave calculation CDW-EIS with eikonal initial states by Martinez et al. [16] agrees as
perfect with the ionization data as the atomic orbital AO* calculation by Fritsch and Lin
[13] with the capture results. Since various authors confirm these findings, total cross
sections for the reactions {1). and (2} are well described by theory.

For about two decades, theory was tested by comparing calculated and measured total
cross sections. The first angular differential cross section has been measured by Kruedener
et al. [4] for the electron capture of a-particles from He* ions:

He®t 4+ Het — He't + He?* (3)
"This one-electron, charge-symmetric collision is resonant for 1s — 1s electron capture
and provides a unique testing ground for the study of the long-range Coulomb interaction
in the quantum three-body problem. Kruedener et al. found an oscillatory structure the
differential cross section do/d(2, plotted in Fig.2 as a function of the cm-scattering angle
'ﬁcm ’
In addition to the minimum in forward direction, another four minima of do/d$} are
resolved experimentally. The oscillation period increases with scattering angles. Forster
et al. [19] used a semiclassical eikonal calculation which describes well the experimental
data for low scattering angles 9.5, but “runs out of phase” for larger ¥,,,. The observed
oscillatory structures in the differential electron capture cross section can be interpreted
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Figure 2: Angular differential cross sections for the electron capture (3) in He®* + He' collisions at
Eem = 2.5keV . e experiment, Kruedener et al. [4]; dotted line: semiclassical calcuilation, Forster et al.
(19); solid line: quantal calculation, Uskov and Presnyakov (4]

as interference between gerade and ungerade electronic states of the ionic molecule. Uskov
and Presnyakov (4] presented a quantum approach based on a partial wave analysis using
-a molecular basis and delivered a very good description of the experimental data. We
note that theory and experiment are compared on an absolute scale.

4 Collisions between Multiply-Charged Ions

Ion-ion collision data required for various applications are sparse; for collisions between
multiply-charged ions they are practically absent. It is due to the recent development of
powerful Electron Cyclotron Resonance (ECR) ion sources that crossed-beams experiments.
can be carried out with intense beams of multiply-charged ions. Up to now, however, only
a few experiments, in which at least one ion carries a charge higher than one, have been
performed.
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Figure 3: Cross sections for electron capture (4) in He?t +13 03+ collisions. Experimental data points
by Melchert et al. {20] include 90% of statistical error. Close coupling calculation by Sidky and Lin [20]
for capture to all He™ states (solid curve) and to the He*(1s) state only (dashed curve).
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Here, we limit the discussion to electron capture in the quasi-one-electron collision
systemn

3He‘2+ +13c3+ —_ 3He+ +13c4+ (4)

which was experimentally studied by Melchert at al. [20] and calculated by Sidky and
Lin [20]. In their close-coupling calculation Sidky and Lin expand the active electron wave
function as a sum of atomic states on both charge centers. The two inner electrons of the
lithium-like C** ion are inert and enter as a model screening potential for the outer active
electron. In Fig.3 measured and calculated cross sections are compared. Up to a collision
energy of 50 kel” the capture goes primarily to the He*(1s) channel, since the Het(1s)
level is closest to the initial C** binding energy. As soon as one reaches the matching
velocity, where the incoming He®" ion is traveling at about the average speed of the C3+
valence electron, the capture spreads to other states of He™, and the 1s state represents
only half of the total capture probability (at Eg,, = 150 keV/).
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Molecular Processes in Divertor Plasmas

R K. Janev

Macedonian Academy of Sciences and Arts, Skopje, Macedonia
International Atomic Energy Agency, Vienna, Austria*

1. Introduction

The main physics issues in development of controlled thermonuclear fusion on the basis
of D-T plasma confinement are (i) to achieve the plasma burning conditions in the reactor (T.;
= 10" - 10" cm?, tz > 1 sec and m; T; T > 5% 10" cm™ keV sec, where T, = T =T and n-=n=n
are the plasma electron/ion temperature and density, respectively, t¢ is plasma energy
confinement time) and (ii) to control the sustained plasma burn. The achievement of these
overall goals requires understanding and solving of many more specific problems, such as:
additional plasma heating to reactor level temperatures, control of plasma stability and energy
confinement, control of energy and particle losses from the plasma (particularly the radiative
power losses due to impurities), continuous exhaust of thermal plasma power from the reactor
(to avoid plasma overheating and thermal/radiation burn collapse) and of the fusion-born alpha
particles (to avoid fuel dilution and degradation of plasma reactivity) etc. The present
approach to resolving the impurity control and thermal power and particle exhaust issues is the
use of a poloidal magnetic divertor to divert the peripheral plasma of the reactor into a special
chamber, located outside the main torus, from where the thermal plasma power is exhausted.
The parameters (T,n) of the divertor plasma are such that neutral and molecular species can
co-exist with the plasma particles, which creates a medium of exceptionally rich atomic/
molecular collision physics [1]. In what follows, we shall briefly describe the physical
conditions in divertor plasmas and the most important molecular processes that take place in
these plasmas. Particular attention will be given to those molecular processes which take part
in the divertor plasma cooling and volume recombination, i.e. play a role in resolving the
thermal power exhaust problem. The atomic processes in divertor plasmas are described in
detail elsewhere [2,3].

2. Physical conditions and composition of divertor plasmas

The concept of poloidal magnetic divertor in toroidal fusion devices i1s based on
configuring the magnetic field at the plasma periphery in such a way that the magnetic field
lines 1n that region become “open” and are allowed to strike certain material boundaries
(divertor plates) at the bottom of the divertor chamber, located outside the torus. The large
temperature gradients existing between the divertor plates and the last closed magnetic surface
(separatrix) in the main torus create a strong convective flow of all charged plasma particles
traversing the separatrix and the ionized wall impurities penetrating into the plasma periphery.
This strong convective flow, directed toward divertor plates, shields the main plasma from the
ingress of wall impurities and, at the same time, the vessel walls from the plasma particle
impact (which creates such impurities). This divertor function helps resolving the impurity
control problem. However, the diverted plasma heat and particle fluxes which are deposited on

* Until June 30, 1999



the divertor plates (on a rather limited area) impose severe requirements on plate materials
regarding their erosion and thermo-mechanical properties. (For instance, in a D-T reactor of
1GW thermal power, the heat load on divertor plates amounts 30-40 MW/m?, which no
existing material can withstand.) In order to reduce the unacceptably high heat loads on
divertor plates, the plasma energy and momentum have to be exhaused before they reach the
divertor plates. This can be achieved only by inelastic atomic/molecular collisions (which.
transform the plasma energy into isotropic radiation) and momentum transfer collisions
between divertor plasma ions and neutrals. For enhancing the plasma energy and momentum
losses in the divertor region, controlled injection of strongly radiating and recycling impurities
(such as N, Ne, Ar) and of cold molecular hydrogen is currently used in the large tokamak
experiments. The inelastic energy losses reduce the divertor plasma temperature from levels of
about 100 eV at the divertor entrance to about 1 €V in front of divertor plates and side walls.
The cold molecular hydrogen injection raises the density of divertor neutrals to levels higher
than the plasma density (~ 10" cm™). Generic atomic plasma impurities in the divertor region
are oxygen and those of the divertor wall materials (Be, C, W). Molecular impurities (such as
CO, 0,, CO,, CnH,) also exist in the cold divertor region.

We shall now briefly describe the molecular processes contributing to the divertor plasma
cooling and recombination.

3. Plasma cooling by molecular processes

The most abundant molecular species in a divertor plasma is H,. There is a recent
evidence from TEXTOR tokamak experiments that H, can be vibrationally excited in the
plasma periphery {4]. The most effective divertor plasma cooling molecular processes are
those involving electron impact:

e+ H,(¥)>e+H,() , v>v20 (1)
e+H,(v)>e+H,(a,b,c’A) > e+ H(ls) + H(ls) )
e+ H,(V) > e+ H (V) +e | 3)
e+H, (vy>e+H (2po,)>e+H" +H(ls) (4)
e+ H,(v) > e+ H(B,C,F'A) > e+ H,(v') +hv (5)

Although the energy loss in the process (1) is small (~ 0.5 eV), this process is important for
producing vibrationally excited H, at low temperatures (T < 5 eV). For plasma temperatures
T < 8 eV, the most effective is the dissociative excitation (2), while for T > 8 eV the processes
(3)-(4) are the main molecular plasma energy loss mechanisms. The process (5) is important
both as a plasma loss mechanism and for producing vibrationally excited H;. Important
features of the reactions involving vibrationally excited states are the decrease of energy
threshold and (generally) significant increase of the cross section with increasing v.



4. Molecular volume plasma recombination mechanisms

The recently discovered divertor “plasma detachment” regime, in which plasma
detachment from divertor plates was observed [5,6] (accompanied by strong hydrogen line
radiation), has stimulated search for potential atomic/molecular volume plasma recombination
mechanisms. Two such mechanisms have been identified: the negative ion recombination
channel [7] and the ion conversion recombination channel [8). The chain of reactions involved
in these recombination mechanisms at T < 10 eV involve:
— negative ion scheme:

e+H,(v>4)>(H;) > H(s)+H | ' (6)

H +H > H(s)+H (n=3) . )

The limiting process for this recombination channel is

e+H —se+H+e ®)

which for T > 1 eV is faster than reaction (7). Therefore, this recombination mechanism is
effective only in the regions with T < 1 eV.

— ion conversion scheme:

H +H,(v>4)—> H+H,(v), )

e+ Hy (V) > H+Hnz=22),n_ =3, (10)
The limiting process for this recombination channel is reaction (4). Only for T 5 1.5 eV the
ion conversion scheme is operative. The Langevin limit for the rate coefficient of this reaction
is 2x10™ cm*/s. It should be noted that reaction (9) is exothermic, but its rate coefficient is still
not accurately known. It should be also noted that both recombination mechanisms rely on the

existence of sizeable fractions of H, (v> 4) in the plasma.

Other possible volume plasma recombination schemes include

— Hj assisted recombination

H, +H,(v)> H; ")+ H" (11)
e+ H; (V) > H,(V>5)+H (n=2),(E>4el) (12)
H*+H 5> H+H (n=3) . %)



— C,H, assisted recombination

H*+C H > H+C,H; (13)

e+C H, ->CH, +(n-k)H (14)
The rate coefficients of reactions (11) and (13) are not known and it is, therefore, not possible
to estimate the effectiveness of these recombination schemes. For msn, the reaction (13) has
quasi-resonant character and its rate coefficient should be large (10°-107 cm’/s). The rate

coefficients of reactions (12),(7) and (14) are all large.

— O assisted recombination

H +O—-> H+0" (15)
O"+H,(v)>O0+H, (16)
e+H +—> H+H | (17)

The reaction (15) is “accidentally” resonant and is, therefore, very fast. For v=3-4, the
reaction (16) should also proceed rapidly. Therefore, presence of oxygen in the cold divertor
regions is beneficial to the volume plasma recombination.
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Abstract. Molecular processes in detached recombining plasmas are briefly reviewed. Several reac-
tions with vibrationally excited hydrogen molecule related to recombination processes are described.
Experimental evidence of molecular activated recombination observed in a linear divertor plasma simu-
lator is also shown.

1 Introduction

Divertor has important functions in magnetically confined fusion devices such as control of heat
and particle, removal of helium ash and so on. In next generation fusion devices intended to
have a long pulse or steady state operation, heat flux onto divertor plate is expected to be quite
high. Reduction of huge heat flux to the divertor plate is one of the most urgent issues in fusion
research. ' :
Plasma detachment with volumetric plasma recombination is considered to be the most prom-
ising method to reduce the heat and particle flux onto the divertor plate. Collisional radiative
recombination process including radiative and three-body recombination has been clearly ob-
served in detached plasmas of diverted tokamaks and a linear divertor plasma simulator.

On the other hand, new recombination processes associated with vibrationally excited hy-
drogen molecule, so called molecular activated recombination (MAR) were theoretically pre-
dicted by several authors. In this paper, MAR processes are briefly reviewed and its experimen-
tal evidence obtained in the NAGDIS-II (NAGoya Dlvertor Simulator) device is also reported.

2 Molecular Activated Recombination

Reaction chains in MAR can be described as follows[1];

(a): H,(v) + e=>H+H followed by H+A* => H+A,

(b): Hy(v) + A*=> (AH)*+H followed by (AH)*+e => A+H,
where H.(v) represents vibrationally excited hydrogen molecule and A" is plasma ion. MAR is
expected to lead to an enhancement of the reduction of ion particle flux to the target, and to
modify the structure of detached recombining plasmas because the rate coefficient of MAR is
much greater than that of radiative and three-body recombinations ( EIR) at relatively high
electron temperature Te above 0.5¢V as shown in Fig. 1.

3. Experimental Setup

Figure 2 shows the schematics of the NAGDIS-II, which consists of a DC plasma discharge
region and a divertor test region equipped with solenoid magnetic coils to generate a magnetic
field strength up to 0.25T.

In the case of an attached plasma, the plasma is terminated by the water-cooled target plate
at X' = 2.05 m, where X means the distance from the anode. Neutral pressure P can be varied
from less than 1 mTorr to 30 mTorr by introducing the secondary gas to the vacuum vessel or
controlling the pumping speed of two turbo molecular pumps.



Three fast scanning double-probes were lo-
cated at X ~ 0.25, 1.06 and 1.72 m, which are 10-15
referred to as ‘entrance’, ‘upstream’ and ‘down-
stream’, respectively. Spectra of the visible light
emissions were also observed at the upstream
and downstream positions.

T — —5x1019m-3
' MAR [ - - -5x10'8m™

Rate Coefficient [m3/s]
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4 Experimental Results and Discussion 10
4.1 Helium Plasma with Hydrogen 1018

or Helium Gas Puff[2] i

1019 f

Figure 3 shows the change in spectrum of vis- 0 1 2 3 4 5
ible light emission from 310nm to 370nm ob- T, [eV]
served in the downstream with hydrogen or Figure 1: Rate coefficient of molecular
helium gas puff. For a pure helium plasma, con- activated recombination calculated with
tinuurmn and a series of visible line emissions from collisional-radiative code(CRAMD).

highly excited levels due to the conventional EIR

were observed as shown in Fig. 3(c) and (d).

Detailed analysis of the population distribution among the highly excited levels shows that Te is
about 0.4 eV by using the Boltzmann relation, because the distribution follows the Saha-
Boltzmann distribution, that is, those excited states above a critical quantum number are in local
thermodynamic equilibrium (LTE) with free electrons in the plasma. Analysis of the photon
energy dependence of the continuum emission intensities also provides the same Te.

When a hydrogen gas was introduced into the helium plasma, the spectrum is found to be
changed dramatically in Fig. 3(b) when the partial pressure of hydrogen gas exceeds a critical
level ~ 1.4mtorr. There are neither continuum nor series of visible line emissions, that is, EIR
does not occur at all in this plasma condition. Radial profiles of the ion flux measured both in the
upstream and the downstream are illustrated in the insets of Fig. 3(a)-(d). The reduction of the
ion flux along the magnetic field due to the EIR is found in the insets of Fig. 3(c) and (d). The
reduction rates of the ion flux from the upstream to the downstream in Fig. 3(c) and (d) are
almost the same, because of a very small helium pressure difference. On the other hand, in the
inset of Fig. 3(b) , we can see a strong reduction of the ion flux by the injection of a small
amount of hydrogen gas. Moreover, the ion flux in the upstream has already decreased com-
pared to that in the case of the pure helium detached plasma. This means that some plasma
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Figure 2: Schematics of the liner divertor plasma simulator NAGDIS-Ii
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Figure 3: Visible emission spectra from helium plasmas with hydrogen
gas puff: (a) and (b); and with helium gas puff: (c) and (d).

volumetric recombination process already starts to occur in the upstream, where T is relatively
high. From these experimental results, we can conclude that there are the plasma volumetric
recombination process coming from the effect of the molecular hydrogen (MARY) in our helium/
hydrogen mixture plasma.

The observed helium Balmer series spectra were analyzed with the CRAMD code[1] in
detail. The population in excited states and corresponding line intensities are usually determined
by the following three different mechanisms; i) EIR, ii) electron impact excitation from the
ground state of atoms, and iii) MAR. Precise comparison between the experimental spectra and
the relative line intensities obtained with the CRAMD code gives us MAR is the dominant
populating mechanism among the above three candidates[2].

4.2 Hydrogen Plasmas with Hydrogen Gas Pufi[3]

Radial profiles of the ion particle flux measured in the entrance , upstream and the downstream
are shown in Fig. 4, when hydrogen gas was introduced mto hydrogen plasmas. The plasma
19 -3
density at the center of the plasma column is about 1.0x10 'm "at the entrance. At P ~ 4.0mtorr,
the ion particle flux along the magnetic field is found to reduce by an order of magnitude from
the entrance to the downstream. When P is increased to be 10mtorr, there is little change of the
ion particle flux in the entrance, however, the ion particle flux in the downstream becomes
almost one-fiftieth as large as that in the entrance. We can see a strong reduction of the ion
particle flux by the addition of a small amount of hydrogen gas. It is also found that no promi-
nent continuum and series of visible line emissions from highly excited levels due to the con-
ventional EIR were observed in both upstream and downstream at any gas pressure. It indicates
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Figure 4: Radial profiles of ion flux of hydrogen plas-
mas with hydrogen gas puff.

plasma partlcle loss rate per unit volume due the MAR and the EIR are described as Kwazne[Hz2]
and Keirne' respectively, where [H2] are hydrogen molecule density and X is rate coefficient.
Figure 5 shows the electron temperature dependence of the ratio between the particle loss rate

due to the MAR and EIR, that is, R ~
Kwarne[H2)/ Kerne' , as parameters of the
plasma density and the hydrogen gas pressure
P. In the present experimental conditions ( P >
1 mTorr ), the plasma particle loss due to the
MAR is much greater than that due to the EIR.
In order to realize the plasma condition where
the EIR is dominating, the electron tempera-
ture should be cooled down to less than 0.3eV.
Furthermore, to realize the detached hydrogen
plasma due to the EIR at relatively high elec-
tron temperature 9ab03ut leV, much denser
plasma (> 5 x 10" m } with the lower con-
centration of the hydrogen molecule are found
to be required.

5 Conclusion

Our conclusions are as follows;
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P PH ~ 0.0tmtorr
=5 0x
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e

Ng=5.0x10"9m=3

" e o

10'%m-3 3

1 1.5 2
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Figure 5: Electron temperature depen-
dence of the ratio between the particle
loss rate due to MAR and EIR.

1. Reduction of the ion particle flux and heat load to the target plate was clearly observed in
hydrogen (helium) plasmas with the hydrogen gas puff due to the MAR.

2. Detailed analysis of Balmer and Balmar-like series spectra has been done by using the CRAMD
code, which is in a good agreement with the experimental results.

3. In order to realize the detached hydrogen plasma where EIR is dominating in the present
divertor simulator, much higher density plasma or effective cooling of the electrons should

be required.
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Abstract

Particle behavior in the JT-60U divertor plasmas has been studied spectroscopically.
Doppler profiles of the Da. line have been mvestigated for understandmg of atomic and
molecular processes in deuterium particle recycling and Dot line emission. Near the divertor
plates, dissociative excitation from deuterium molecules and molecular ions plays an important
role for the line emission. By investigation of spectral profiles of the He I line (667.8 nm),
Doppler broadening due to elastic scattering by protons has been found. It is estimated that the
penetration probability of the helium atoms from the divertor plates to the main plasma and the
helium atom flux to the gap for pumping increase by 30% due to the elastic scattering. Intensity
distribution of the CD band (around 430.5 nm) has been compared between the W-shaped
divertor with a dome in the private flux region and the previous open one. The dome prevents
the upstream transport of hydrocarbon impurity produced by chemica! sputtering.

1. Introduction ‘

One of the important requirements for steady state operation of a tokamak fusion reactor
is particle control with a divertor. Understanding behavior of deuterium (hydrogen) atoms in
the divertor region is necessary to control fueling and pumping. In order to design a divertor
with high exhaust capability for fusion-produced helium particles, fundamental processes of
helium atom behavior in the divertor plasma should be understood. Impurities are produced by
plasma-material interaction in the divertor region, and their transport to the main plasma should
be controlled to keep impurity concentration sufficiently low in the main plasma.

This paper presents spectroscopic study of deuterium, helium, and hydrocarbon particle
behavior in the JT-60U divertor plasma. In order to understand the recycling and emission
processes of the deuterium atoms, Doppler profiles of the Dy line have been observed with a
high-resolution spectrometer and simulated with a neutral particle transport code [1,2]. For
study of helium atom behavior, Doppler profiles of a He I line have been also investigated [3].
Hydrocarbon impurity is produced in the divertor region, because the material of the divertor
plates and first walls is carbon. Spatial distribution of a CD band intensity has been investigated
in order to study the hydrocarbon impurity transport [4].

2. Experimental setup and analysis procedure

A poloidal cross section of JT-60U is shown in Fig. 1. Confinement improvement and
steady-state operation have been studied in divertor discharges with a W-shaped divertor at the
bottom [5]. The W-shaped divertor is composed of divertor plates, dome and baffle plates.
‘Neutral particles are exhausted through the gap between the inner divertor plates and the dome.
Carbon-fiber composite tiles are used for the divertor plates and the top part of the dome, and
isotropic graphite tiles are used for other inner surface of the vacuum vessel.

The diagnostics for the present divertor study are also shown in Fig. 1. Visible light
from the divertor region is observed with a 60-ch fiber optic array. For observation of Doppler
profiles of the D¢ and He I (667.8 nm) lines, ten fibers are chosen and connected to a high-



resolution spectrometer [6]. Spatial distribution of the CD band (around 430.5 nm) intensity is
observed with a spatial resolution of 1 cm using the 60 fibers and interference-filter optics (7.
Electron temperature and density are measured with the Langmuir probes at the divertor plates.

Emission of the Do and He I lines is simulated with a neutral particle transport code
(DEGAS) [8]. We modified DEGAS to simulate the Doppler profiles and to consider many
atomic and molecular processes [1,3]. The CD band emission is simulated with an impurity
transport code (IMPMC) {9]. The background divertor plasmas are determined using a simple
divertor model from the Langmuir probe data.

In the present paper, L-mode plasmas with neutral beam heating power of 4 - 13 MW .
are discussed. In the discharges, the outer divertor plasmas are attached and the inner ones are
detached. For investigation of the helium behavior, helium gas is puffed and the helium ion
density is about 6 % of the electron density in the main plasma.

2. Doppler profiles of the Do line

Spectra of the Do line observed in the outer divertor glasma are shown in Fig. 2. The
electron temperature and density are 90 eV and 0.5 x 101 m-3 at the outer strike point,
respectively. The spectra split into three components due to the Zeeman effect; the toroidal
magnetic field at the outer strike point is 4.15 T. The spectral profile near the divertor plates is
narrower than that in the upstream of the divertor plasma. The spectra simulated with the
neutral transport code are also shown in the figure. The simulated line profiles agree reasonably
with the observed ones. Composition of the simulated spectra is shown in the figure. The
spectral profile can be explained to be composed of narrow and broad components; The narrow
components are attributed to dissociative excitation and electron collistonal excitation of the
atoms produced by dissociation of deuterium molecules and molecular ions, and the broad
components are attributed to electron collisional excitation of the atoms produced by reflection
at the surface of the divertor plates and first walls and charge exchange between deuterium ions
and atoms. Near the divertor plates, dissociative excitation plays an important role for the line
emission. In the upstream, the contribution of the dissociative excitation decreases and that of
the electron collisional excitation of atoms produced by the reflection and charge exchange
increases. Because the kinetic energy of the atoms produced by the reflection and charge

exchange is higher than that of the atoms produced by the dissociation, the spectral profile in-
the upstream is broader than that near the divertor plates.

3. Doppler profile of the He 1 line

Spectra of the w-component of the He I line observed in the outer divertor are shown
in Fig. 3. The electron temperature and density are 40 eV and 0.6 x 1019 m™3 at the outer strike
point, respectively. The spectrum in front of the divertor plates is narrow and similar to the
instrumental function of the spectrometer, because the line is mainly emitted from low-energy
helium atoms desorbed from the plates. The spectrum in the upper stream is broadened and
asymmetric. In the figure, the simulated spectra are compared with the observed ones. The
observed spectral line profiles are well reproduced by the simulation. The spectra obtained by
the simulation neglecting the elastic scattering by proton collision are also shown in the figure.
As shown in the figure, the broadening of the spectral profile in the upstream can be attributed
to the elastic scattering. In the simulation, it is estimated that the penetration probability of
helium atoms from the divertor plates to the main plasma and the helium atom flux to the gap

for pumping increase by 30% due to the elastic scattering. The elastic scattering affects helium
concentration in the main plasma and helinm pumping efficiency.

4. Spatial distribution of CD-band intensity



From simulation using the impurity transport code, it was predicted that neutral
hydrocarbon impurity produced at the first wall in the private flux region can readily access the
upstream of the divertor plasma through the private flux region in the open divertor. A dome in
the private flux region was expected to prevent the upstream transport. Spatial distributions of
the CD-band intensity observed in the W-shaped and previous open divertor are shown in Fig.
4. The intensity around the null point in the W-shaped divertor is obviously lower than that in
the open divertor. In the Fig. 4 (a), the simulated intensity distribution is also shown. The
observed intensity distribution i1s reproduced by the simulation within a factor of two. The
results suggest that the dome works to prevent the hydrocarbon impurity from invading the
upstream as predicted.

5. Summary

In order to study the particle behavior in the divertor region, spectroscopic data were
investigated considering many atomic and molecular processes. It was shown that atomic and
molecular processes play important role in the particle behavior. As the divertor plasmas are
expected to be denser and colder for tokamak fusion reactors, requirement of data and model of
atomic and molecular processes is being enhanced to understand divertor plasmas.
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Fig. 1. Poloidal cross section of JT-60U and diagnostics. The divertor is enlarged in Fig. {b). The shaded area is
observed with a 60-ch fiber optic array. The broken lines show the viewing chords that pass 0.5, 8, and 12 cm
away from the outer divertor plates. They are referred to in Figs. 2 and 3.
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Atomic processes involving doubly excited levels in a low
temperature dense plasma - recombination x-ray laser
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Abstract. Relative excited level populations of Li-like Al ions in a recombining plasma were
measured using a spectrometer whose relative sensitivity was calibrated. A comparison of
the experimental population distribution with a collisional-radiative (CR) model calculation
indicates that atomic processes through doubly excited levels of the Be-like ions play an
important role in the population kinetics of the Li-like ions.

1 Introduction

Recently, in a recombination x-ray laser research, a group of the present author proposed that
atomic processes involving doubly excited levels, ie., dielectronic capture and ladderlike (DL}
deexcitation and CR recombination from excited ions, played an important role in the
population kinetics of the singly excited ions in a low temperature dense recombining plasma
[1,2]. A CR model calculation including these processes was performed on the Li-like Al
recombining plasma, and the calculated population inversion density and gain coefficient of the
3d ’D-4f °F and the 3d 2D- 5f °F lines was found consistent with the experiment [3, 4].
However, the population inversion density is a rather indirect quantity, and it is
straightforward to compare the excited level populations with the CR-model. In this paper,
we measure the excited level populations of the Li-like Al ions in a recombining plasma in
which population inversion is generated. The experimental population distribution is
comapred with our calculation. ’

2. Experiment and discussion

A 1 mm thick Al slab target was irradiated by Nd; glass laser light at a wavelength of 1.053 pum.
The laser light consisted of 16 pulses, each 80 ps-long (FWHM), and separated by 100 ps. .
A combination of a spherical and a cy lindrical lens made a line-focus on the target with 3 cm-
long and 20 um-wide. The irradiance was about 1.5x10'> W/cm®, In this experiment the
plasma was obesrved in its recombining phase at 600 um from the target surface using a
grazing incidence spectrometer with an S(—ray CCD. The resolution in the wavelength was
about 0.01 nm. The relative sensitivity of this spectrometer with the CCD was calibrated.
With the use of this spectrometer, the 25 2§ - np 2P series lines and the lines of the 2p P - ns
2S and the 2p P - nd *D series of the Li-like Al were observed, where » is the principal



quantum number. In the following we call the former series the “resonance series”, and the
latter series altogether the “blending series”.
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Figure 1. (a); A time-integrated spectrum of Li-like Al recombining plasma. The thick chain line
represents the background level. The resonance and blending series lines are marked with the solid and
dotted lines, respectively. The numbers put on these lines represent the upper level. (b}, The spectrum
around 570 ~ 645 channels. The open circles arethe experimentai points, the dotted curves are the spectral
lines, the thin chain curve is the continuum radiation of the blending series, and the solid curve is the
superposition of the spectral lines and the continuum radiation.



Figure 1 shows a typical time-integrated spectrum for the plasma length, /, of 0.5 cm..
The ordinate 1s the relative photon counts, and the abscissa is the channel number of the CCD
or the wavelength. The open circles are the experimental points. The signal around 635 ~
645 channels is assumed to be the background. The spectral lines of the resonance and the
blending series of the Li-like Al are marked with the solid and the dotted line, respectively.
The numbers put on these lines represent the upper level. The thin cham curve represents
the continuum radiation of the blending series, whose slope indicates 7, ~ 8 eV. In view of
the 25 %S - np *P series lines the series limit is n = 12 ~ 13, which corresponds to the electron
density of n, ~ 5.2 ~ 3.7 X 10 m*[5] We fitted each spectral line by Lorentian -and
determined the relative intensity. . It should be noted that we measured the intensity of the
several spectral lines for various target lengths and assured that the opacity effect was
negligible for the pilasma with ll= (3.5 cm ex]cept the n=2 - 3 lines.

12{ 2.5 We used another grazing
I = incidence spectrometer with
510 150 an x-ray streak camera, and
8 ) observed temporal behavier
5 8 Q of the 3d *D- 4f *F line for
g 5" various target lengths. The
K, o . L T
Q. 3 result is shown in Flg:z. I'n
5 T = this figure, the abssissa is
s 4 relative time, and the left-
4 hand-side ordinate is relative
E photoelectron counts of the
22 3d D- 4f °F line for the

0 , 0 plasma length of 2 cm and 1

2 3 4 5 cm. The amplification gain
Relative time (ns) coefficient which is derived

Figure 2. Time-resolved spectra of the 3d 2D - 4f 2F line intensity from these two lines is also _
taken by the x-ray streak camera. The thick solid lines are the spectra shown. By this spectrum
for the cases of { = 2 cm and | cm, respectively, which are referred to we assured that population
the left hand side ordinate. The thin solid line is the amplification gain pop

of the 3d 2D - 4f 2F line which is referred to the right-hand side inversion was generated in
ordinate. the present plasmas.

We derive the relative populations of the excited levels from Fig. 1 using the
corresponding spontaneous transition probability. The derived experimental excited level
populations are shown in Boltzmann plot (Fig. 3): The abscissa is the ionization potential of
the excited levels in €V and the ordinate is the relative populations divided by their statistical
weights. The closed triangles represent the np levels and the closed circles represent the
combined ns and »nd levels. The straight line in Fig. 3 corresponds to 7, = 8 eV.



We perform a CR model calculation for the present plasma under the quasi-steady state

ap proximation. We include the atomic processes involving doubly excited levels, ie, DL
deexcitation and CR recombination from excited ions. The details of these processes are
described in the references [1. 2, 4 and 6]. Figure 3 shows the comparison of the CR-model
calculation with the experimental result. We assume 7, = 8 eV, n. = 4 x 10*® m”. Open
1000 F ! | ' ~ 4 triangles and Open circles represent the

g ] calculated results with the atomic
I A ] processes involving doubly excited
s | levels and without them, respectively.
1 Forthe low-lying levels with4 < n < 8,
| the calculated result without the atomic
Te=8eV ] processes involving doubly excited
1 levels is 1 ~ 3 orders of magnitude
larger than the experiment. Whereas
with these processes, the calculated
10k 4 result is consistent with the
1 ] experimental result within a factor of 3.
n=>5 This drastic decrease 1s mainly due to
4 the CR-recombination from the excited
o ions through doubly excited Be-like

1L : ] 4 ions. For the n = 3 levels, the
E.xperiment ovel © 1 calculated result with the atomic
A 2: ?er:rc;;'\ dleve 1 processes mvolving doubly excited

CR-model (T =8¢V, n, =#10%m") © 1 levels is about 4 ~ 5 times smaller than
C with additional processes 1 the experiment, which may be due to
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Figure 3.  Experimental and calculated excited level populations
in Boltzmann plot. The straight line corresponds to T, = 8 eV,
The closed triangles and circles are the populations of the np levels
and the ns and nd levels combined, respectively. The open circles
and triangles are the result of the CR-model with and without the
additional atomic processes involving doubly excited levels,
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X-Ray Spectroscopic Study of Astrophysical Plasma

Katsuji Koyama'
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Abstract. This paper discusses on extremely low-density space plasmas with the relation to
laboratory plasmas. Extremely low density and large volume in the space provide us with a good
laboratory to study elemental process, in particular those in non-equilibrium plasmas or very
quick transient phendmena, which are difficult to access in ground laboratories. We demonstrate
these aspects using the ASCA data, and discuss briefly on future prospects of space plasmas.

1 Space and Ground Laboratories

Astrophysical plasmas, like the other astrophysical objects, provide extreme physical con-
ditions, which can be hardly obtained in ground laboratories. In this talk, I would like to
invite you to a short tour to the astrophysical plasmas. Most of the data in this talk are
taken from our X-ray satellite ASCA, the Advanced Satellite for Cosmology and Astro-
physics. What is extreme in the space 7 The plasma density, for example, ranges from -
more than 10 kg/m® in a neutron star (nucleon plasmas or quark-gluon plasmas), to
107*" kg/m® in an intergalactic space. This talk is concentrated on the low-density cases,
on very low-density plasmas and their X-ray spectroscopies. In a low density plasma, ele-
mentary process would be purely appeared, hence is essentially important. If the density
is very low, however, the chance for a particle to encounter to another is very rare, hence
X-rays are rarely emitted. In an intergalactic plasma of a density of 1 atom /m3, one
X-ray photon from a unit volume of 1 m?® is emitted every 10'® year. To study such a
low-density plasma in a laboratory, we have to continue more than the age of the Uni-
verse. However, we did detect fairly strong X-rays from intergalactic space. This is due
to the large volume of the plasma, which is nearly 10 million light years. Suppose that
we are observing spherical plasmas with the same flux and angular size. Since the X-ray
luminosity is proportional of n? times the volume, observed flux is given by;

Fz o Lzfr? « n®V/r? x n?3/r? = n’r.

Therefore the plasma density is scaled with square root inverse of the distance r as n o %5
If you want to observe extremely low-density plasmas, the more distant objects are the
better. As I will demonstrate latter, time scale of many plasma processesm is inverse
of density, a transient event of less than nano-sec in a laboratory plasma is frozen in a
distant space plasma. '

I will compare physical parameters between a large-scale space plasma and a small-
scale laboratory plasma. As a large-scale plasma, I refer 1E0102-72.3, a bright supernova
remnant in the Small Magellanic Cloud, because the physical parameters are well deter-
mined with the ASCA data. The SNR is a remnant of the plasma. size of D =3 x 10'7m
( diameter of the blast wave) after the supernova explosion of about 2000-year ago (¢ =
6 x 10'° sec), with the total explosion energy of E = 10* Joule in the interstellar number
density n =3 x 10° /m ®. As for a small-scale plasma, I show you a laser-induced explo-
sion, by courtesy of Prof. Takabe. The physical parameters are: total induced energy E =
10° Joule, the size D = 2 x 10~? m, the age t = 1072 sec and the number density n = 102°

' E-mail : koyama@cr.scphys.kyoto-u.ac jp



/m3. We see that each parameters are largely different, for example total energy is 104
times different. Still the non-dimensional parameter, @ = D~'(E/n)/*t¥% is almost the
same order of 0.1 ~ . This means that astrophysical plasmas can be scaled by laboratory
plasmas or inversely, we can predict laboratory plasmas by astrophysics.

2 Time Scales of Transient Plasmas

Quick transient phenomena in laboratory plasmas would be good objective in astrophys-
ical plasmas, because the time scale should be largely expanded and even looks like to be
almost frozen. Since the elemental process is two body collision, the transient phenomena
are scaled by density (n) cross time ().

The first is the ion and electron energy partition. If this process is due to a Coulomb
collision, then the time scale of energy transfer from ion to electron is given:

tiie = 10Y3(A;/Z3YkT S In, In A [sec].

For typical parameters of space, namely plasma temperature of 1 keV and density of 1
particle /cc, energy equi-partition is taken 10* years.

The second 1s the jomzation time scale. By collisions of high temperature electrons, ions
are gradually highly ionized. The time scale to become ionization equilibrium is roughly
given:

tion = 10" /n, [sec]

Then typical time scale with electron temperature of 1 keV and densi ty of 1 particle /cc, is
more than 10 years. Accordingly, the transient plasma phenomena are almost unchanged
in the time scale of a human life. Other words, if you want to trace an evolution of a space
plasma, you should observe many samples with different evolution stage and re-construct
the evolution history. However this paper only shows you a few snap-shots.

3 Equi-Partition of Ion and Electron
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Fig 1: X-ray spectrum of 1E0102-72.3 and the best-fit model assuming equi-partition (a) and
Coulomb interaction {b)



As we noted, the energy transfer time scale from atoms (ions) to electrons by a
Coulomb interaction is very long. On the other hand, if some collective effects such as
plasma instability are involved, the equi-partition time scale can be much shorter. Figure
1 1s the X-ray spectrum of the young supernova remnant 1E0102-72 taken with ASCA.
We assume two cases, equi-partition, and Coulomb interaction for the energy transfer.
The best-fit model spectra are almost the same shapes. However underlining physical
parameters are largely different. For example supernova explosion energy (E) for the
Coulomb interaction is about 2 times larger than that of the equi-partition plasma. In
other words, most of the thermal energy in the Coulomb interaction case is still contain-
ing in atoms (ions) due to the longtime scale. Since X-ray spectrum is sensitive to the
electron temperature, the ASCA resolution is insufficient to judge whether the plasma is
equi-partition or not. Direct observations of ion temperatures can be done with the next
Japanese X-ray satellite ASTRO-E, which can measure thermal Doppler broadening of
K-shell transition X-rays from heavy atoms.

4 Ionizing Plasma

The next issue is the ionization time scale. Suppose that a low temperature plasma is
suddenly heated-up to produce high temperature electrons, then ionization states of atoms
depends not only on the electron temperature but also on the electron density cross the
elapsed time (nt). In the range of log(nt) < 11, ionization degree is less than that expected
from the equilibrium states to the electron temperature, which is achieved in the range
of lognt > 12. Since the lonization speed is a steep function of a electron temperature,
while the recombination speed is not, the plasma in the range of log(nt) < 11 is ionization
dominant, hence is called as an ionizing plasma.
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Fig 2: X-ray spectrum of the Tycho SNR. The K-shell transition line energy of iron is 6.5 keV

Supernova remnants, typical astrophysical plasma with the density of about 1/cc, age
of about 1000 yr are good examples of ionizing plasmas. Tycho, the famous astronomer
in the 16-th century, observed a supernova explosion in AD 1572. An iron rich plasma in
the Tycho supernova remnant is found by the iron K-shell transition lines. In this plasma,
the electron temperature is estimated to be about 2 keV. Therefore iron atoms should be
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ionized to He-like, with the K-shell line at 6.7 keV. But the X-ray spectrum given in figure
2 shows that the iron K-shell energy is 6.5 keV, which is still low ionization state (Hwang
et al. 1998). The best-fit ionization parameters for iron and other light elements indicate
that light elements are heated shortly after the SN explosion, but the iron plasma is very
recently heated, by probably a reverse shock. I should note that, in a laboratory, these
transient phenomena go very quickly, typically within less than 1 nano-second.

5 Photo Ionized Plasma

If the ionization rate balances to that of recombination, then we call this stage as 1on-
ization equilibrium. After reaching ionization equilibrium, electron temperatures cool via
recombination processes, keeping the plasma to be ionization equilibrium. If the electron
temperature is forced to be cooled-down rapidly, or alternatively a higher ionization sate
is given by some methods, then the plasma should be recombination dominant. By X-ray
photo ionization, a recombing plasma is made, because it produces highly ionized atoms
with a rather low electron temperature. Figure 3 is a spectrum of photo-ionized plasma
around the bright X-ray source Cyg X-3. Since the photo-ionizing X-ray source is in the
line of sight, this spectrum also includes that of the original source. Still clear evidence for
low temperature electrons and highly ionized atoms is found in the recombination edge
structures of H-like silicon and sulfur atoms. The narrow widths of these structures tell
you that the electron temperature is only about 20 eV, but there are fully ionized silicon
- and sulfur atoms (Kawashima and Kitamoto 1996).
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Fig 3: X-ray spectrum of Cyg X-3. The recombination edge structures of H-like silicon and
sulfur atoms are shown in the hated areas.
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Plasma Polarization Spectroscopy and Collision Cross Sections

Takashi Fujimoto and Manabu Nakai
Department of Engineering Physics and Mechanics,
Graduate School of Engineering, Kyoto University, Kyoto 606-8501, Japan

Abstract: In Plasma Polarization Spectroscopy (PPS). we observe the polarized spectral lines emitted from
aplasma. For berylliumlike oxygen lines from a tokamak plasma the polarization feature is interpreted as
due to the anisotropic velocity distribution of clectrons which excite the 1ons.  In this interpretation in
terms of the population-alignment collisional-radiative (PACR) model various collision processes are
involved concerning the population and the alignment; e.g., transfer of the alignment (and the coherence)
by collisional excitation and production of an alignment from a population by elastic collisions. These

latter processes are little known so far,

1. Introduction

In atomic collision experiment, when an ensemble of atoms (or ions) is excited by a
monoenergetic beam of electrons unequal ‘populations’ are created among the magnetic
sublevels of an excited level, or alignment is created in this level besides its population, and
the emitted radiation is polarized. In plasma, if the electron velocity distribution is
anisotropic a similar situation is realized and the emitted radiation will be polarized, the
polarization characteristics being dependent on the properties of this anisotropy. For
instance, in addition to the isotropic Maxwellian distribution of electrons there may be a beam
component,' or the effective temperature in the direction perpendicular to the magnetic field is
different from that in the parallel direction’ Thus, from the observed polarization
characteristics, we mﬁy investigate the anisotropic velocity distribution. This is the idea of
Plasma Polarization Spectroscopy (PPS).’

Figure 1 shows an example of PPS observations; beryliumlike oxygen impurity lines
emitted from a tokamak plasma are recorded with their polarized components resolved. The
n -light is linearly polarized (We define the polarization direction as the direction of the
oscillating electric field.) in the direction of the confining magnetic field of the plasma, or
approximately in the toroidal direction, and the v -light is approximately in the poloidal
direction. The weakest line, 2s35°S, ~ 2s3p’P,, is never polarized, while the stronger lines,
2s35°S, — 2s3p°P, ., have stronger o -components (/,) than the w-components (/) in this
example. We define the intensity of a line as (2/3)(/,+27,). Instead of the polarization
degree, we define the longitudinal alignment as A, = (I .-1,) (I .+21,). The latter two lines
have 4, =-0.010 and -0.032, respectively.

2. Population-alignment collisional-radiative (PACR) model® :

We assume axial symmetry along the quantization axis and the absence of coherence
between the different levels (optical coherence) and among the magnetic sublevels in a level
(Zeeman coherence). To each level, say level p, we assign two quantities, the population
n(p) and the alignment a(p). See Fig. 2. A J=0 level does not have an alignment. The
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population is the zero-th moment of the expansion of the density matrix of atoms in this level
in terms of the irreducible tensorial set, and the alignment is the second moment. Note that
the density matrix is not normalized. The population n(p) gives the intensity as defined
above, and the ratio a(p)/n(p) gives A, .

We construct the rate equations for the population and for the alignment; Let C(r p) be
the rate coetficient for production of population in level p from the population in 7 by electron
collisions, or the conventional. excitation or deexcitation rate coefficient, A(rp)} be the
radiative transition probability, S(») be the ionization rate coefficient, C*(r p) be the rate
coefficient for production of a population in level p from the alignment in level r, and C‘jz(p,p)
be that for conversion of the alignment into a population within level p. -

dn(pydt= 2, [Crp)n, + A@zp)] m(r)
[ A Z e CEn) + 8@ no+ 2., AN np)
+ B ey CRp) noa(r)

Or=p)

- Cp.p) n, a(p) | (1)

where #,1s the electron density in the plasma. The first two lines of the right-hand side are
the conventional rate equation for the population, except that a Maxwellian distribution 1s
assumed in the conventional case. The last two lines are correction due to the presence of
unequal ‘populations’ among the magnetic sublevels, or of the alignment.

Let C*(r,p) be the rate coefficient for production of an alignment in level p from the



population in level » by electron collisions, C**(p,p) be that for production of an alignment
from the population within level p, C**(r.p) be that for transfer of the alignment from level r to
level p, A*(rp) be the probability of transfer of the alignment from r to p by radiative
transition and C*(p,p) be the rate coeflicient for destruction of the atignment by electron
collisions.  The rate equation for the alignment is

da(p)di = £,.,C*@p) n.n(r)
- Cp.p) n.n(p)
+ X e,y [CHRp) 1+ A7 p)] alr)
- [CRppynt T, A ap). (2)

- Thus, the alignment is treated just like the population. It may be noted that the population is
conserved among the levels, while the alighment can simply disappear. We assume
stationary state. In solving the set of equations like egs. (1) and (2} with d/d7 = 0 we adjust
the “shape” of the velocity distribution function (see below), so that the set of solutions of
#{p) and a(p) gives good agreement with experiment. For the example of Fig. 1 the velocity
distribution expressed by a toroidal temperature of 10 €V and a poloidal temperature of 100
eV gives rough agreement with experiment. #, is 10 m”  Figure 2 shows the ‘flow

¢

diagram’ concerning the alignments of the levels concerned.

3. Rate coefhicients and cross sections

The rate equations (1) and (2) consist of various rate coefficients, and thus cross
sections, some of which are rather exotic. We examine just one example: C¥(r,p), transfer
of alignment, for the purpose of illustration.

The velocity distribution of electrons is expanded in terms of Legendre polynomials,

J0,0)= £ flv) Pdcos 6), (3)

We define the transition cross section from the magnetic sublevel «’J'M’ of level r to
magnetic sublevel @ JM of level p in the impact paraméter (b) semiclassical expression

Ooniarw =271 §| (aMS] a’ M) |'bdb (4)

where S, is the collision matrix referred to the collision axis. The alignment transfer cross
section due to the collisions in the direction of quantization axis is given as

Q¥ (rp) = 2:(Mw)(‘])JMWM’r (JIM-M20) (PTM-M120) O g aorar (5)
Where (---+{--) is the Clebsch-Gordan coefficient. We also take into account the

contributions from obligue collisions; These electrons regard the alignment as a coherence.
We consider coherence transfer. Forg=1or2



Q7 (rp) = Zoan(-1) I UMG-MRg) (STM (g-M)20)
X27 § (aMS| @’ M) (el (Mq)S)a’ T W) *~ bdb  (6)

The alignment transfer rate coefficient is given as’

CHrpy= ¥ [O%(rp) + QP (rp) + O%(rp)] 2/,(v)i5 vidv
+ §[20%(r,p) + 0P \(r.p) - 207 p)] 2 /()35 Vv
+ $[60%(r,p) - A0\ (r,p) + O™(rp)] 2£¥)/105 vdv. 0

Other rate coefficients except for C*(p.p), and thus the corresponding cross sections, are
expressed in terms of the magnetic-sublevel-magnetic-sublevel cross sections like eq.(4).
Another process of interest is production of an alignment by directional elastic
collisions. This gives the rate coefficient C*'(p,p) in eq.(2). Recently, an experiment was
performed which showed that an alignment is produced in low energy elastic collisions.*

4. Cross section data

In constructing the above PACR model, many kinds of cross sections are needed.
Most of the existing data are for the excitation cross section Q(p.»), or 0" y(p.#). In terms of
PPS this quantity is relevant in the situation where the velocity distribution is isotropic and
the alignment is absent. In interpreting the experimental data as shown Fig. 1, we adopted
the recommended cross section data for O(p.r) by Kato et al.” for many transitions and the
magnetic-sublevel-magnetic-subleve! cross sections calculated by Csanak and Grabbe® by the
distorted-wave method for the transitions shown in Fig. 2. We ignored other cross sections
like eq.(6). Therefore, our above conclusion about the velocity distribution is tentative.

It is hoped that the cross section data necessary to construct the PACR model become
available for important atomic and ionic species In plasma spectroscopy.
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Working Groups on AM processes in Data and Planning
Center in NIFS ( April 1999 - March 2000 )

Takako KATO

Data and Planning Center
National Institute for Fusion Science, Toki 509-5292, Japan

Since Dr. Murakami presented our database in this seminar (page 17), I would like to
describe the activities of the Working Groups on Atomic and Molecular processes in the Data
and Planning Center at NIFS. We have a joint research program in NIFS to promote the work
in NIFS by collaboration with universities and institutes. In this fiscal year we have eight
working groups listed below. Each group holds meetings in NIFS several times per year to
compile/evaluate data or discuss problems related to their main topics. Travel expenses are
supported by NIFS. We publish research reports for example in the NIFS - DATA series
when we obtain results as a working group. These working groups help the communication
between fusion plasma physicists and atomic physicists. We can find new problems and
gradually develop new research fields. We list here the titles of our working groups and the
name of a key person who takes responsibility for the group's activities:

1. Development of Plasma Polarization Spéctroscopy
FUJIMOTO, Takashi {Kyoto Univ.)
2. Development of atomic kinetic codes for hot dense plasmas

SASAKI, Akira (JAERI)
3. 'Research on Opacity of medium Z and high Z plasmas
TAKABE, Hideaki (ILE, Osaka Univ.)

4. Electron capture in collisions of C9" and 097 ions with H and He atoms below lkeV/u
KIMURA, Mineo (Yamaguchi Univ.)

5. Evaluation of atomic data for Lithium ions
MURAKAMI, Izumi (NIFS)

6. Working Group for Plasma Atomic and Molecular Processes
KATO, Takako (NIFS)

7. Taskgroup for plasma-wall interaction issues in advanced fuel fusion reactors
KAWAMURA, Takaichi (NIFS)

8. Taskgroup for plasma-wall interactions database and related simulation code library

YAMAMURA, Yasumichi (Okayama Sci. Univ.)



Atomic and Molecular Data Activities at NDC/JAERI

Toshizo Shirai
Nuclear Data Center (NDC), Japan Atomic Energy Research Institute (JAERI)
Tokai-mura, Ibaraki 319-1195, Japan

See p-49 in this proceedings.



NIST Atomic Data Centers

Data Centers on Atomic Transition Pr ilities and Lin

Atomic Physics Division (842)

National Institute of Standards and Technology
100 Bureau Drive, Mailstop 8423

Building 221, Room A257

Gaithersburg, MD 20899 (USA)

Contact:
Jeffrey R. Fuhr
Phone: (301) 975-3204
E-mail: jeffrey. fuhr@nist gov
Fax: (301) 990-1350
http://physics. nist. gov/asd

Atomic Energy Level nter

Atomic Physics Division (842)

National Institute of Standards and Technology
100 Bureau Drive, Mailstop 8401

Building 225, Room B166

Gaithersburg, MD 20899 (USA)

Contact:
Arlene Robey
Phone: (301) 975-3221
e-mail: arlene.robey@nist.gov
Fax: (301) 9754578
http://physics. nist. gov/asd



The ORNL Controlled Fusion Atomic Data Center

Predrag S. Krsti¢ and David R. Schultz

Oak Ridge National Laboratory, Physics Division, P.O. Box 2008, Oak Ridge, TN 37831-6372,
USA

1 Introduction

The Controlled Fusion Atomic Data Center (CFADC) was established in 1958 and its
mission is to collect, evaluate, recommend, and disserinate atomic and molecular collision
data of urgent need in fusion energy research and development. The CFADC is supported
through the U.S. Department of Energy, Office of Fusion Energy Sciences, and is part of
the Oak Ridge National Laboratory’s Physics Division.

2 Brief History

In 1958 a data center was established informally at Oak Ridge National Laboratory by Dr.
C. F. Barnett to collect, review, evaluate and compile numerical atomic collision data of
interest to controlled thermonuclear fusion research. Its first cross section compilation was
published in 1960. In 1963 this undertaking was formally established as the Atomic and
Molecular Processes Information Center, with the primary task of producing extensive
annotated bibliographic files of atomic data related to fusion processes and compiling
evaluated atomic collision data pertinent to fusion research. In 1970 the-Atomic and
Molecular Processes Information Center (AMPIC) became the Controlled Fusion Atomic
Data Center (CFADC).

Highlights of the CFADC activities include production of volumes of recornmended
atomic data for fusion, known as the “Redbooks” (ORNL Technical Reports published
in 11 volumes, during the period of 1961-1990) as well as collection and publication of a
categorized bibliography of atomic and molecular processes of interest in fusion research.
The bibliography covers published articles during the period 1950 - present. Since the
data center’s inception in 1958, over 100 journals have been regularly searched and over
60,000 individual entries have been accumulated. Presently, the bibliography may be
queried on-line, through the World Wide Web (WWW), regarding the entries since 1978
(approximately 30,000). :

An important part of the CFADC activity has been coordination through the interna-
tional network of data centers, under the auspices of International Atomic Energy Agency

(IAEA).

3 Current Projects

Significant efforts are focused to make the CFADC-WWW site the front line interface
of the CFADC activities. This Web site is intended to serve as an electronic interface
between the Data Center’s resources and the fusion energy community. The archival
bibliographic entries dating from 1950 to 1977 will be added on-line in the near future,
as well as approved portions of the database produced by the NIST-JILA data center
before its recent closure. Present tokamak fusion research puts emphasis on processes



in the cool, dense plasma of the divertor and plasma edge, with increased significance
of molecular and transport related atomic data. A large database of elastic and charge
exchange processes for isotopic combinations of ions, atoms and molecules of hydrogen
has been produced and made available on the Web. It is also published in volume 8 of
the JAEA “Greenbooks”, Atomic and Plasma-Material Interaction Data for Fusion. ,
ALADDIN is a database management system accepted by the International Atomic
Energy Agency for the exchange of atomic and molecular data of interest in fusion energy
research and development. The databases and codes are available at the CFADC web site.
In addition, on-line versions of the most often requested “Redbooks” have been uploaded
to this site. Finally, reference manuals for the Atomic Data and Analysis Structure
(ADAS) codes, developed at JET/Strathclyde, is mirrored by the CFADC, and making
certain Auburn/Rollins/Strathclyde ADAS atomic data sets broadly available on-line.

4 Initiatives

Members of the CFADC have been among the initial organizers of the new conference
entitled International Conference on Atomic and Molecular Data and Their Applications
(ICAMDATA). It is designed to re-establish awareness of the important role of atomic data
and data center activities. In the current plan of CFADC is production of charge exchange
data from excited vibrational states of hydrogen molecules at sub-electron volt energies, of
importance for the divertor plasma energy balance and in astrophysical modeling. Other
initiatives are oriented toward atomic and plasma physics data and modeling activities
in astrophysics, and towards developing a coordinated program in atomic data collection
and dissemination of interest for plasma processing.

5 Personnel

The staff of the Controlied Fusion Atomic Data Center at ORNL consists of D. R. Schultz,
P. S. Krstié, and F. M. Ownby. In addition, the CFADC relies for its bibliographic search
on ORNL consultants (F.W. Meyer, C.C. Havener, M.E. Bannister, and P.C. Stancil)
and external consultants (H.B. Gilbody, T.J. Morgan, R.A. Phaneuf, M.S. Pindzola, and
E.W. Thomas). ' ,

The CFADC may be contacted via telephone ({423)-574-4701), fax ((423)574-4745),
email (krstic@mail phy.ornl.gov) and by mail. On-linr resources are available through the
WWW at (http://www-cfade.phy.ornl.gov).

Acknowledgements. The CFADC at Oak Ridge National Laboratory is funded by the
U.S. Department of Energy’s Office of Fusion Energy Sciences under contract no. DE-ACO05-
960R 22464 with Lockheed Martin Fnergy Research Corporation.



IAEA Activities on Atomic and Molecular Data for Fusion

R.K. Janev

International Atomic Energy Agency, Vienna, Austria

On initiative of the International Fusion Research Counci! (IFRC), the International
Atomic Energy Agency (IAEA) started in 1976 a broad range of activities on establishment of
an international data bank for atomic and molecular data (A+M) of interest to controlled
nuclear fusion research. The data bank consists of two parts, a bibliographic and a numerical
one, the latter comprising spectroscopic, collisional and radiative data for fusion relevant
species and collision systems. Later on (at the end of eighties), particle-surface interaction and
material properties (PMI) data were added to the numerical database. The IJAEA A+M/PMI
data activity is regularly reviewed and supervised by the IFRC Subcommittee on A+M Data
for Fuston.

In implementing the objectives of this activity, the IAEA, through its A+M Data Unit,
organizes Coordinated Research Programmes of a duration of 3-5 years (3-4 of them running
each year, with participation of 30-40 research laboratories and groups) to stimulate the
generation of new A+M or PMI data for fusion. The compilation of bibliographic and
numerical A+M/PMI data, as well as the critical assessment of compiled data, is conducted by
a collaborative effort of the International A+M/PMI Data Centre Network, consisting of about
15 national data centres and coordinated by the IAEA. For coordination of their activity, the
A+M/PMI Data Centre Network members meet biennially at the IAEA. Critical assessment of
the data stored in the IAEA numerical databases is also performed by experts and advisory
groups. The role of the IAEA A+M Data Unit is to maintain and periodically upgrade the
A+M/PMI numerical databases and to disseminate the information to fusion researchers. The
TAEA A+M/PMI numerical databases are stored in the ALADDIN system and are oniine
accessible via WWW (http://www-amdis.iaea org/aladdin html). The IAEA bibliographic
database (compiled mainly by ORNL and NIST A+M data centres) together with ALADDIN
form the IAEA AMDIS system (http://www.iaea.org/programmes/amdis). At present, the
access to the bibliographic database requires a telnet session. '

The IAEA experience in the coordination of ‘international efforts on establishing -
recommended databases of A+M/PMI data for fusion shows that such an approach is both cost
effective and, through concentration of expertise, ensures high quality of the resulting product.
The coordinated approach to database establishment also ensures timely response to urgent
data needs in certain data application area (through focussing of joint efforts), as well as
certain flexibility in the selection of the activity targets and optimal distribution of the available
resources and expertise within the Network. Thematic networking and other forms of
organized collaboration of the data centres (with possible inclusion of other research groups) is
certainly an efficient way for establishing topical database. Collaboration with the data
application communities is also beneficial for defining the scope of topical databases and. for
ensuring their usefulness.



Atomic data sources in the UK

Hugh P. Summers

! Department of Physics and Applied Physics, Strathclyde University, Glasgow G{ ONG, UK

Abstract. UK atomic databases and their objectives are summarised. These have mostly been
generated by international collaborations and so are not to be exclusively identified with the UK.
However, for the named databases, the UK is a major contributor to the source methodologies
and codes.

There have been two fairly recent large-scale multi-participant, international atomic
data generation projects. The first - the Opacity Project - (Seaton,1987) has a product
of gf-values and photo-ionisation cross-sections archived in TOPBASE (hitp://cdsweb.u-
strasbg.fr). Following the completion of the Opacity Project, the international team was
reformed into the Iron Project (Hummer et al., 1993) for the generation of electron impact
collision cross-section data, primarily for ions of iron. This was based on state-of-the-art
R-matrix calculations originating at Queen’s University, Belfast and University College,
London. The cross-section product of the Iron Project is in process of being archived in
TIPBASE (http:// - n.a.} and the project has been extended to nearby elements. A fresh
development is the RimnaX project for calculation of both electron and photon induced
transitions of atoms and ions in the soft X-ray regime for astrophysics. The calculations
are exploiting advances in the R-matrix method to achieve higher precision for K- and
L-shell excitation and ionization. There is no substautive data output at this stage.

There is large systematic production of state selective dielectronic data by a UK/USA
collaboration (Badnell et al., 1995) - the DR Project. The first substantial tranche of pro-
duction of LS-coupled data was in 1992/93. It resolved metastable parents and tabulated
coefficients to both lower LS-resolved levels and bundled higher nS-shells. The DR Project
is continuing with very large intermediate coupling production aimed at medium weight
elements. DR Project data is prepared for iso-electronic sequences and structured for pop-
ulation calculations in the ADAS Project (http://patiole. phys.strath.ac.uk/ades/). The
database is also archived at Oak Ridge CFADC (http.//www.cfade.ornl gow). An activity
for state selective ionisation including excitation auto-ionisation - the Ionisation Project -
has been constituted by the same team and again specified for the ADAS Project. Light
element data has been generated so far but an intermediate coupling extension paralleling
the DR Project is in developtent.

The older Belfast Ix-mmatrix fundamental ddtabdsc of R-matrix calculations is no longer
maintained. However, there is substantial production of eléctron impact collision data in
the R-matrix approximations by the Belfast School, carried out independently of the large
named projects. This significant collision data resonrce is available in data journals and
dirvectly from the authors. There is similar production at University Coll(.ge Loudou,
University of Strathclyde and Sheffield Hallam University.
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ATOMIC DATABASE ACTIVITIES IN RUSSIA

. A.Ya. Faenov
Multicharged Ions Spectra Data Center of VNIIFTRI (MISDC), Mendeleevo, Moscow region,
141570 Russia

The database activities in Russia have been developed in connection with UV and soft
X-ray spectroscopic studies of high-temperature plasmas. Two form of database production
are used: i) a set of computer programs to calculate radiative and collisional data for any atom
or ion, and ii) development of numeric database systems with the data stored in the computer.
The advantages of the first approach is obvious, however, for accurate values of wavelengths
and other atomic constants of complex atoms and ions only the second approach is possible.

The first approach is used in the Lebedev Physical Institute (Moscow) where
theoretical methods and computer codes ATOM, IONCOL and GKU were developed for
calculating different atomic processes. The ATOM code has been developed for calculating
atomic (ionic) parameters, radiative and autoionization probabilities and cross sections for
electron-atom (ion) collisions. The IONCOL code is applied for ion-atom and ion-ion
processes. The GKU code is employed for calculation of the plasma ionization state, excited
level populations and spectral line intensities. These three codes are interconnected.

The second approach is used in the Institute of Spectroscopy (Troitsk, Moscow
region), TRINITI (Troitsk, Moscow region) and MISDC of VNIIFTRI (Mendeleevo, Moscow
region).

An atomic data bank BIBL for plasma physics, atomic physics, astrophysics etc. 1s
being developed at the Institute of Specroscopy.and could be reached by Internet
(http://das101 isan.troitsk.ru)

. The results of TRINITI activities are: i) HiBase software for hierarchical management
af atomic data on PCs, ii) specialized databases on excitation and ionization of atoms and ions
by electron impact, iii) compilation of experimental and theoretical data on the cross sections
of Ne?" ionization, iiii) files with energy levels, oscillator strength and other information to be
bibliography database for two-electron transitions in ion-atom collisions.

The large numerical database SPECTR have been created in MISDC. The database
“SPECTR” software is based on FoxPro Database Management System. The information is
stored in well-known DBF-format and can be transferred easily into another formats. Now DB
“SPECTR?” 1s really database on characteristics of isolated atoms and ions, i.e. on spectral lines
- (wavelengths and radiative probabilities) and energy levels. The small number of collisional
" data were inputted practically only for to test software developed. Because of MISDC research
team works in the field of X-ray spectroscopy, the main part of data (about 75%) refers to the
multicharged ions. DB SPECTR contains: i) published experimental data. For X-ray region
database contains practically all published experimental data, for UV and visible regions — only
some data, ii) own experimental data for multicharged ions. For example only during last S
years we have produced new accurate data on satellite lines caused by radiative transitions in
He-, Li-, Be-, B-, C-, N-, O-, F-, Na-, Mg- like ions, on high-n transitions in He- and Ne-like
ions, iil) theoretical data, both published (not all, of course) and calculated especially for DB
“SPECTR” in some Russian (or Soviet) institutes, Now DB SPECTR contains more than
400000 numerical records on spectral lines, energy levels, 1onization potentials, excitation
cross sections and rates, ionization cross sections and rates, dielectronic recombination rates,
and references.

I am pleased to thank L. Presnyakov, A. Ryabtsev and 1. Skobelev for valuable
discussions.
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AMODS (Atomic, Molecular, and Optical Database System) accessible
through http://amods kaeri.re.kr has been providing numerical information on the
atomic and molecular spectroscopy and collisional cross-sections since its first ap-
pearance on the internet in March 1997, after about one year of internal prepara-
tion in KAERI It is now in its second phase in that its web pages and data strue-
tures are evolved from its first version which contains a limited amount of data
and naive arrangement of individual html documents. AMODS is first launched
as a data source for the spectroscopy community of Korean scientists to support
. people who need AMO data and it is still growing to be copious.

AMODS is now comprised of 8 separate databases; i.e. atomic spectral lines
(ASL), transition probabilities (TP), atomic energy levels (AEL), atomic transi-
tion lines {ATL), ALADDIN on-line execution (ALAD), fundamental constants
(CONST), electron impact cross sections (IMPACT), and internal database (ID),
among which the last one (ID) is for internal use only and can be seen on the
home page menu by some specific IP addresses. ‘

The original archived data of ASL, TP, AEL and ATL are obtained from
the CDS database of Strasbourg University in France, followed by stratification
and structural arrangement accoding to atomic elements or wavelengths. The ini-
tial pages of these 4 databases are organized in a periodic table manner so that
searchable elements can be easily chosen by users. Fortran source codes and re-
lated data files of ALADDIN database are from A+M Data Unit of IAEA. Two of
the fortran files of ALADDIN are slightly modified in the I/O routines so that they
can be run on WWW basis and communicate with CGI programs of web server to
obtain the calculating parameters of users. Numerical output data can be seen as
an ascii format or graphic format generated by gnuplot. Some of fundamental con-
stants recommended by CODATAS6 are compiled in Acrobat pdf format for easy
reference of contants with high degree of resolution. Electron impact excitation
cross-sections of molecules are being compiled in IMPACT. Cross-sectional data
based on cubic interpolation of the oxygen molecule obtained in the crossed-beam
experiments has been compiled and still more data on other molecules are being
worked on. The search results can be seen as a graphic format using gnuplot. The
internal database is access-controlled both by perl script and by the access-control
file of the web server since it contains some of our raw experimental results which
have not been published yet and some copy-right sensitive information. By perl
script the menu of the home page looks different according to the connecting web
browser’s IP address and the internal database is not seen by the users outside of
our laboratory. '

AMODS is continuously evolving toward the completion of a database of
numerical data on atoms, molecules and quantum optics as well as toward the
highest availability in the internet environment.



Atomic and Molecular Database in China
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With years of hard work, We have established and developed the Atomic and Molec-
ular Database, which are based on Visual FoxPro and can be run on Windows 95 or
Windows NT system. Our database is composed of four sub-system: 1} maintenance
sub-system; 2)retrieve sub-system; 3)management sub-system for super-user; 4)juser’s
guide sub-system. In the retrieve sub-system, the system can search out (or calculate
out) data automatically according to the user’s retrieve value, then output the results
in forms of printing in tables (or figures), or saving as ASCII files according to the user’s
needs.

In our Database, we have collected a large mount of atomic Moleécular data, which
mainly include: '

1) about 390,000 records of spectra data (both experimental and theoretical).

2) about 2,300 records of ionization potential data (both experimental and theoret-
ical).

3) about of 75,000 records of atomic (ionic) energy level data (both experimental
and theoretical). :

4) Atomic collisional process data of Ne-like and Ni-like, which include interaction
between radiation field and atoms(ions); collisions between electrons and ions, such as
electron collision excitation, ionization, di-electronic recombination et. al.; and collisions
between ions and atoms.

Although many work have been done, we need international communication and
cooperation in many felds, such as communication of atomic and molecular data and
their compiling methods; collaboration of the research work on the data which share the
common interests; and the communication of the management system of the database.
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Extended Abstract

Cross section information on inelastic collisions of Li in its ground state as well as in excited
states colliding with electrons, protons and multiply charged ions [1] is not only of fundamental
interest, but also of considerable practical importance for diagnostics of magnetically confined
fusion plasmas by means of Li beam spectroscopy [2,3,4,5]. Injection of a beam of fast (1-
10 keV/amu) neutral lithium atoms into the edge of a magnetically confined plasma delivers
diagnostic information such as radial electron density profiles and concentrations and
temperatures of impurity ions in a non-perturbing manner. Analysis of the emission lines of
injected lithium atoms, which provides information on the electron density in the plasma edge,
requires knowlédge of the populations of all excited atomic states as well as of the Li beam
intensity attenuation. Evaluation of the diagnostic raw data relies on modelling the attenuation of
the Li{n#: n = 2 - 4) state beam fractions [2]. The success of this diagnostic method depends
strongly on the availability of reliable data for cross sections of inelastic collisions of lithium
atoms with plasma particles such as electrons, protons and multiply charged impurity ions.

Experimental and theoretical cross section data for collisional processes of Li atoms in the
ground state and excited (up to n = 4) states with electrons, protons and multiply-charged ions
have already been collected in [1] and [6]. Cross section scaling relations based on semi-
empirical formulae which have to be regarded as rough cross section estimates for the processes
of interest have been used to generate cross sections for processes for which no information
was available in the literature. This approach has bécn extensively used particularly for
collisional processes involving excited Li states, and especially for collisions with protons. The

expected error for this procedure was in some cases more than 100 %.



Recently, detailed in_vestigations of the composition of neutral states [7] along the
penetration path of a lithium beam injectéd into a fusion plasma revealed considerable
discrepancies between measurements and the population of specific excited states as derived
from beam attenuation models using the atomic collision data of [1]. These differences triggered
experimental and theoretical activities to improve the atomic database. In this work we use
advanced theoretical methods to derive accurate cross sections for all inelastic processes
involving collisions with Li atoms like single electron capture (SEC), ionization and excitation.
These theoretical results are critically tested against the newest available experimental data. In all
cases good or at least satisfactory agreement between measurements and theory is found. A
similar confidence level of our theoretical results is also expected for cases where no
cxperimcnta] verification is feasible. However, there are still processes where neither calculated
nor experimental data exist. The relevant cross sections, which mainly involve Li(4#) states, are
derived by using scaling relations as described in {1]. The latter are of minor importance from
the point of view of fusion‘ plasma diagnostics, thus desenﬁng less attention with respect to
accuracy. The "recommended” cross sections for the considered processes, generated either by
(1) critical assessment of available experimental and theoretical data, or (2) by calculations
alone, or (3) by application of scaling relations, have been fitted to analytic exprchions which
ensure correct asymptotic behaviour of the cfoss sections. These "recommended" cross sections
are presented by giving their analytic-fit expressions and tabulating the values of all parameters
entering these analytic fits. Furthermore, the recommended cross sections are presented in
graphical form together with the new cross section data used for their generation.
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Relativistic many-body calculations of excitation energy and ra-
diative transition probabilities for many-electron ions
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Abstract. Energy levels, line strengths, oscillator strengths, and transition rates are cal-
culated for electric dipole nlynlz[LSJ]-nlyniy[L’' S’ J'] transitions in Be- (n=2), Mg- (n=3). Zn-
(n=4) and Sm- (n=5) like ions with nuclear charges ranging from Z = N to 100 where N is
number of electron in system.

1 Method and Discussion

This method is based on relativistic many-body perturbation theory (MBPT), agrees
with MCDF calculations in lowest-order, includes all second-order correlation corrections,
includes corrections from negative energy states, and is gauge independent.

Reduced matrix elements, oscillator strengths, and transition rates are calculated for
electric dipole nlynly[LS J]-nlznls[L'S' J'] transitions in Be- (n=2), Mg- (n=3), Zn- (n=4)
and Sm- (n=>5) like ions with nuclear charges ranging from Z = N to 100 where N is
number of electron in system. The MBPT including the Breit interaction, is used to
evaluate retarded E1 matrix elements in length and velocity forms. The calculations start
with a (IN-2)- electron core Dirac-Fock potential and includes all possible two-electron
configurations. We use first-order perturbation theory to obtain intermediate coupling
coefficients and second-order MBPT to determine the matrix elements. Second-order
MBPT energies are used to determine the transition energies used in the evaluation of
transition probabilities. _

Including negative energy contributions allowed us to obtain 0.1 - 1% agreement be-
tween results calculated in length and velocity forms. The negative-energy contributions
are especially important for magnetic-dipole transitions as was demonstrated by investi-
gation of transitions rates for all lines in 22!’ configurations and some 213!’ - 22! lines in
Be-like ions with nuclear charges ranging from Z = 4 to 100. Comparison of our results
is made with available theoretical and experimental data for the entire sequences.

Figure 1 compares rates for resonance and intercombination transitions in Be-, Mg-,
and Zn-like ions. A comparison of fine-structure intervals for Be-like Kr?*, Mg-like Kr?%*t,
and Zn-like Kr®* is given in Table 1 and shows 1% agreement with recommended NIST
data [1].

Acknowledgements. The work of WRJ was supported in part by National Science Foun-
dation Grant No. PHY-95-13179. UIS acknowledges partial support by Grant No. B503968 from
Lawrence Livermore National Laboratory.
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Figure 1: Transition probabilities A(ns® !S5 — nsnp “3P)) as functions of Z.

Table 1: Fine-structure splitting of the ninl’ *P, *D, 3F terms in cm™? for Be-, Mg-, and
Zn- like Kr (Kr*?*, Kr***, and Kr®t), : MBPT and NIST data, Ref. [1].
T Be-like, n=2 Mg-like, n=3 Zn-like, n=4

conf.  splitting MBPT NIST MBPT NIST MBPT NIST

nsnp 3P, - 3P, 83521 83270 22672 22702 2743 2705

nenp 3Py~ 3P, 424778 424670 78478 78432 6528 6458

np’ 3P,— %P, 388916 389100 70983 71245 4535 4482

np® 3P, - 3P 81020 82600 90827 90940 8869 8776

nsnd 3Dy~ 3D, 7151 - 7280 428 444
nsnd *D3;— 3D, 11586 11648 493 699
nsnd 3F3;— %F, 187 170 .
nsnd 3Fy— 3F ' 257 270
npnd 3P, - 3P, 79767 -80400

npnd 3P, - 3P, 41393 42500

npnd 3D, - 3D, 5531 5300

npnd 3D3; — 3D, -11037 -11500

npnd 3F; - 3F, 48719

npnd 3F;— 3F; 69440 69300

nd?  3Fy,— 3F, ‘ 13361 13500
nd? 3F, — 3F3 13653 14600




Magnetic-Dipole Transitions between Ground-State Fine-Structure
Levels of Ti-like Highly Charged Ions
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Abstract. Accurate wavelengths of magnetic-dipole (M1) transitions in ground-state fine-
structure levels (3d?),; of Titaniumlike highly charged ions were obtained with ab-initio calcu-
lations. The wavelengths of the transition between the lowest level in (3d*) ;=3 and the lowest
level in {3d?) ;2 are in excellent agreement with measurements for Sh29+, P+, Xed2t Cs3t,
Ba3t+ Nd*%+, Gd*?* and Au®™ ions. Calculations of M1 transition probability with the same
wavefunctions predicted a value to be about 10% smaller than a measurement for Xe3?t ion.

Visible lines emitted from Titaniumlike highly charged 1ons were observed with Tokyo
Electron Beam Ion Trap (Tokyo-EBIT). These lines are due to forbidden transitions in
ground-state fine-structure levels. The ground-state of the Titaniumlike ions has four
3d valence electrons, and consists of 34 fine-structure levels. The lowest five levels have
J=0, 1, 2, 3, 4, and in the non-relativistic limit they form a LS coupled multiplet of °D
state. At large atomic numbers, their energy levels separate into two groups; the lower
one is essentially a j-j coupled state of 3d} o With J=0, and the upper four with J=1,
2, 3, 4 form a j-j coupled multiplet of 3d3/,3ds/>. The visible lines observed with the
Tokyo-EBIT are due to the forbidden transition from the J=3 level to the J=2 level.
Calculations of wavelengths by Feldman et al. [1} with Multi-Configuration Dirac-Fock
(MCDF) code of Desclaux have a discrepancy of about 5% from measurements for the
same transition. Beck [2] improved calculations of the wavelengths, but the improved
wavelengths are available only for some elements which were already measured. Present
work complements available and accurate calculations of the wavelengths.

GRASP92 code [3] was used to implement the present calculations. A set of Dirac-
Fock basis functions was optimized to both of the J=2 and the J=3 levels with the
Extended-Optimal-Level (E/OL) mode of the MCDF method. Configuration space was
divided to two parts: P and @ which are mutually orthogonal. The P space consists of
a set of reference configurations, and the @ space represents the complementary part of
the configuration space. The P space was represented by configurations of 3d?, 3s7'3d°®,
35-23d% and 3p~%3d®, and the Q space was approximated by 3[7'nl'(4 < n < T;I' < 6)
and 3d?nin'l'(4 < n,n’ < 6;1,I'’ <5). Numbers of the reference configurations with J=2
and 3 were 127 and 116, respectively, and those of the @) space configurations were 7529
and 8502, respéctively. In a Hamiltonian matrix to be diagonalized, off-diagonal part of
the ) space was set to be zero in the present calculations. By ignoring the off-diagonal
part of the ) space matrix elements, a CPU-time required to calculate the Hamiltonian
matrix elements showed a marked decrease while contributions from the ) space was
correctly included in results as long as they could be treated as a perturbation. The
lowest order QED corrections except for the self-energy correction were also included in
total Hamiltonian matrix elements. The nuclear charge distribution was represented by
the spherically symmetric Fermi model throughout the present calculations.

1E-mail : kato@hei.jst.go.jp



Table 1 shows some of the present calculations of the wavelengths with available mea-
surements and other calculations. The present calculations are in excellent agreement
with the measurements; discrepancies are within 1 % from all the available measure-
ments. Table 2 shows the present calculation of the M1 transition probability for Xe¥?+
lon with an measurement by Serpa et al. [4]. About 10 % discrepancy remains in the M1
probability. Contribution of the electric-quadrupole (E2) transition is negligible; the E2
probability was calculated to be six orders of magnitude smaller than the M1 probability.

Other calculations

Z Present calculation Measurements

50 (Sn) 501.349103 483.53(1] —

51 (Sb) 472.905701 - 470.24(3)[5]

53 (I) 430.705924 — 430.33(8)[5]

54 (Xe) 415.644516 395.25[1], 407.93[2 413.88(7)[5], 413.94(20)[6]
53 {Cs) 402.846528 — 402.14(12){5]

56 (Ba) 393.649494 386.63[2] 393.08(18)[5], 393.24(20)[6}, 393.239(8){7]
60 (Nd) 375.382776 355.68(1}, 367.93{2) 375.3(2)[8]

64 (Gd) 371.202955 367.53[2] 371.3(2)[8]

70 (YD) 367.670749 356.45(1] —

74 (W) 362.568715 354.61[1] —

‘79 (Au) 353.097066 — ‘ 353.2(2)(9]

82 (Pb) 346.272389 342.73[1] _

92 (1) 320.898321 319.97[1] —

Table 1: Wavelengths (nm) of transition between the lowest level in (3d*};-s and
the lowest level in (3d*);—,. Numbers in parentheses are experimental uncertainties,
e. g. 393.08(18) represents 393.08 + 0.18. '

Present calculation Other calculation Measurement
419.56093 499(1] 465(30)[4]

Table 2: Magnetic-dipole transition probabilities (sec™!) between the same levels as in Ta-
ble 1 for Xe*** ion. Number in a parenthesis is an experimental uncertainty, e. g. 465(30)
represents 465 + 30.
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Model electron density approximations for electron radiative
transitions in the field of complex ions
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Abstract. Electron radiative transitions in the fields of complex ions with heavy cores are
under consideration. Theoretical models based on ‘model electron density approximations make
it possible to express all types of radiative transitions in terms of atomic electron density distri-
bution with a close connection between a radiated frequency and effective radius of radiation.

- The present report is to combine together different kinds of approximations to con-
struct universal theoretical models for free-free, free-bound and bound-bound electron
transitions in the field of heavy ions with complex cores where the core polarization ef-
fects are of importance. The universal models are supposed to obtain scalings for radiation
processes and corresponding results for plasma applications.

The models include equation for electron density normalization conditions, equation
for imaginary part of atomic core polarization (or corresponding ionization cross section)
in the frame of local plasma model approximation for many-electron atoms, dispersion
(Kramers-Kroning) relationship for determination of the real part of atomic polarizability
and the equation for the ratio of standard and polarization radiative transition probabil-
ities. The set of these equations makes it possible to express intensities of polarization
radiation processes in free-free [1], free-bound and bound-bound radiative transitions in
terms of electron density distribution in a selfconsistent manner.

Alternative models for approximate determination of ionization cross sections are an-
alyzed. They include in particular the large frequency (short time of atomic states evo-
lution) approximation which makes it possible to express the atomic polarizabilities in
terms of structure of wave function of atomic ground states.

The present approach is to combine together different kinds of approximations to
construct universal theoretical models for all types of electron transitions in the field of
heavy ions with complex cores where the core polarization effects are of importance. The
universal models are supposed to obtain scalings for radiation processes and corresponding
results for plasma applications. '

The related problem of Lamb shift determination for multicharged ions with the help of
precise measurements of Rydberg state energies in the limit of infinity values of principle
quantum numbers n is also under consideration. The experiments on recombination of
Li-like ions in ESR installation opens possibilities for determination of Rydberg state
energies with high energy resolution [2].

The theoretical calculations are connected with estimations of polarization energy
shifts of Rydberg atomic states due to their polarization interaction with Li-like ion core.
The relativistic energy calculations for Li-like ions is well known in the limit of high
nuclear charges with the help of Z~! expansion method the corresponding polarization
energy shift of Rydberg states can be expressed in terms of polarization quantum defect
which is in its turn directly connected with energy difference of the core containing Lamb

LE-mail : bureyeva®@sci.lebedev.ru



shifts. So the observations of polarization shifts open possibilities for direct determinations
the Lamb shift.

Acknowledgements. This work was performed with the support of the Russian Ministry
of Sciences and Technology (project ” Theoretical spectroscopy of Rydberg states of atoms and
ions”) and the RFBR (project 98-02-16763).
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Atomic model based on semi-classical theory

Takeshi Nishikawa!, Jun-ya Yano
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Abstract. Parametric potential for semi-classical theory is discussed in detail. We found

that a new set of scaling parameter for the theory is required if we want to use it for practical
purposes.

Recently, semi-classical theory based on the Bohr-Sommerfeld quantum condition

}(P(T) drz(n—l—%)‘fr‘

is interested simply because it can give fairly good numerical values with less computation
time. In the inertial confinement fusion (ICF) research, the screened hydrogenic model
(SHM) is still widely used. The SHM has been established for a long time and has been
used for many problems. If we could use the semi-classical theory for the ICF research,
we have to show that the theory can give energy levels as accurate as or more accurate
than the SHM do.

Different from the SHM, the semi-classical theory requires the ionic potential. Since
the potential would be the key issue for the energy level calculation, a lot of model po-
tentials are proposed. Among them, parametrized potentials are convenient for practical
purposes. But which of them are appropriate for the potential of the semi-classical theory?
This is an important question and we need a prescription for that.

R. M. More suggests the parametric potential proposed by M. Klapisch is also useful for
the semi-classical theory[l]. The charge distribution p,(r) is determined by the hydrogen-
like wavefunction of quantum-mechanics.

Fa

4772

pn(r) :'|¢n|2 = Z

n

(Aﬂ2r2ne—2a,1r)

There is a scaling parameter a, which determines the electronic charge distribution. P,
is a number of electron in the nth shell and A, is a normalization constant of the charge
distribution. _ '

P. Pankratov proposed a parametric potential which uses the electronic charge distri-
bution of the WKB wavefunction[2]. The distribution is determined by the semi-classical
electron orbit.

Pn = ——-—-—-—»-———Qn : Pu(r) = \/Ent +V(r) -

(I+1/2)2
N 4m2ndr2 Py (r)’

2r2

Therefore, resulting charge distribution has discontinuity at turning points. Although
this effect is shielded on the resulting potential form since it is given as the solution of the
Poisson equation. He reported that the potential gave fairly good numerical values for

non-hydrogenic ions. For both charge distributions, the Poisson equation can be solved
analytically.
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Though charge distribution is quite different between two models, we cannot see a clear
difference on energy level calculation. But the semi-classical theory with the screened
charge of the SHM cannot give better results than the SHM including l-splitting[3] do,
especially for partially ionized high-z ions. A new set of screened charge (screening pa-
rameter) is required for practical purposes. °

' We found a difficulty on non-relativistic formulation of the semi-classical theory. To
reproduce accurate energy level of He-like ground state by the non-relativistic framework
of the semi-classical theory, Q, ~ 1.6255 for He-like He (Z = 2), ~ 5.550 for He-like C
(Z = 6), ~ 12.03 for He-like Al (Z = 13), ~ 18.3 for He-like Fe (Z = 26). Until for the
case of He-like Al, @,’s which reproduce exact values are reasonable, but for the case of
He-like Fe, @, = 18.3 ~ Z — 8 is not. This is likely due to the spin-orbit interaction.
Energy dependence on @, of semi-classical theory is much smaller than that of the SHM.
In the semi-classical theory, (), = 0 is required to realize H-like energy levels. But in the
SHM, @, = Z. A formulation based on the relativistic theory would be required.

We made a comparison study of dependence on the screened charge. Pankratov defined
the screened charge

Un=2— Z Onnt P
n'<n
in which the screening constants are those of More[4]. More’s original definition for the

screened charge is
1

Qn =Z- Z Onnt Ppt — —0nnFPr
‘ n'<n 2
Instead, Pankratov introduced exchange potential
3 L/3
V() =a(2(r)

His analysis shows that a = 0.5 is the best. This term has a strange behavior because
V(r} is simply proportional to the charge density. In addition, we checked a definition by
Lee, of which screening constant is given by Marchand et al.[5].

Qn=2~ z Onnt Py — %UnnmaX(Pn:Pn - 1)

n'<n

As a result, More’s and Lee’s definition have a similar tendency. For highly charged ions,
More’s definition of screened charge gives the best results. Only near neutral Pankratov's
definition gives the best results.
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Detailed atomic model of short pulse laser pumped x-ray lasers

Akira Sasaki, Takayuki Utsumi, and Kengo Moribayashi
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Abstract. We have developed a detailed atomic model of electron collisional excited x-
ray lasers. The set of levels should be considered in the calculation is investigated through
comparison of results using different atomic models. Mixing of the population in the fine
structure levels of 3d'4! configurations and the dielectronic recomibination from the
ground state of Ni-like ion to the Cu-like ion are found to cause significant reduction of the
gain. The present model will constitute a useful tool to design and diagnose x-ray lasers.

1 Introduction

High gain and saturated output have been achieved in transient collisional x-ray lasers using
Ni-like ions[1]. The gain is produced in non-LTE, short pulse laser produced plasmas, which
is subject to rapid heating as well as expansion cooling. As the plasma is even difficult to
diagnose, numerical simulation plays an importance role to realize efficient short wavelength
lasers[2]. We have developed a new fast and accurate collisional radiative model. We
combines the detailed atomic model for Ni-like tons[3], and super configuration model[4] for
more than 10 ion stages below and above Ni-like to investigate the atomic Kinetics of complex
multiple charged ions of high-Z elements.

2 Development of the atomic model

The level diagram of the Ni-like collisional x-ray laser is shown in Fig.1. The most prevailing
laser transition:is from 3d°4d(3/2,3/2)J=0 to 3d°4p(5/2,3/2)J=1. The essential processes to
obtain laser oscillation can be divided into two steps. Firstly, the target atom is ionized until
the Ni-like ion becomes the most abundant in the plasma. Secondly, the Ni-like ion is excited
to the upper laser level through strong collisional excitation. Both the ionization and
excitation should be carried out efficiently to obtain high gain.

We designed the atomic model with which we can calculate the ion abundance of the
plasma and soft x-ray gain in the short pulse laser irradiated plasmas. We included the fine
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Figure 1: Level diagram of Ni-like Xe.
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structure levels of 3d*4/ configurations, because
difference of the population between the levels
in 3d’4p and 3d’4d produces the gain. On the
other hand, number of M- and N-shell ions
from Pd-like to Ar-like are included to calculate
the ion abundance over a wide range of
temperature and density. The energy levels and
rate coefficients for the detailed levels are
calculated by HULLAC. Configuration
averaged levels are considered for highly
excited states (3d°51), multiple (3d*4d4p, 3d*4d*)
and innershell (3p*4/, 3s4l), as well as Cu-like
highly excited states (3d°4/41'). Higher excited
states of Ni-like 1ons and levels belong to other
ion stages are averaged over the shell for the
principal(-n } or principal and orbital quantum
number (-nl) of the electrons, where the level
energy, collisional and radiative rates are
calculated using an in-line atomic model based
on the screened hydrogenic approximation.

3. Result and Discussion

Figure 2 shows (a) the steady-state soft x-ray
gain in the 3d°4d(3/2,3/2) J=0 to 3d*4p(5/2,3/2)

J=1 transition at A=100A and (b) abundance of
the Ni-like Xe. Large gain coeffcient (>10/cm)
1s obtained only inside the limited parameter
region where n.=0.3-2 x10*/cm’, and T.=250-
300eV. At higher density and lower
temperature, the gain decreases rapidly because
the populations of levels within 3d°4p and 3d°4d
configurations approaches thermal equilibrium
through collisional mixing.

Gain calculated with the fine structure levels
in the 3d’4s and 3d°4f configurations is found to
be almost half of that obtained without these
levels. Furthermore, the dielectronic
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Figure 2: (a) Electron temperature and
density dependence of the soft x-ray gain in
4d (3/2,3/2} J=0 - 4p (5/2,3/2) J=1 transition
and (b) abundance of Ni-like ion of Xe.

recombination through Cu-like 3d°4/4!' configurations causes similar decrease of gain due to
reduced population of the Ni-like ground state[5]. The gain is found to be less sensitive to
other highly excited states and multiple- and innershell excited states.

In conclusion, we have developed an atomic model of the collisional x-ray lasers.
Influences of the major atomic processes to the gain have been investigated. This model will
be applied to calculations of the gain of the Ni-like collisional x-ray lasers from Mo to W, and
should be useful in analyzing atomic processes in other situations including high Z materials.
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ELECTRON IMPACT EXCITATION OF Gd XXXVII

KM Aggarwal*, PH Norrington!, KL Bell}, FP Keenan*, GJ Pert! and $J Rose!
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Abstract. Energy levels and radiative rates for transitions among the 107 fine-structure levels belonging
to the (1s%2s5%2p®) 3523p°3d'°, 3s23p°3d®4¢, 35?3p°3d'%4¢, and 3s3p°3d'"4f configurations of Ni-like Gd XXXVII
have been calculated using the GRASP code. The collision strengths have also been computed but among the
lowest 53 levels only, at 4 representative energies of 200, 400, 600 and 800 Ryd, using the Dirac Atomic R-matrix
code. Detailed calculations for collision strengths and rate coefficients are in progress.

Electron collisional excitation for nickel - like ions has been of interest for some time because of the
large laser amplification in the EUV and X-ray regions. However, the only calculations available are those
by Hagelstein® and Zhang et al®. The energy levels and radiative rates for such ions have been accurately
determined by including the relativistic effects, which are highly important for the Ni-like ions, in the
generation of the wavefunctions. Additionally, these workers have used the Distorted Wave (DW) code for
the computations of collision strengths. However, the main deficiency of the available data is the exclusion
of resonances in the computations of the rate coefficients, which are likely to significantly contribute, even
at the high temperatures at which the data are required. Additionally, the data for collision strengths and
rate coefficients available so far are for transitions from the ground state only, whereas for the reliable
modelling of the plasmas results are also required for all transitions among the excited levels. Therefore,
the aim of the present motivation is to explore the contribution of resonances to the collision strengths,
and to report the colhision data for all transitions. '

We have used the fuliy relativistic GRASP code? to generate the wavefunctions, and the Dirac
Atomic R-matrix Code* (DARC) to calculate the collision strengths . While the radiative rates have
been calculated among all the 107 levels, the corresponding calculations for f2 are restricted to lowest
59 levels because of computational limitations. Qur energy levels and those of Zhang et ai® differ by less
than 2 eV, except for two levels, for which the present energies are higher by up to § eV. However, the
orders of the levels is slightly different in a few instances. This is perhaps a direct consequence of the
inclusion of larger CI by Zhang et al, as Hagelstein (who has used the same configurations as us) also
obtains the same energy order. However, the level energies of Hagelstein are the highest among the three
calculations, and differ up to 5 eV, corresponding to only ~ 0.3%.

The length and velocity forms of our oscillator strengths for transitions from the ground level (see
Table 1) agree to within 7%, which is highly satisfactory. Agreement between the present f- values and
those of Zhang et al® (n < 4) is within 10% for all transitions, but the differences with their values
obtained from GRASP are ~ 20% for one of the transitions (3d!° !Sg - 353p®3d'®4p; /5 3P). Incidentally,
for this transition their f- value from the n < 5 calculations is the highest, whereas that of Hagelstein®
is the lowest. Overall, the agreement among the various calculations is highly satisfactory.

The preliminary collision strengths obtained at 4 representative energies of 200, 400, 600 and 800
Ryd, are found to be in excellent agreement, for most of the transitions, with those available earlier.
However, differences for some of the transitions, especially at energies above 400 Ryd, are of up to 25%,
with the DW® € being invariably higher as seen in Figure 1. In particular, these differences are noticeable
for the electric quadrupole (0° - 2°) transitions, which are forbidden in the jj coupling scheme. The
Q for these transitions are comparatively small, and the contribution (if any) of the higher neglected
partial waves is negligible. Since a large range of partial waves (J < 40.5) has been included in order to
obtain convergence, and relativistic (and CI, although limited) effects have also been included in both the
target description and the scattering part, we do not see any apparent deficiency in our work and expect
the results to be accurate to within 10%. It is expected that the rate coefficients will be different from
those generated using previous data, due to the inclusion of resonances. To account for these, detailed
calculations for collision strengths at a large number of electron energies are in progress. Further details
about the calenlations and numerical values of collision strengths can be found in our recent publication!.

The work reported in this paper has been financed by the EPSRC of the UK.



Table 1. Transition probabilities (A) and oscillator strengths for transitions from the ground state of
Ni-like Gd XXXVII. (a £ b = a x 10%). For level index see Reference 1. a: Present results [n< 4], b
Hagelstein® [n < 4], ¢: Sampson et al® [n < 4], d: Zhang et al® [n < 4], e: Zhang et al® [n < 4}, f: Zhang
et al® [n < 5],

T J A%s™') GRASP*(L) GRASP(V/L) YODA® GRASP° DFS? GRASP® DFS/

1 9 2.2692412 0.1216 0.96 0.121 0.111 0.1137 0.1115 0.1148
1 12 5.8200+12 0.3043 0.96 0.305 0.273 0.2861 0.2754 0.2897
1 15 7.3293+11 0.0363 0.95 0.038 0.032 0.0338 0.0325 0.0343
1 37 1.0683+13 (0.3895 097 0.384 0.362 0.3790 0.3696 0.3805
1 39 4.0189+11 0.0143 0.94 0.016 0.011 0.0138 0.0138 0.0141
1 49 3.0964+4-13 1.0728 0.93 1.090 1.059 1.0521 1.0284 1.0514
1 59 2.0337+14 6.6425 0.93 6.650 6.123 6.4721 6.3644 6.1322
1 65 14733412 0.0437 0.98 0.047 0.043 0.0397 0.0401 0.0467
1 69 6.4126+11 0.0171 : 0.97 0.018 0.017 0.0166 0.0166 0.0161
1 74 4.2168+13 1.1042 0.97 1.110 1.060 1.1087 1.0640 1.0808
1 88 2.3947+13 0.5322 0.97 0.553 0.511 0.5282 0.5145 0.4276
1 93 1.7038+12 0.0367 1.00 0.020 0.035 0.0383 0.0307 0.0486
1 95 7.02884-12 0.1436 1.00 0.143 0.138 0.1446 0.1363 0.2618
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Figure 1: Comparison between present and Zhang et al (1991, crosses) total collision strengths for four
transitions of Gd XXXVII at energies above thresholds (in Ryd). continuos line: present results, circles:
1-20, squares: 1-25, triangles: 1-30, and stars: 1-33 transition. For level index definition see Reference 1.
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ELECTRON IMPACT EXCITATION OF Fe XXI

K. M. Aggarwal and F. P. Keenan

Department of Pure and Applied Physics, The Queen’s University of Belfast,
Belfast BT7 1NN, Northern Ireland, U. K.

Abstract. Collision strengths for transitions among the lowest 46 fine-structure levels belonging to the
(1s?) 2s%2p®, 2s52p®, 2p* and 2s%2p3f configurations of C-like Fe XXI have been calculated, at energies above
thresholds in the range 80 < E < 480 Ryd, using the Dirac Atomic R-matrix code. Configuration interaction as
well as relativistic effects have been included while generating the wavefunctions from the GRASP code. Collision

strengths for transitions among the lowest 5 levels are tabulated at 4 energies, and comparisons with other available
values are shown for some of the transitions.

Iron is an abundant and important element in the solar corona and chromosphere, with an abun-
dance of 7.51 on the scale log [H} = 12.0. Emission lines of Fe XXI have been observed in the X-ray and
EUV regions of solar and astrophysical plasmas, and are also important in the studies of laser produced
plasmas and magnetically confined controlled thermonuclear reactor research. Therefore, a number of
workers in the past have studied its atomic parameters including oscillator strengths, collision strengths
and rate coefficients. However, most of the calculations, especially for the last two parameters, have been
confined to the transitions among the (1s?) 2s?2p?, 2s2p® and 2p*? configurations. Bhatia et al* have
calculated collision strengths ) for transitions involving the levels of the 2s22p3¢ configurations also.
They have used the Distorted Wave (DW) code of University College London, and have reported their
Q at only one energy (90 Ryd). More recently, Zhang and Sampson”® have performed more elaborate
calculations for transitions among the (1s?) 2s22p?, 2s2p3, 2p*, 2522p3¢, 252p?3¢ and 2p33¢ configurations
of C-like ions with 9 < Z < 54 including Fe XXI. They have used the relativistic DW code but have
calculated £2 at 6 energies above thresholds only. Clearly, they have neglected the resonances which dom-
inate the threshold energy region, and whose contribution significantly enhances the values of excitation
rate coefficients, especially for the forbidden transitions, as has already been demonstrated in our earlier
work! on this ion, for transitions among the lowest 20 fine-structure levels among the (1s?) 2522p?, 2s2p®
and 2p* configurations. In this paper we report similar data for Q for transitions among the lowest 46
fine-structure levels belonging to the (1s?) 2s?2p?, 252p®, 2p? and 2522p3¢ configurations of Fe XXI.

For generating the wavefunctions, we have used the fully relativistic GRASP code®. The energy
levels and oscillator strengths have already been discussed in our earlier work?. For calculating 2, we use
the Dirac Atomic R-matrix Code® (DARC). The R-matrix boundary radius has been taken to be 2.0 au,
and 20 continuum orbitals have been included for each channel angular momentum for the expansion
of the wavefunction. This allows us to compute £ up to an energy of 480 Ryd, more than sufficient for
the calculations of excitation and deexcitation rate coefficients up to a temperature of 1.5 x 107 K. The
maximum number of channels for a partial wave is 178, and the corresponding size of the Hamiltonian
is 3574. It takes about 3 hours on the Cray (at Rutherford Appleton Laboratory) to diagonalise the
matrix for one partial wave of one parity. In order to obtain the converged £ at all energies and for all
transitions, we have to include the contribution of all partial waves with J < 36.5. Clearly, this makes

. the calculations very time consuming, and in addition there is a problem of data handling from a large
number of files, as the program (under the present limitations) cannot run for more than 10 partial waves
at a time. Although £ for most of the transitions have converged due to the inclusion of such a large
range of partial waves, there are some allowed transitions for which even this large range is not sufficient
for convergence. Therefore, to take account of this, we have included a "top-up”, based on the sum rules.

At present 2 have been computed at energies above thresholds only, so that comparisons can be
made with the available data. Detailed calculations in the threshold energy region, which is dominated by
resonances, are in progress. Therefore, the excitation rate coefficients or equivalently the effective collision
strengths, cannot yet be determined but will hopefully be available soon. In Table 1, we report 2 for
transitions among the levels of the 1s?2s?2p? configuration, at 4 energies of 100, 200, 306 and 400 Ryd. In
Fig. 1 (a —d) we compare our  with those of Zhang & Sampson 7® for 4 transitions viz. (a) 2s?2p® 3Py
- 252p° 3D}, (b) 2s22p? 3P - 2s2p® 3PY, (c) 2s22p? 3Py - 25%2p3d 3P¢, and (d) 2s?2p? 3Py - 25%2pid 1PY.
In general, the agreement between the present R-matrix and DW %78 collision strengths is satisfactory
(within 20%) for transitions with © > 0.01 (as seen in figures a and b). But for weaker transitions (as
seen in figures ¢ and d), the agreement between the two sets of {2 is within a factor of two only. Detailed
discussion on these comparisons and 2 for other transitions can be found in our recent publication®.

The work reported in this paper has been financed by the EPSRC of the UK.



Table 1. Collision strengths for transitions within the 1s?2s22p? configuration of Fe XXI.

Transition E = 100 200

300

400 Ryd

3Pp- 2P,  7.1013-3 3.6508-3 2.2101-3
3Py - %P,  1.1401-2 1.0554-2 1.0419-3
3Py - 'D,  1.2312-3 6.1485-4 3.7961-4
3Po - 1S5  1.5966-4 6.7908-5 3.6073-5
3P, - 3Py, 2.5676-2 1.9349-2 1.7004-2
3P, - 1Dy 1.2499-2 8.0616-3 6.3909-3
3Py - 1Sy 1.6812-3 7.7385-4 4.32144
3P, - Dy  3.5195-2 2.8188-2 2.5816-2
3P, -18; 4.5389-3 3.7385-3 3.5403-3
1D, - 18y 2.1277-2  2.3324-2  2.4723-2

1.4718-3
1.0459-2
2.6832-4
2.2063-5
1.5954-2
5.6173-3
2.7066-4
2.4844-2
3.4949-3
2.5687-2
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Figure 1. Comparison of present R-matrix {solid curve) and DW collision strengths of Zhang & Sampson
(1996, 1997: stars) and Bhatia et al (1987: circle) for four transitions of Fe XXI: (a) 2522p? 3P, - 252p®
3D3, (b) 2522p? Py - 252p° °P{, (c) 2572p? 3Py - 272p3d 3P3, and (d) 2572p 3P, - 2?2p3d 'PS.
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Doubly and triply excited states for different plasma sources

R. M. More! and U. L. Safronova ?
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Abstract. Autoionizing rates of doubly excited states as nin'l’ configurations with n=2-9

and n'=2-9 are calculated. Analytical expressions of decay amplitude for two-electron system
are derived. Expressions for autoionizing rates with averaging over LS are obtained for many-
electron systems. The n and ! dependence of doubly excited states as nin'l’ configurations
configurations are investigated. '

1 Introduction

Knowledge of the basic characteristics of doubly and triply excited states is often required
for solving modeling ionization phenomena in partially-ionized plasmas. These states are
usually autoionizing and have a strong effect on the radiation spectrum and plasma ion-
ization balance. Although they are sometimes omitted, autoionizing states should be
included in evaluation of the equilibrium partition function for plasma LTE (local ther-
modynamic equilibrium). Their radiative decay is accompanied by formation of satellites
to the resonance lines of ions of the next more highly charged ion and these satellites give
information useful to the diagnostics of high-temperature plasma. Decay of autoionizing
states can also affect population kinetics of excited levels and the radiation intensity of
spectral lines.

In going from atoms to ions, a number of qualitatively new physical effects contribute
to the formation of the autoionizing level spectrum. In highly charged ions as for the
inner shells of heavy atoms, the role of relativistic inercombinations increases and the
LS-coupling is a poor approximation. For ions of high Z the character of the spectrum
changes significantly: the fine structure and hyperfine splitting increase and, in addition
to dipole transitions, the higher multipoles become important. Because the autoionization
decay rate is only weakly dependent on the nuclear charge Z, the rapid rise in the radiation
width with Z can lead to qualitative changes in the behavior of cross-sections for various
elementary processes in the vicinity of resonances.

2 Decay Amplitude

A decay amplitude [1]

v(aLS, agklLS) = \f% <aLS

for two-electron system could be described in the following form [2]

> 1/ry

>3

agleS> (1)
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’YLS(Hlllﬂglg; ﬂ4l4kl3) = (-1)L_(h_‘2-”3_‘4)/2\/(211 + 1)(2l2 + 1)(2[3 + 1)(2[4 + 1)
L & L '
X\/%ﬂ(nllh ngly) Ty(—1)! [H(mh%b; nalakls) { l; lz ! } (2)

L |} L
+( 1) H(ﬂglgﬂlll,n4[4kl3){ 2 tl ! }}
4 3
where

B(nlllnglg;n4l4klg) = R[(n}_llnglg;n4l4kl3)(—1)l+(h+‘2+[3+14)/2 ( él 33 é ) ( 102 f; lO )
(3)
and n(ﬂlll,nglz) =1if 71151 f,é ng«lg and T}(ﬂlll,ﬂglg) = 1/‘\/§ if nlll = nglg.
A radial integral for decay amplitude could be defined as

o o0 ol
Ry(klynaly; nglanals) = /0 ridr, fo rldri 57 Ret (1) Bots (72) Rty (72) Roaia (1) (4)
5 ,

where R, (r) and Ry,(r) are discrete and continuos hydrogenic functions. After simple,
but cumbrous calculations, we can obtain for the radial integral [3]

2k)%1
Ri(klinaly; nalangls) = /7= trem B

4 1 (mi+d) f23Y% _2
x Hi—z (2L+1) \ (ni—;-1)! ( :) (ni)? (5)
—1 (D)™ (2041)n k=1 2\™
ot Em,_ mil {2+ 14 ma ) (ng— 1 —1—my)! ( )

x (B (kly, milima) + B (kly, nilim)

where
—iT a1 1/n2423 01 _2
B,(U(kll,n,-l-m,-) — (DT ( /n342- ) e Eorctg(kns)
) s gyt \ ©)
% L+ 1 {C{l —n4 1) (1—=?mk)” '
=0 pl1—{+{—p) [(l:—n+1—p)T(Li+n+i—l+p) \1+insk
and
(2) N 2+,+,, E+4T) =1- 1+zf (L=i4T)!
Bl (kh,n,_l,m;) z T —s) Z (1—t+P—s)!
o (BT _ )= 1_)‘+"-3 (L2+_k‘2)“ o Larctg(%)
bs+1(L_ikl3+1+l"—s 4k? (7)

I+ —s 1 L-ik\P
XXp2o T (L+z‘k)

x IC(t —n+1)2
C(ti—n+1-p)L{L +n—2—i'—I+s+p)

The following designations are used:

1 I - | 1
L=b+—,b=—+—,t=ll+i3+m3,£’=£2+£4+m2+m4,n=,—
n3 N2 My ik
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Let us demonstrate some examples.

16 [ & 342 5.0
Ry(ksls; 2525) = SV o (4+k2)46 porctas

Rl(kS].S; 2p2p) = 2—1‘%1 / 1_6_’.52’“ {(lfsz)e—%arctg%

__ 10134432k +102k% 4 8k¢ ,—Zarctel (8)
(4+k2)*

80 [k(+k) 1
3v3V 1 —e27/k (4 + k2)*

' k(1+k -2
R, {kpls;2p2s) = _-;{’\2/"5 1_(?2”}: {(1+tk2)“3 2 orctg2k

_ BL1+864k?1204k+16k5 —Farctg} (9)
(4+£2)°

ARk _z
Ry(kdls; 2p2p) = — 228, / ulter.—)gjk 7 {(1+;k2)’e Zarctg2k

2 4
_ 4074+100k*4 Bk 8—%arctg§}

128(4+k2)

2
~% m'ctg%

Ry(kpls; 2s2p) =

(10)

3 Decay Amplitude for many-electron system

The matrix elements for autoionizing rate could be derived from the decay amplitude as

DL (nydinaly; niEnblh f|nalskls) = ¥55 (nulinaly; nalskls )y (n{lnoly; nalykls) (11)

Sum over nyl kl;[LS] gives us an autoionizing widths of LS term. We will not suppose
to consider the mixing of configurations and nilinyls = njlinsl; in this approximation.
For this purpose the autoionizing rate could be calculated as

2
FLS(nlllnglg ”ﬂ4l4kl3) = [7Ls(n1lm2lg; n4l4kl3)] (12)

For many applications, it is not important so detailed data with fixed LS. It is more
convenient to use data averaging over LS. For this purpose, we have to consider the
following expression:

Yrs(2L + 1)(28 + DTL3 (nihinaly ||nglakls)

A(nqlingl lakls) = 13
(nl 1Mat2 |ITL4 4 3) ELS(2L + 1)(25 + 1) ( )
The result of this averaging is [4, 5]
A(nlllngl‘g; n3l3kl4)
=22 +1)(2 +1) 5 [m%ﬁﬂg(nllmzh; nalskls) + gy PP (malinaly; klansls) (14)

L L,
_El'{ l; l; ] }Pz(nlllnzlz;nalsklrx)Pv(mlmzlz;klmslz)

In the case of equivalent electrons, we obtain the following formula
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A(nilinid; nalskls) = ?fg;:—j;g(zzs + 1)L+ 1) % [(—Qﬁ—“a?(-nlzlnzzg; nalskly)

"Zt'{ gi i: i }Pt("’hlmqhén353k54)ﬂ'(n151n151;klmsla)} (13)

We investigate n and ! dependence of doubly excited states as nin'l’ configurations
and triply excited states as 2sninl’ configurations. Even after averaging over LSJ, we
obtain 8116 kinds of A(n linals; nalskly) and A(nilinyls; nslzkly) decay amplitudes with
n=2-7 and n'=2-7. Including configurations with n,n' equal to 8 and 9 give additional
decay amplitudes (10,340 and 20,799 respectively) for doubly excited states. We discuss
systematic features which can help to compress enormous data-set.

The probability of an autoionizing decay in a general multi-electron ion could be
derived from results for two-electron system:

(n1l1)”1 (‘nglg)m (n'3l3)”3 and (n;ll)f"l (ﬂglg)pz.

We must study two types of transitions:

(nih )P (nala)P2 (ngls)?s = (naly VP ~H(nala)P2~ (nals)Pst ke
(ﬂ1h)P1(n2£2)P‘2 = (nlll)pl_g(nglg)mﬂkf

For LS averaged autoionization decay probabilities, one obtains in the two cases:

(16)

FN [(nlh)”l (ﬂglz)p2 (n3l3)p3 = (nlii)”l_l(nglg)”_l(ngl3)p3+lk£]

17
= pLP2 (1 - ﬁ') A(nylinaly; nglsk?) (17)

and
| A [(nlh)pl (nglg)m = (mll)pl-"g(nglg)m“lcf] (]_8)

= $pip2 (1 &) Almbimly; nalokt)

where N; = 2(2l; + 1) and where A(n;linyly; n3lskf) is the two-electron decay probability.
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Abstract. _ o
Energy levels, radiative transition probabilities and auto-ionization rates for Be-like Ne (Nebt)

including 15%2pnl (n =2 -9, < 9) and 1s23'nl (n =3 - 6,1 < (n — 1)) states are calculated
by using multi-configurational Hartree-Fock (Cowan code) method. Autoionizing levels above
the 1s22s and 1s22p thresholds were considered and their contributions were computed.

The dielectronic recombination rate coefficients from Li-like Ne (Ne¥) ions to Be-like Ne (Ne*)

ions for excited states of Ne®t ions are calculated. The values for the excited states with higher
principal quantum number n are extrapolated and the total dielectronic recombination rate
coefficients are derived.

1 Introduction

In order to solve the rate equation of the populations of ions, it is necessary to include
many numbers of levels of the highly excited states for the case of dense plasma. The
population of the excited states is determined mainly by the excitation from the ground
state and the recombination from the ions at low densities. When the electron density
increases, the excitation processes from the excited states become important. In the case
of recombining plasma, the recombination to each excited state is necessary to estimate the
populations of ions. These data are also necessary to obtain the effective recombination
rate coefficients at high electron densities.

2 Results and Discussion

Dielectronic recombination (DR) is a process, which plays an important role in plasma
dynamics, and also is a subject of interest in studies of atomic structure. An increase in
ionic charge involves variation in the ratio between probabilities for radiative and radia-
tionless decay of autoionization levels and between the amplitudes of direct and resonant
transitions. [1, 2). The contribution of resonance processes, giving rise to autoionizing
states of ions, to the total charged-particle inelastic scattering cross section also increases.
A rapid increase in radiation width, (I' ~ Z*), with the autoionization probability be-
ing very weakly dependent on nuclear charge Z, may lead to qualitative changes in the
behavior of the cross section for various elementary processes. In the theoretical descrip-
tions of multiple charged ions a coherent treatment of the configuration mixing effects
corresponding to quasi-degenerate states or states with almost coinciding energy becomes
especially important [3, 4, 5].

This large interaction between 2s5g and 2p4f configurations for Be-like neon leads to
the increasing of the DR rate coeflicient for excited lines with n=5 comparison with the
DR rate coefficient for excited lines with n=4 (see Table 1). As a result, we found the
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Table 1: Mixing coeflicients for even complex states with J=4 for Be-like Ne

(259 + 2pd]) mixing _

2559 3Gy 2559 'Gy  2p4f 3Fy 2pAf 3Gy 2pif 'G,

2359 5G4 0.77263  0.41272 -0.08765 -0.45275 -0.14060

2559 ‘G4 -0.40220 0.79768 0.06781 0.15665  -0.41536

2p4f 3G, 0.43466 (3.20415 0.08621 0.81912 0.29415

2p4f 3F,  0.04346 -0.01046 - 0.98791  -0.14090  0.04597

2p4f 1G4 -0.22237 0.38820  -0.06479  -0.27562 0.84538
(2s6g + 2p5f) mixing

2s6g 364_ 2sbg 104 2})5_[ 3F4 2p5_f 3(1‘4 2p5f 1G4

2s6g °Gy 0.99719 0.03650 -0.01727 0.01731  -0.00845

2569 1Qy  -0.03655 099695  0.01139 -0.00301 -0.02276

2p5f 3G,  0.02833  0.00074  0.59892  -0.61598 = 0.30438

2p5f 3F, 0.00026  -0.00023 0.66490 0.71704 0.19656

2p5f 1G4 _-0.00138 0.03036 _ -0.36976 0.10021 0.76872

Table 2: Mixing coeflicients for even complex states with J==3, 4 in Be-like O
(2s6g + 2pdf) mixing

2569 3Gy 2pdf \Fy 2s6d3Ds  2pdf 3F:  2pdAf 3G,
2p4f °G 0.69115 -0.03309 -0.01511 -0.05538 0.70575
2p4f 3F 0.08354 -0.39332 -0.05070 0.91044  -0.02988
2p4f D -0.00082 -0.11131 0.06117 0.03844 0.00014
9pdf 1F 0.11273  0.86023 030920  0.38268  -0.03337
2s6g °G 0.70204  -0.05830 -0.02813 -0.11411  -0.69953

(2569 + 2p4[f) mixing

2569 3Gy 2s6g 'Gs 204f 3F, . 2pdf 3G, 2pdAf 1Gy
2p4f °G 0.65198 0.19352  -0.04232 0.69958 0.16240 -
2p4f 3F 0.12172  -0.06901 0.98908  -0.03944 0.02135
2pdf 'G  -0.20207  0.59252  0.04410 -0.14724  0.75046
2s6g 3G 0.68069 0.23588 -0.09142 -0.67469  -0.12992
2569 'G  -0.21535 0.73677 0.09703 0.14579  -0.61602

(257¢ + 258¢ + 2p5 f) mixing

257 3Gs  2s8g %Ga 2p5f 'Fa  2p5f 3Fy 2p5f 3G,
2p5f °G 0.02574 0.03168 0.16178 0.32840  0.92867
2p5f 3p 0.00010 0.00017 -0.33667 0.89119  -0.25599
2p5f 1F 0.00012 0.00020 0.91029 0.29225  -0.26237
2sTg 3G 0.99573 0.00256 -0.00423  -0.00857  -0.02383
2s8¢ 3G -0.00715 0.99856  -0.00522  -0.01056  -0.02920

rather complicated DR(n) distribution: DR(n=3) and DR(n=3) is large than DR(n=4)
and DR(n=6). Increasing DR(n) for n > 7 should be explained by transitions from
autoionizing states 2pnl. The similar behavior, it was observed for Be-like oxygen, but
the large interaction is happened between 2s6g and 2p4f configurations (see Table 2).
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Abstract. Detailed distorted wave calculations are presented for electron-impact ionization
of Kr'0% and Kr!'* ions and very good agreement with the experimental measurement are
obtained.

1 Introduction

Electron-impact ionization of atomic ions is one of important fundamental process both
in astrophysical and in fusion plasmas. Collisional data such as cross sections or rate
coefficients is needed for understanding and diagnostics of these plasmas (Janev 1991,
Miiller 1991). '

In fusion research, krypton has been recognised as a good candidate for spectrocopic
diagnostics of the ion temperature in the plasma edge as well as in the central plsma.
In addition, It will also contribute to the control of the radiative cooling of the plasma.
However, for krypton ions of charge q higher than 8, both theoretical and experimental
data are very scarce. The ionization cross sections of Kr'®t and Kr''* ions have been
measured by Oualim et al. (1995). Besides the direct ionization, they also observed
the obvious structure which is attributed to excitation-autoionization process. Detailed
theoretical calculation including both direct and excitation -autoionization processes has
not been carried out because of the complicated open d-shell structures of these ions. The
semi-empirical Lotz formula (Lotz 1968) that includes the direct ionization underestimates
the total cross section by 40—50%. Thus, a detailed theoretical calculation including both
direct ionization and excitation-autoionization processes is expected.

2 Computation

Calculations are carried out in the single configuration, distorted wave approximation for
electron-impact ionization of Kr!®* and Kr''* ions for incident electron energies ranging
from above the threshold to 3000 eV. The direct ionization cross sections are calculated
for the ejection of 3s, 3p and 3d subshell electrons from the ground configurations of
both Kri®* and Kr!'* ioms; the excitation-autoionization cross section are calculated
for the inner-shell excitations of the type 3p— nl (n = 4,5,6;1 = 0,1,2,3) and 35—
n'l'(n =4,51 =0,1,2,3). In addition, for Kr''* ion, the inner-shell excitation of the
type 2p— 3d, 4 I{I = 0,1,2,3) are also included. The radiative decay effect has been
investigated by carrying out explicit calculations of the radiative rates and autoionizing
rates and the effect has found to be negligible. The present results show that the direct
process dominates the total ionization cross section for the two ions and contributions -
of excitation-autoionization are about 15% and 13% of the total cross sections for Kr'0+

! E-mail :huaguo.teng@strz.uni-giessen.de
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and Kr!!* ions, respectively. The present results are in very good agreement with the
experimental measurement of Oualim et al. (1995).
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LR R

The Binary-Encounter-Dipole (BED) model [1] is a theory for the differential
ionization cross section, do/dW, W being the secondary electron energy. The model requires
realistic continuum dipole oscillator strength, df/dW, to obtain reliable do/dW, though
hydrogenic df/dW can be used to obtain accurate total ionization cross section,
On=§ (do/dW)dW, for some atoms and many molecules and radicals.

The differential cross section do/dW and the integrated cross section ¢;,, per orbital
based on the BED model [1] are given by

do (W, T) S I(Ni/N)-Z( 1, 1 )

aw  BlEu-1) [ &+ 1 \wrl t-w

+12 (Ni/N)][ (w+1)2+ (t—w)2]+N(W"'1) dw }'

7, (t)=__§_[D(t)lnt+[2—ﬂ}(l—_l_—lnt)},
mn t+u+l N t t+1

1 (e-ar/e 1 df (w)
== = dw,
_D(t) NJ'o w+l daw v

with

N[ dE(W) 4

; W.
! a dw

where T is the incident electron energy, B is the orbital binding energy, U is the orbital
kinetic energy, N is the orbital electron occupation number, t=T/B, u=U/B, w=W/B,
S=4ma,N(R/B)?, 2,=0.529 A, R=13.61 eV.

We used the relativistic random phase approximation (RRPA) [2] to calculate df/dw
for rare gases. To facilitate the integration in D(t) above, the RRPA df/dw for He was fitted
to a power series df/dw = ay*+by*+cy’+dy®, where y=B/(W+B). For He, the fitting
coefficients are; a=8.24012, b=-10.4769, ¢=3.96496, and d=-0.0445976.

The BED do/dw for He with the RRPA df/dw leads to g, for He within +5% of
reliable experiments from the threshold to T=1 keV (Fig. 1). The BED do/dW for He at
T=100 eV [3] is compared to available experiments in Fig. 2. Similar procedure for Ne
leads to ¢, within +5% of experiments for T=350-500 eV [4].

Conclusion

1. When reliable df/dw is available, the BED model can provide accurate dg/dW for
small atoms. The differential and integration ionization cross sections for He based on
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the BED model and df/dw from the RRPA are accurate to +5%, and can serve as
standard cross sections.

2. For multishell atoms, such as Ar, df/dw from RRPA may not be sufficient to get
reliable do/dW and ¢, because of inter-orbital interference in the non-dipole part of the
Cross sections.

0.5 ' .
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and Englander-Golden [5];
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Relativistic theory of electron-impact excitation of highly-charged ions

Takashi Kagawa and Takako Kawasaki
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Recently there has been growing interest in the electron-impact excitation of ions to specific magnetic
sublevels since the polarization of a radiation emitted from an excited ion has been observed in the
electron-atom collision experiment with a spin polarized electron beam and in the spectroscopic study
of emissions from laboratory plasmas. (1]

In the theoretical treatment of the excitation processes of HCI’s, various relativistic effects on the
energies and wavefunctions of a target ion, the interaction between a free electron and a target one,
and continuum wavefunctions for a free electron must sufficiently be taken into account in the theory.
However, it has been proved that rigorous fully-relativistic treatment of interaction between a free and a
bound atomic electrons based on the quantum electrodynamics (QED}) requires formidable tasks in the
evaluation of a great many number of S matrices using the many-body perturbation theory. Therefore the
Born approximation with use of a semi-relativistic two-electron interaction operator such as the Coulomb-
Breit interaction one has been developed as one of useful and practical ways in relativistic treatment of
electron-atom collision processes. In the Born procedure for the evaluation of electron-impact excitation
cross sections of atomic systems one can easily extend various nonrelativistic approximation methods
to relativistic cases. Along this line, Carse and Walker [2] and Walker [3] have given relativistic cross
sections for electron-impact excitation of hydrogenic atoms with the relativistic Coulomb Born (RCB)
and relativistic distorted-wave Born (RDWB) approximations. Zhang et.al. and his group [4, 5, 6] have
developed a computer code to calculate the RDWB cross sections for the electron-impact excitation to
a specific magnetic sublevels of HCI’s.

However, few relativistic calculations of cross sections for electron-atom scattering processes such
as the excitation between magnetic levels have so far been reported except that of Zhang et. al.. In
this case accuracy of the calculated cross sections could also be sensitive to wavefunctions used for a
target atomic system. So it is desiable to examine the reliability and limitation of the relativistic Born
approximation which can be a starting point to improve the relativistic scattering theory for various
inelastic processes in atomic systems with wide range of incident-electron energies.

In this work, we give a formula for the RDWB electron-impact excitation cross section of atomic
systems developed based on the non-relativistic DWB theory and make a computer code to calculate
RDWRB cross sections, where the relativistic configuration interaction (RCI) method [7} is used to obtain
wavefunctions for a target atomic system.

We carry out some test calculations for the electron-impact excitation cross sections and collision
strengths of H-like and He-like systems to see an accuracy of our numerical method adopted in making a
code. Calculated results of RCB cross sections for H-like atoms and integrated RDWB collision strengths
for He-like iron are compared with other theoretical ones in Table 1-3, where only the Coulomb interaction
between two electrons are taken into account in the T matrix. Our results are in good agreement with
those of Zhang et. al. in all cases listed here. Improvement of our code to obtain accurate cross sections
in various HCI’s is now in progress.

{1] Proceedings of the Japan-US Workshop and the International Semirar on Plasma Polarization Spec-

troscopy, Jan. 1998, Kyoto, Eds. T. Fujimoto and P. Beiersdorfer, Research Report of National Institute
for Fusion Science, NIFS-PROC Vol. 37.
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Table 1. Comparison of RCB n=1-2 excitation cross sections of H-like atoms by electron impact with
the impact energy of the ionization one, that is, E; = |E},] .

Z=50 Z=100
Transition j-This work { Walker | Zhang || This work | Walker { Zhang
1s — 2s 0.4439 | 0.4445 | 0.4438 0.8273 | 0.8304 | 0.8269
1s — 2py/2 0.5537 | 0.5536 | 0.5536 0.5222 | 0.5228
1s — 2pays 1.0124 | 1.0133 | 1.0133 0.5968 | 0.5974 | 0.5940

Table 2. RDWB collision strengths for electron-impact excitation from the ground state of (1s5)2(1!Sy)
to the 152 excited states in He-like iron (Z=26} with scattered electron energy E; = 70eV. '

Collision strengths

Transition - This work | Zhang et.al.
{1525)7=0[2" So) 7.295 7.687
{1s2s)s=1[2°51] 3.717 3.626
(152p) s=0[2% Pp) 2.512 2.267
(152p) y=1[23 1) 7.915 8.079
(152p) 5=2[22Ps) 11.420 10.650
(1s2p)s=1[2' A1) 21.790 21.220

Table 3. Partial RDWB collision strengths for electron impact excitation from the ground state of
(1s)°[11 5] to magneticlsublevels of M; in the (1525)[235)] state in He-like iron with various incident
electron energies in Rydberg. Upper and lower values of the collision strength for each M, are obtained
by us and Fontes et. al. [6], respectively and excitation energies are given as E,., and those in the
parentheses in reference [6]. -

Ei(Ry)
My || 55| 7o0| 900 1200 2000
(1528)5=0[2351]  Eer = 487.87(487.75)(Ry)
0 || 1101 | 0.8420 | 0.6123 | 0.4060 | 0.1888
1.078 | 0.8206 | 0.5995 |0.4051 | 0.1880
1 1.110 | 0.8422 | 0.6126 | 0.4146 | 0.1889
1.078 | 0.8206 | 0.5995 | 0.4051 | 0.1881

— 119 -



Relativistic calculation of electron impact excitation rate coeffi-
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Abstract. Collision strengths for electron impact excitation of He-like ions (S'4+, Ca'®* and
Fe?**) are calculated using the Dirac Atomic R-matrix Code (DARC) which has been developed
mainly by Norrington and Grant. The lowest 17 states and the lowest 31 states are included in
the calculation. Rate coefficients are obtained for transitions from the ground 1s? 'Sy state to
the fine-structure levels of all excited states of 1s2¢ (£ = 0, 1) and 1s3¢ (£ = 0, 1, 2) configurations.
The resulting values are comparied with the results of previous calculations.

1 Introduction

The intensities of emission lines arising from transitions in He-like ions are frequently
used to determine the electron temperature and density of a plasma, such as solar corona
and fusion plasmas. To interpret the observed data, the knowledge of the electron impact
excitation of the He-like ions are required. For very highly charged ions, it is necessary
to consider the relativistic effects.

Zhang and Sampson [1] obtained rate coefficients for excitation of He-like ions with nu-
clear charge number Z in the range 8 < Z < 74 by electron impact in the Coulomb-Born
approximation with including the electron exchange and resonance effects approximately.
Pradhan [2] reported the rate coefficients for Ca'®* and Fe?** using the collision strength
calculated by the distorted wave and the close-coupling approximation. They included in-
termediate coupling and resonance effects. Keenan et al. [3] estimated the rate coefficients
for He-like ions between F7* and Mn?** with an interpolation of the rate coefficients for
other He-like ions (0%, Mg!%*, Ca!®*+ and Fe?*). Kimura et al. [4] made the calculation
with the R-matrix method and with term-coupling coefficients to include the intermediate
coupling effects. They obtained the fine-structure collision strengths of S*+,

The most accurate treatment of the relativistic effects for the electron-ion scattering
problem is done by solving the Dirac equation (Norrington and Grant [5]). In the present
paper, we report a theoretical systematic study of He-like ions (S'*+, Ca'®* and Fe?*)
with use of the R-matrix method based on the Dirac equation.

2 Theory

Two R-matrix calculations are carried out. The first includes only the n = 1, 2 and 3
orbitals with 17 corresponding target states. The other is a more complete calculation
including the n = 4 orbitals with 31 corresponding target states. We use the computer

! E-mail : eiji@phys.miyazaki-u.ac.jp
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code DARC (Dirac Atomic R-matrix Code) of Norrington and Grant to calculate the R-
matrix on the boundary of a sphere. Integral cross sections are calculated with the partial
cross sections summed up t0 J = Jinaz (Jmee = & (4) for the 17 (31) states calculation),
when necessary, contributions from the partial waves higher than J = J,_. are taken into
account with an extrapolation.

3 Results and Discussions

Effective collision strengths are calculated for transitions from the ground 1s? 1S, state
to all fine-structure levels of the excited states of 1s2¢ (¢ = 0,1) and 1s3¢ (£ = 0,1,2)
configurations. They are obtained for a temperature range T, = (1 x 10° — 1 x 108) K
for 1%, (1 x 10°? — 1 x 10%%) K for Ca'®* and (1 x 10 — 1 x 1088) K for Fe?**, This
is the range of the largest fractional abundances of S+, Ca!®* and Fe?*t if they are in
ionization equilibrium (Arnaud and Rothenflug [6]).

prosent 31 atatos ————
Kimnra ot al. (LO0U) ----.-
Koo at nt i
Zhaug and Sampson -

10+4+0DC 1o4-07
T

Figure 1: The effective collision strengths T for the 1s? 1Sy — 152s 38, excitation of S!4+,

A comparison is made between the present result and the previous data. Figures 1
shows a typical comparison between the present results and the previous data for the
excitation of the levels 1s2s *S,. The present result agrees with the previous data, except
in the region of low temperature. The difference from data of Keenan et al. {3] and
Zhang and Sampson [1] at low temperature is due to the resonance effects. The present
calculation takes into account the states with n < 4. The discrepancy between the present
results and those of Kimura et al. [4] may be ascribed to the difference in the resonance
structure in the two sets of collision strength. Kimura et al. [4] carried out a semi-
relativistic calculation by using the LS coupling R-matrix method with term-coupling
coefficients. The present calculation is based on the fully relativistic theory. As for the
resonance structure, therefore, the present calculation should be more accurate.
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Dielectronic Recombination Rates for Iron L-shell Ions from
Storage Ring Experiments
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Gwinner?, A. Hoffknecht!, S.M. Kahn®, J. Linkemann?, A. Miiller!, R. Repnow*, A.A.
Saghiri?, D.W. Savin®, M. Schmitt*, D. Schwalm®*, and A. Wolf*

L Institut fir Kernphysik, Justus-Liebig-Universitat, 35392 Giessen, Germany
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The measurement of electron-ion recombination rates at storage rings is an active
field of modern research. With the proper choice of storage ring facility — the heavy ion
storage rings TSR at the Max-Planck-Institut fir Kernphysik in Heidelberg, CRYRING
at the Manne-Siegbahn Institute in Stockholm, ESR at GSI in Darmstadt and ASTRID at
the University of Aarhus currently devote large fractions of their beamtimes to electron
ion recombination studies — nearly any combination of ion species and charge state
can be investigated nowadays. The unique possibility of merging a cooled ion beam
with electrons in storage ring electron coolers has facilitated the exploration of many
novel phenomena in atomic collision physics such as the spectroscopy of doubly excited
states in highest Z ions where the atomic structure is determined by relativistic and
QED effects, recombination at lowest energies where an unexplained enhancement of the
experimental recombination rate beyond theoretical expectations is observed, interference
effects between dielectronic recombination (DR) and radiative recombination (RR), and
the influence of external electromagnetic fields on DR rates. The current status of these
activities has been reviewed recently’.

The potential of storage ring based electron ion recombination experiments to provide
accurate absolute recombination rate coefficients for applications in plasma and astro-
physics has been realized already long ago and up to now a large body of recombination
data has been accumulated?. Early studies concentrated mainly on the recombination of
Li-like and Na-like ions, since these ions on the one hand are simple enough to be treated
by theory with high accuracy and on the other hand provide strong An = 0 recombina-
tion channels via 2s — 2p and 3s — 3p core excitations, respectively. Today for Li-like
ions the agreement between recombination theory and experiments is on the 20% level,
i. e. on the level of the experimental accuracy. However, ions containing more electrons
are still a challenge for theory and benchmarking experiments are vitally needed as has
been demonstrated, e. g. by Schippers et al.® who for Ar-like Ti*t ions found deviations
of up to a factor 3 between experimental and available theoretical recombination rate
coefficients.

A research programme aiming at providing accurate experimental recombination rates
for the open-L-shell iron ions Fe!™ to Fe®®* is currently carried out*® at the heavy ion
storage ring TSR of the Max-Plank-Institut fiir Kernphysik in Heidelberg, Germany.
These ions are of utmost astrophysical importance since their line emission will be a
main diagnostic tool for astrophysical objects in future satellite based X-ray spectroscopic
observations. Especially large theoretical uncertainties exist for low temperature DR rates
of Fe L-shell ions which are a key ingredient in models describing photoionized plasmas
such as interstellar media around cataclysmic variables, X-ray binaries or active galactic
nucleit.
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Figure 1: The left panel shows an experimental high resolution Fe!®* recombination spectrum
exhibiting Rydberg series of DR resonances attached to several series limits. The right panel
displays Maxwellian averaged Fe XIX to Fe XVIII An = 0 DR rate coefficients. The solid line is
our experimental result with an uncertainty of less than 20% in the absolute rate. Also shown
are existing theoretical calculations by Roszman (long-dashed curve), Dasgupta and Whitney
(short-dashed curve) and the Burgess formula (short dash-dot curve). The dotted curve repre-
sents results of new multi-configuration Dirac-Fock calculations also published in Ref. 5 where
references to the other theoretical work are given and where the figures are taken from.

Our collaboration has measured DR rates of Fel™, Fe'®+ (Refs. 4 and 5), Fel%t,
Fe?™ and Fe?!* (in preparation). Measurements with Fe?>* and Fe?* ions will follow
in the near future. Already our Fe'"™" experiment! gave access to data so far neglected
in theoretical calculations yielding the contribution to the thermal rate coefficient from
DR channels involving 252p° %P3/, — 2s22p°2P, ), fine structure core transitions; they
effectively dominate the DR rate at plasma temperatures below 2 eV.

Fine structure core transitions are also important for the recombination of Fel®* ions
as can be seen in the left panel of Fig. 1. At electron ion center-of-mass energies below
20 eV the experimental recombination spectrum exhibits two series of DR resonances
due to *P,—*P; and 3P,—'D, transitions within the 2p* core. These dominate the
DR rate coefficient at low electron temperatures as shown in the right panel of Fig. 1.
Conventional theory employing only the LS-coupling does principally not account for fine
structure transitions and consequently at low plasma temperatures yields results orders
of magnitude lower than the experiment. A realistic theoretical description has to include
relativistic effects. Indeed a fully relativistic multi-configuration Dirac-Fock calculation®
is able to reproduce the experimental result within the experimental uncertainties {dotted
curve in Fig. 1). At higher plasma temperatures the existing theories differ from each other
by factors of up to 2. Our experimental result unambiguously clarifies this situation.

We gratefully acknowledge financial support by the German Federal Minister for Ed-
ucation, Science and Research (BMBF) under contract nos. 06 GI 475 and 06 HD 854.
Travel and living expenses for DWS were supported by NATO Collaborative Research
Grant CRG-950911. |
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Accurate calculations on dielectronic recombination resonances

Eva Lindroth! and Maria Tokman!

! Department of Atomic Physics, Stockholm University, Frescativ. 24, S5-104 05 Stockholm,
Sweden

Abstract. Relativistic many-body perturbation. theory is used to calculate autoionizing,
doubly excited, states in Li-like ions.

In electron-ion collisions, a free electron may be captured by an ion which 1s stmul-
taneously excited. If the excited ion subsequently decays radiatively to a bound state
Dielectronic Recombination (DR) is completed. DR is a fundamental recombination pro-
cess which has applications in astrophysics and fusion plasmas and it is also important
for studies of the structure and decay channels of atomic doubly excited states.

In recent years storage ring measurements of the DR process have resulted in high
energy resolution data as well as absolute determination of the recombination rate. For
selected systems a detailed comparison between theory and experiment can thus be done
and the effect of common approximations tested. Lithium-like systems are well suited for
such a comparison due to the relatively simple structure of both the Li-like initial ion
and the Be-like recombined ion which makes them within reach of ab initio calculations.
We have developed a method to calculate doubly excited states and DR resonances which
combines relativistic {or non-relativistic) many-body perturbation theory in an all-order
formulation with complex rotation(employed in order to deal with autoionizing states).
The method has hitherto been applied to DR of He* [1] and to a series of lithium-like ions;
Arl®t 2], C3F [3], N#t, Fé* [4], Ne™ [5] and and Kr***. The calculations are focused on
the lowest lying resonances, where the experimental accuracy is highest.

In the DR process an electron recombines with an ion through

A pem — AT L AU gy : (1)

and in the limit when Eq. 1 can be regarded as a two-step process the integrated cross
section, or resonance strength S;, can be written as

5371_2 9d Az Z Arad
S, = / . d e = Ja 1i=d s d—>s;
¢ . (6 ) ¢ 2m Ey g A® + Es Aﬁ‘fs (2)

where the multiplicity of the intermediate doubly excited state is given by gu, that of the

initial target state by ¢; and E; is the position of the resonance relative the ionization
threshold. Af,; is the transition rate into the doubly excited state d and A%, is the
radiative transition rate from state d to a state s, below the ionization threshold. If there
1s only one autoionization channel open then A?,, = A®, where A® is the autoionization
rate of state d. For light systems it generally holds that A® 3> A" and then A®A™¢/(4° +
A™?) = A", i.e. the resonance strength is proportional to the slowest decay rate of the
doubly excited state. The strength is further inversely proportional to position of the

. resonance.

1E-mail : lindroth@atom.msi.se
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In light ions the autoionization rate is usually the completely dominating decay chan-
nel; often as much as six orders of magnitude larger than the radiative channel. Since the
slowest decay rate determines the recombination strength the autoionization rate can vary
drastically without affecting the recombination strength. States which are forbidden to
autoionize within LS-coupling may have three to four orders of magnitude slower decay
rate then the LS-allowed transitions, but since the radiative decay rate is even slower this
has no effect on the dielectronic recombination rate. Calculations within LS-coupling
will thus in general miss recombination resonances. In all the studied light Li-like ions
resonances appear which can only be formed due to spin-orbit induced LS-mixing. In
C** and F®* the effect of these resonances is dramatic since some of them are situated
just above the ionization threshold of the recornbined ion and the factor 1/E,; in Eq. 2
enhance the recombination strength, see Fig 1.
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Figure 1: The calculated resonance strengths for DR of C3*, folded with the electron tem-
perature(b), can be compared with the experimental rate coefficients(a) (from Ref. [3]).
The insert shows the contributions from the individual resonances. These are due to
doubly excited states dominated by configurations 1s?2p4¢. Eleven of the twenty possible
terms based on these configurations lie above the ionization threshold and contribute to
the dielectronic recombination. The two lowest energy peaks, which are also the most
prominent, are due to the LS-forbidden resonances (2p4d)°D° and (2p4 f)!= Fe.
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SINGLY DIFFERENTIAL CROSS SECTION FOR
H(e,2e)H* REACTION PROCESS

A. C. Roy

Department of Physics, University of Kalyani, Kalyani 741235, India

Recently, Shyn [1] has reported absolute measurements of doubly
differential cross section (DDCS) for H(e,2e)H"* reaction process at incident
energies from 25 to 250 eV. He first integrated the DDCS over the angles of
the detected electron to obtain singly differential cross section (SDCS) and
then integrated again over the SDCS to get the total cross section (TCS).
The TCS predicted by Shyn, however, overestimates other existing
experimental data [2 -5} at 60 eV and higher, up to 250 eV.

In a previous communication [6] we applied the Glauber approximation
(GA) to calculate DDCS for the primary electrons for He(e,2e)He™ reaction at
incident energies of 100, 300, and 500 eV. It has been pointed out that the
DDCS predicted by the GA are in reasonably good agreement with experiment
and with the distorted-wave Born calculation (DWBA) of McCarthy and Zhang
[7] for the asymmetric geometry. The GA was subsequently applied to obtain
DDCS for H(e.2e)H"* reaction at incident energies of 100, 150, and 250 eV
[8]. The cross sections predicted by this method were found to agree closely
with those of the coupled pseudostate approximation (CPA) of Curran and
Walters [9], especially at low ejection energies. In the absence of any
experimental data, it was, however, not possible to assess the effectiveness of
the GA in predicting SDCS for H(e,2e)H* process.

In the present work we evaluate SDCS for electron impact ionization of
atomic hydrogen and compare our results with the measured data of Shyn[l]
and the corresponding cross sections of other theoretical methods. We include
in the present calculation the effect of exchange within the framework of
eikonal approximation. Table | shows the present exchange-modified Glauber
approximation (GA-EX) results for the incident energy of 60 eV. The present
method predicts a less rapid decrease of the SDCS with increasing secondary
electron energy than the experiment. A similar observation has also been made
by Konovalov and McCarthy [10] who applied the DWBA method.
Furthermore, we notice that the GA-EX cross sections are in better agreement
with experiment for the asymmetric geometry than for the symmetric case.
With the increase of incident energy. the present cross sections are also found
to agree more closely with experiment,
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TABLE 1. Singly differential cross section in units of 10" c¢m</eV for
H(e.2e)H™ process at the incident energy of 60 eV.

Ejection energy GA-EX* Experiment

(eV)

1.0 1.01 1.35
3.0 0.75 0.94
5.0 .59 0.55
8.0 0.45 0.36
10.0 0.39 0.32
15.0 0.33 0.19

‘Present exchange-modified Glauber approximation results.
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Proton impact excitation of lithium-like ions

M. McKeown, R. H. G. Reid and F. P. Keenan
School of Mathematics and Physics, The Queen’s University, Belfast BT7 INN, UK

Abstract. A close-coupling seri-classical method has been used to calculate the cross
section for proton-impact excitation of the allowed 1522528 — 1522p %P transition in Li-
like ions. It is shown that a commonly-used low-energy first-order approximation is not valid.
Results are presented for C3T + HT collisions.

In a slow collision between two positively-charged ions, the Coulomb repulsion keeps
the ions apart and so limits the coupling between the electronic states of the target ion
caused by the electrostatic interaction with the perturbing ion. If the action of this
coupling is sufficiently small, then the cross section for excitation of the target can be
calculated using the first-order formulation of Alder et al [1].

For electric-quadrupole excitation, this first-order approach at low impact-energies
has proved to be very useful, both as a basis for approximate formulations [2], and as
a means of extrapolating close-coupling results to low energies [3].

However, for electric-dipole excitation, our close-coupling semi-classical calculations
have shown that the action remains large even for very slow and distant collisions.
Figure 1 shows semi-classical excitation probabilities for a component of the 1522528 —
1s22p 2P transition in C3* + H™ collisions. There is a significant difference between our
close-coupling results and the results of the first-order theory [1}, even when the latter
is of the order of 10~2.
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Figure 1. Probability of 2528, _1/2 = 2p2?Py/a.1/2 excitation in C3% + H¥
collisions at barycentric energy of 30au. Solid curve, semi-classical close-
coupling. Dotted (highest) curve, first-order semi-classical [1]. Dashed curve,
first-order semi-classical using short-range-modified matrix elements. Long-
dashed curve, probability = 1/2.
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In our calculation, we use physically-reasonable short-range forms of the interaction
matrix elements, based on the forms for hydrogenic ions. In contrast, in the formulation
of Alder et al [1] the asymptotic forms of the matrix elements are used for all
separations. The first-order probability resulting from these short-range-modified
matrix elements is aiso shown in Figure 1. It is clear that our use of short-range-modified
matrix elements is not the main source of the discrepancy between the close-coupling
and the first-order results. ‘

The failure of the low-energy first-order approximation has dramatic consequences
for the cross section, as is illustrated in Figure 2. In the low-energy wing, our semi-
classical close-coupling results are very significantly less than the results of Laming
et al [4] who used a quantal, first-order approximation analogous to the semi-
classical approximation for electric-quadrupole excitation given by Seaton [2]. We
note, incidentally, that the discrepancy at high energies is due to our use of short-
range-modified matrix elements.
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Figure 2. Cross section for 2s — 2p excitation of C3t by proton impact. Solid
curve, semi-classical close-coupling (present). Dotted curve, first-order-quantal
based approximation {4].
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Monte-Carlo Particle-In-Cell Simulation of the Charge Exchange Process
Between Sm and Sm*

'Sun Kook Kim, Yongjoo Rhee, and Jongmin Lee

Korea Atomic Energy Research Institute, P.O.Box 1035, Yusung, Taejon, 305-600, Korea

Abstract. MC(Monte-Carlo)-PIC(Particle-In-Cell) simulation were carried out for the charge
exchange process between Sm and Sm’” in plasma. The electrostatic field was calculated using the PIC
method. For the calculation of the electric field, quadratic interpolation of macro-particle is adapted.
For the various background neutral atom number density, plasma decay phenomena are investigated.

The atomic processes in plasmas are those of the most important physical phenomena in many
real plasma systems such as glow discharges, fusion reactor, laser plasma. In low energy
plasma, which is usually encountered in an industrial situation, a lot of atomic collisions occur.
These collisions induce ionization, excitation through electron collisions with ions. The
charge exchange process, however, takes place between neutral atoms and ions. Especially the
charge exchange between a neutral atom and its ion is called resonant. For the study of a
various atomnic processes in plasmas, we have developed a simulation code that can treat
various kinds of atomic processes. In this report, the resonant charge exchange process
between Sm and Sm’ is reported.

The simulation of the charge exchange processes are usually carried out by MC(Monte-
Carlo) method{1]. This method deals with physical probability by random process using the
probability determination mechanism. When an atom and an ion collide with each other, there
is a probability to exchange an electron. This probability or the resonant charge exchange
cross-section is usually measured by experiments, but it is well known that the charge
exchange cross-section is difficult to measure when the energy of the plasma is not so high.
We adapt the model of the charge exchange process of reference [2]. From the reference [2],
the resonant charge exchange cross-section is

oI (E) = a1+ aln(%)]z,

where E is the impact energy of the ion with respect to the atom, o,= & (£;), £, = 1eV. Figure
1 shows the resonant charge exchange cross-section calculated from the above model
equation as a function of the kinetic energy of the ion.

From the above equation, we see that as the energy of an ion is low, the charge
exchange cross-section is large. We studied the density effect of the charge exchange process
using MC-PIC method. PIC method is a widely used method in plasma physics, such as the
low energy plasma processing, semiconductor simulations, and plasma display panel
~ stmulations. By this method we can include the macroscopic electrostatic force and we can
find the exact motion of the macro-particles which consist of ions and electrons. In this study
we adapt the quadratic interpolation of the macro-particle to the cell. which is a good way to
stabilize the numerical calculation of the plasmas[3]. Calculated electric field by PIC method
and SOR (Successive Over Relaxation) algorithm is shown in Figure 2. In the figure the
particle distribution is also denoted. As the density of the background atoms are large, the
charge exchange collision occurs more frequently. We studied the density effect of the
background atom quantitatively.
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When an external electric field is applied to the plasma. the plasma exhibits some
collective motion. Plasma is mobile matter that shields the external field. We studied the
characteristics of the Sm-plasma in an external electric field. When an external electric field is
applied, the plasma is decayed onto the wall, in addition to the diffusive behavior due to
binary collision. The diffusion effect for the various background density is also investigated.
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Figure 1. The resonant charge transfer cross-section according to the reference [2].

Y {(cm)

0.0

Figure 2. The calculated electric field and particle distribution.
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Cross Section Measurement of Electron Impact Dissociation
into Neutral Radicals from SF, and C,HF,O

Hirotaka Toyoda, Hironori Kanda and Hideo Sugat
Department of Electrical Engineering, Nagoya University

In microfabrication processes of semiconductor devices such as film deposition or
etching, various kinds of molecular gases are used. To understand the plasma chemistry and
to control the plasma process, various cross sections such as electron-impact dissociation,
ionization are needed for each processing gas. Amongst the various elementary processes,
dissociation cross sections from molecules into neutral radicals are believed to be one of the
most important data for modelling and simulation of plasmas, because neutral radicals play
very important roles in the plasma processes. However, only few data of neutral dissociation
cross sections have been published so far. Recently, we have developed a method for the
cross section measurement of electron-impact dissociation of molecules into neutral radicals,
which is based on the radical detection by apparance mass spectrometry. So far, this
method has been successfully applied to the measurement of the neutral dissociation cross
sections from various molecules such as methane (CH,)*", carbon tetrafluoride (CF )", silicon
tetrafluoride (SiF,)”, trifluoromethane (CHF )", octafluoro-cyclobutane (¢-C Fp)”. In this
paper, we report the absolute cross section of electron dissociation into SF, neutral radicals
from sulfur hexafluoride (SF,). Cross section of hydrofluoroether-227 1s also presented.
Both SF, and HFE-227 are used in dry etching of semiconductor material: SF is an etching
gas for metals and HFE-227 attracts much attentions, from environmental problem point of
view, as an alternative etching gas which has short lifetime in ozone layer.

Cross section measurements are made in a dual-electron-beam device combined with
a quadrupole mass spectrometer (QMS). This system consists of three compartments which
are differentially pumped with two turbomolecular pumps. The first compartment 1s a grounded
dissociation cell where a primary electron beam incident on a sample gas at energies of
E=5-200 eV and currents of 7=0.1-40 uA dissociates molecules flowing at a pressure of
107-10° Pa, and the electron is collected by a cylindrical cup (collector) of 1.2 ¢cm in
diameter and 1.6 cm in length. The second compartment is a detection cell (pressure 10°-10*
Pa) where a probing electron beam emitted from a rhenium filament at energies of £,=10-25
eV selectively ionizes radicals effusing from the dissociation cell through a 4-mm-diameter
orifice into an ionization chamber. The ionized radicals are mass-separated by the QMS, and
output pulses from a secondary electron multiplier in the QMS system are counted and
processed by a computer. The third compartment is an electron source cell at pressures of
10*-10" Pa where the primary electron beam is generated from a hot filament biased negatively
to -V,. The primary beam is injected through a 3-mm-diameter orifice along a magnetic field
of ~0.06 T provided by a pair of permanent magnets, in order to minimize the beam energy
spread and to define the beam trajectory. Pressure in the detection cell is measured by a
spinning rotor gauge, from which pressure in the dissociation cell is evaluated.

In the dissociation cell, the primary electron beam collides with molecules and creates
various neutral radicals and 1onic species. First, ions are eliminated by the positive bias (~10
eV) of the i1onization chamber and the QMS with respect to the dissociation cell. Neutral
radicals are detected using threshold ionization techniques'. Prior to the cross section
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measurement, radical signal is
measured as a function of the
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primary electron beam current
and the pressure in the SF
dissociation cell. The result 2.0 3 ‘ 0®® o®
indicates that the radical signal ... G000
is proportional to both the beam ...
current and the pressure. This 15

e

means that the radical is

. ¢
produced through single e
electron collision process and ®
that the secondary process in P

the dissociation cell is
negligible.

To determine the
absolute cross section, the
relataive cross section is
calibrated using the ionization
cross section of SF,, and
measuring the known dis-
sociation cross section into
neutral radicals from CF or N, Fig. 1. Absolute cross section of electron impact
This calibration procedure dissociation from SFg into SFy neutral radical.
includes the effect of the radical
surface loss in the dissociation cell. The mass discrimination effect of QMS is carefully
examined by measuring the ionization signal intensities of several atoms and molecules and
comparing the intensities with the published ionization cross sections. The absolute cross
section for SF, radical production is obtained to be 1.79x10"°m’ at an electron impact energy
of 100 eV. The absolute values of partial cross section for the dissociation of SF into SF,
radicals is shown in Fig.1. We estimate that the absolute uncertainty of the cross section is
+100% and the relative uncertainty is +20%, as discussed previously”. In the same way,
the absolute cross sections for neutral dissociation from HFE-227 into CF, radicals have been
obtained for the first time.

In summary, we have obtained the absolute cross section of electron impact dissociation
of SF, into SF; neutral radicals and HFE-227 into CF, neutral radicals based on the unique
radical detection technique, i.e., appearance mass spectrometry.
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Dissociation in atom and diatom collisions

Kazuhiro Sakimoto!

L Institute of Space and Astronautical Science, Yoshinodai, Sagamihara, Japan

Abstract. Collision induced dissociation and vibrational/rotational transition in He + Ha
are studied by using a semiclassical method in which one degree of freedom (i.e., relative ra-
dial motion) is described by classical mechanics and the others by quantum mechanics. In the
present semiclassical treatment, the quantum motions, i.e., the vibration, dissociation, orbital
rotation, and molecular rotation, are solved accurately without introducing any decoupled ap-
proximations. The energy dependence of the cross sections and the momentum distributions of
dissociative fragments are calculated at the total energies E < 10 eV. Also carried out is the cal-
culations using a centrifugal-sudden (CS) and infinite-order-sudden (IOS) approximation, and
the reliability of these approximations are examined.

1 Introduction

Recently, it has become possible to carry out three dimensional (3D) quantum mechanical
calculations for rotational, vibrational, and also dissociative transitions in hyperthermal
(> a few eV) molecular collisions.! However, the previous quantum mechanical 3D studies
for hyperthermal collisions assumed an infinite order sudden (I0S) or vibrational sudden
approximation. The use of the vibrational sudden approximation is limited to very high
vibrational states for light molecules such as Hy.! The applicability of the IQS approx-
imation for high energy collisions has not yet been examined sufficiently. To do that,
we must consider the rotational degrees of freedom satisfactory. However, since even the
IOS approximation requires time consuming calculations for high energy collisions, the
consideration of rotational motion becomes extremely troublesome in a fully quantum
mechanical manner.

Very recently, I have introduced a semiclassical theory to study hyperthermal molecu-
~ lar collisions. In the semiclassical method, the relative radial motion is treated in classical
mechanics, and the other motions are in quantum mechanics. In previous studies,? I have
applied the semiclassical theory to He + Hj collisions in the case that restricted (collinear,
T shaped, ---) configuration, coplanar geometry, or the IOS or centrifugal sudden (CS)
approximation is assumed. It has been shown that the semiclassical method provides a
good agreement with a full quantum mechanical one, and is very useful to gain the phys-
ical insight into the collision dynamics including some quantum mechanical natures. The
present paper carries out the calculation of hyperthermal He + H; collisions by using a
semiclassical theory, and takes the quantum motions (orbital rotation, molecular rotation,
vibration, and dissociation) accurately.

2 Results

The upper figure shows the cross sections for vibrational excitation and dissociation in

He + Hy(v = j = 0). The lower figure shows the momentum distribution of dissociative
fragments.
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Dissociative recombination and dissocaitive excitation of Hj

Hidekazu Takagi’

1 Kitasato university, School of Medicine, Sagamihare, Kanagawa, 228-8555 Japan

Abstract.

The dissociative processes in HY 4 e collision are theoretically investigated at the collision
energies between 1 eV and 12eV. The multichannel quantum defect theory is applied to the
present calculation with extending it to include the dissociative channels. A higher order effect
is taken into account by introducing ‘closed dissociative channel’. For various initial vibrational
states, the cross section of the dissociative recombination and dissociative excitation will be
shown.
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In the collision of Hf + e at
the energies between 1 eV and
12 eV, the dissociative processes
are derived from the electron cap-
ture to the infinite number of
two-electron excited states, whose
potential curves are dissociative.
These states constitute some Ry-
dberg manifolds converging to the
first excited states of HI (2po,).
Figure 1 shows potential energy
curves of these states. By ap-
plying the multichannel quantum
defect theory (MQDT) to those
Rydberg manifolds, we can an-
alytically cope with the infinite
number of core excited Rydberg
states. Using the discretized dis-
sociative wave function together
with the vibrational one, we have Figure 1. Potential energy curves of core excited Rydberg
extended the MQDT to include states in Ho. The ionic potentials are also shown for
the dissociative states[l]. the ground and first excited states.

I T 1T 1 ' LI I ] I L | | I L)

P

S
n

<)
N

Potential energy (Hartree)

S
>

“@po )

llllllllLlllllIlll

2 4 6 8 10
Internuclear distance (Bohr)

S
o

In the present MQDT calculation, we have taken into account the couplings among the
dissociaitve channels by employing virtual dissociative states, which we call ‘closed dis-
sociative channels’[2, 3, 4]. For the lowest two-electron excited states (2po,)?, we cal-
culated precise scattering matrix by solving the off-the-energy-shell Lippmann-Schwinger
equation[5]. The dissociative two-electron excited states adopted in the present calcula-
tion are the lowest one and Rydberg manifolds of the symmetries '%,,! &, 11,2 I1,, and
3T1,.. The configuration interaction strength of those states with the initial electronic state
were taken after the calculation by Tennyson[6]. ‘The interaction induced by the adiabatic
quantum defect was neglected because this was a minor contribution. The result on the
dissociative recombination (DR) and dissociative excitation (DE) is respectively shown
in Figure 2 and 3. Both these cross sections have structures depending on the initial

1E-mail : takagi@kitasato-u.ac.jp



vibrational state (v). As the vibrational state becomes higher, an outstanding peak of
the DR cross section shifts to lower collision energy, its magnitude becomes larger, and
the DE cross section tends to be larger. :
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Figure 2. Dissociative recombination cross section ~ Figure E’ Dissociative excitation cross section of
of Hf (v). The result is convoluted by the en-~ . Hy (v}.
ergy resolution of 0.1 eV.
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X-ray line polarization plasma spectroscopy: polarization database
and plasma diagnostics

Alla Shlyaptseva!, Alexander Petrashen !, Victor Kantsyrev !, Sergei Kazantsev 2, and
Ulyana Safronova ?

Y Department of Physics, University of Nevada, Reno NV 89557, USA
® DASOP-L.P.S.H. Section Meudon, Observatoire de Paris, 92195 Meudon Cedex, France
3 Department of Physics, University of Notre Dame, IN 46556, USA

Abstract. Polarization Plasma Spectroscopy provides important information about anisotropy
of processes occuring in plasmas. In particular, electron beams represent an anisotropic_exci-
tation mechanism leading to the emission of partially polarized radiation. In this work, X-ray
line polarization spectroscopy is proposed to study low- and moderate-density plasmas For
this pur , we create a new atomic database of polarization characteristics which includes
the amplitudes of the autoionization decay and degrees of polarization. We discuss the applica-
tion of these results to diagnostics of high-energy, non-Maxwellian electron beams and magnetic

field in plasmas. This work demonstrates the importance of X-ray Line Polarization in plasma
diagnostics.

1 Introduction

Polarization Plasma Spectroscopy provides information about -anisotropy of processes
occurring in plasmas. The International meeting on Plasma Polarization Spectroscopy
which was held in Kyoto in 1998 demonstrated the vitality of this new research field and
its unique applications to the plasma diagnostics. In particular, X-ray line polarization
plasma spectroscopy is a powerful new tool for the investigation of plasma anisotropy. It
can be used for diagnostics of plasmas with very different density, from a low-density to
a dense plasma. This is a multi-step problem which requires a creation of the new type
of the atomic database, the ability of appropriate theoretical modeling and experimental
monitoring of the polarization-dependent spectra.

2 Polarization radiation characteristics database for dielectronic
satellite lines

Atomic and polarization characteristics of dielectronic satellite lines of Li-, Be-, B-, and
C-like jons were calculated. MZ code (perturbation theory method) was employed to ob-
tain energy levels, radiative transition probabilities, and autoionization rates for doubly-
excited states for ions in the broad range of nuclear charge Z. Besides the total autoioniza-
tion rates, the amplitudes and partial rates of autoionization decay via different channels
were computed. Using the photon density matrix formalism, the degree of polariza-
tion of dielectronic satellites was expressed through the autoionization decay amplitudes.
Atomic and polarization characteristics were used as input data to calculate polarization-
dependent spectra of dielectronic satellites, i.e., the spectral intensity distribution of lines
associated with a given polarization state, parallel or perpendicular to the electron beam.

'E-mail : alla@physics.unr.edu



Application to the EBIT and low-density plasma sources. The polarization properties
of dielectronic satellite lines in Li-, Be-, and B-like Fe ions excited through resonant
electron capture by an electron bean were studied. Theoretical polarization-dependent
spectra agree well with experimental data collected at the Livermore Electron Beam Ion
Trap where dielectronic satellite line emission from Fe ions produced at different energies
of the electron bean was simultaneously recorded with two crystal spectrometers [1].

Application to moderate plasma density radiation sources. As the density of the elec-
tron beam increases, new channels of electron capture appear, and the atomic and polar-
ization characteristics of the satellite lines change. Using the density matrix formalism,
the polarization characteristics of dielectronic satellites of Be- and C-like Fe were calcu-
lated produced at different energies and densities of the electron beam [2].

3 Diagnostics of plasma anisotropy

X-ray line polarization is sensitive to the electron distribution function and magnetic field,
important plasma characteristics, that, in general, have not been measured adequately.
The difference in line intensities between two polarization states will yield information
on these plasma characteristics. In particular, K-shell polarization-dependent spectra of
dielectronic satellites can be used to diagnose the energy, density and directionality of the
electron beams. ‘

The influence of the magnetic field on the X-ray line polarization. A model incorpo-
rating anisotropy of the electron impact excitation and the internal magnetic field was
analyzed by means of a solution of the equation for the density matrix [3]. In the present
work, the particular case of multiply-charged Ti ions was considered when the alignment
of the excited states was created in the axially symmetric plasma source. The diagnostic
possibilities of the X-ray L-shell line polarization spectroscopy of Ti ions for estimation
of the magnetic field were studied.

Measurements of the soft. X-ray line polarization. The method is used which employed
two identical x-ray spectrometers differing only in orientation with respect to the symme-
try axis of a plasma source. Moreover, two new polarimeters/spectrometers are developed
for precise measurements of polarization characteristics of separate spectral lines or groups
of closely located lines [4].

Acknowledgements. This work was supportedrby DOE, SNL, UNR, and NSF.
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Impurity Diagnostics in the GAMMA 10 Tandem Mirror
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Abstract. We have constructed spectroscopic measurement systems in the wavelength range
from soft X-ray to visible lights, We observed absolute impurity line intensities, Doppler line
broadenings and Doppler shifts of impurity lines and time dependent radial profiles of the impurity
lines in the GAMMA 10 tamdem mirror.

1 Introduction

Impurity lines and continuum radiations in the wavelength range from visible to soft
X-ray (SX) are emitted from fusion plasmas. These emissions provide us with information of
radiation power losses, a potential formation in the radial direction and ion density profiles
which directly relate to the impurity transport in magnetically confined plasmas. Ina GAMMA
10 tandem mirror plasma carbon (C) and oxygen (Q) ions are mainly observed as impurity lines
[1-5]. We prepared two 2-D UV-visible (UV/V) spectrograph systems (2000-6700 A), time-
and space-resolving vacuum ultraviolet (VUV) (150-1050 A) and SX (20-350A) spectrographs
for impurity diagnostics.  Details of these spectrographs are shown in the previous papers [1-
5].  The two UV/V spectrograph systems are absolutely calibrated by using a tungsten ribbon
filament lump.  Absolute calibration experiments for the VUV and the SX spectrographs have
been conducted by using synchrotron radiations at the Photon Factory in the High Energy
Accelerator Research Organization. Thus, we are able to obtain the absolute intensities of
emitted-spectral lines of radial distribution. In order to obtain impurity ion temperatures, we
use the UV/V spectrograph and measure Doppler broadenings of the impurity spectral lines.
Impurity ion densities are obtained by using a collisional radiative model (CRM) calculation
code which is provided by T. Kato [6]. Radial electrostatic potential profiles are obtained by
measuring plasma rotations of variously charged impurity ions. In order to measure time
dependent impurity ion profiles in the radial direction, the VUV and the SX spectrographs are
used.

2 Experiments

_ The GAMMA 10 is a 27m long tandem
mirror consisting of a 5.6 m long axisymmetric
central cell, anchor cells for suppressing MHD
instability and axisymmetric end mirrors for
forming the plug/barrier potentials. A hydrogen
plasma in the central cell is produced and heated
by ICRH and plug potentials are produced by — wm s gm ox za o e
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the anchor cell. The VUV and the SX = o .. Rt mlelss s M
spectrographs are set on the central cell and the = . weaeanial . Wavelengib | A |
barrier cell, respectively. A typical output Figure 1: Typical observed spectrum.

- spectra of these spectrographs are shown in Fig. ‘ .

1.  Figure | (a) and (b) show the spectrum of OV (2781, 2787, 2790 A) lines in the central
cell and the anchor cell, respectively, Fig. 1 {¢) shows VUV spectrum in the central cell and
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Fig. 1 (d) shows the SX spectrum in the barrier cell. The
OV ion temperature is about 0.4 keV in the central cell and
7 keV in the anchor cell.  The cyclotron frequency of O*

in the anchor cell is equal to /4, where o, corresponds to
the fundamental cyclotron frequency of hydrogen ions.
The O* ion may be heated due to cyclotron higher
harmonic damping. We compared the measured CII line
intensity to that from CRM calculation (Fig. 2). This

shows that the C* ion density is about 2 x 10’ cm®. Time

dependent C ion radial profiles are shown in Fig. 3.
From the results of C ion behavior, we make a model of
impurity transport.  First, the impurities are emitted from
the vacuum vessel wall by the electron impact and the
charge exchange neutral particle impact and come into the
plasma during the plasma formation phase, first 40 ms
during plasma discharge.  Next, the impurities are
ionized by the electron impact, the ion impact and the

¢harge exchange. As the plasma grows, the charge states

of impurity ions are increases, and the peak region of each
state impurity moves towards the outer region. When
ECRH is on, a plug potential is made. Then, the ions,
hydrogen ion and impurity ions, are axially confined by
the plug potential. After ECRH off, the impurity ion
peaks appear in the same region as that before ECRH is on.
The impurity ions come into the plasma only during
plasma formation phase. If the impurity come there
another time sequence, the impurity ion intensity must
increase at that time. From this measurement, we

obtained the impurity ion confinement time, T.__ < 20 ms.

imp

3 Conclusion
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Figure 2: CRM calculation.
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Figure 3: C ions radial profiles.

We conclude that we have constructed the spectroscopic measurement systems in the
wavelength range from SX to visible lights. Moreover we have observed the impurity line
intensities, Doppler line broadenings, Doppler shifts by UV/V spectrograph and time dependent
radial profiles of the impurity lines by the VUV and the SX spectrographs. Then we

constructed a model of impurity ion behavior.
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Spectroscopic study of hydrogen transport in a low temperature plasma

Bingjia Xiao, Kobayashi Kazuki and Satoru Tanaka
Department of Quantum engineering and Systems Sciences
Faculty of Engineering, The University of Tokyo

Abstract: Ho spectra are modeled in a linear plasma, MAP[1]. In comparison to the
experiments, better agreements were obtained if the energy of dissociated atom is assumed ~
0.45 eV and the reflection yield is assumed lower than that predicted by current database.
There may exist high population of vibrationally excited molecules. Calculation also shows
large energy sinks which could not verified by our experiments. Probably it is overestimated
for the energy loss of electron from molecular dissociation in the current database. -

1. Experimental

The plasma column in the second chamber of MAP 1s with the size of 40 cm(length) and
~3 cm (diameter). The electron temperature is ~ 13 eV and density ~ 3. X 10"/m’. The neutral
pressure in the chamber is kept constant as 0.25 mTorr via a diffusion pump. Hat spectra at
different positions to the target were observed via a telescope and a monochromator with
resolution of 0.012 nm. All the spectra recorded show narrow broadening and the decomposed
spectra shows a component with the neutral energy less than 1 eV. Experiment also showed
strong decrease in near target region but little in the regions far from the target.

2. Numerical simulation via DEGAS 2[3.4,5].

In DEGAS 2, at given geometry and plasma parameters, neutrals are modeled in a Monte-
Carlo fashion as they encounter collisions with the plasma and the interactions with material
surfaces as well. The final results are indeed the neutral distribution solution of Boltzmann
equation. Ha spectrum can be modeled by recording the wavelength and intensity within the
observation volume (detector) according to the atomic and molecule processes.

In MAP, the diameter of the chamber is 50 cm which is much larger than that of the
plasma column (5 cm). The background pressure is almost constant in experiment. Therefore
we only perform the neutral transport calculation in the plasma column and we consider that
the neutrals escape from the plasma when they reach the plasma circumference. The
background neutrals are taken as a hydrogen molecular puff (molecular temperature was
assumed in the order of room temperature ~0.05 eV) with flux of 4.x107'/m’s.

We take into account ionization, charge exchange and recombination of H , dissociation
and ionization of H, and ion dissociation of H,". Other reactions and elastic scattering have
much small cross sections and are not considered. Hydrogen ions reflected with yield R, and
energies, E_, =R, (E, +¢) where ¢ is the floating potential taken to be ~3T,_ and the plasma
flux 1s nC where C_is the sound speed of ions which is taken to be (JA(T, +7;)/m; [5,6]. We
assume that part of the incident H (H") would be reflected as H, with the rest desorbed as H.,.
3. Results and Discussion

Modeled spectra underlying current database [8,9] are much broader than those by
experiment. This can not be explained well by geometry and plasma parameter effects. When
we assume the energy of dissociation products as 0.45 eV and reflection yield as 0.08 (20 %
of the value predicted by refl.dat[2]), good match with the experiment can be obtained (Figs.
1-2). However, neutral atoms are mainly from the dissociated atoms which in the most cases
have energies about 3 eV (Reaction A). The possible explanation of our observation is that
there may exist high populations of vibrationally excited hydrogen molecules in the chamber.
These molecules vibrationally excited can give rise to low energy atom dissociation via the
repulsive state 'bZ of H, and the states "XX and 2pc of H,". In MAP plasma, the temperature is
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~ 10 eV, which is in the turning point to provide higher probability for the electron induced
molecular excitation. Moreover, the molecules can be desorbed from the walls with the states
vibrationally excited. Also, because of the thin structure of MAP plasma, there is higher
probabilities for H, (v=0) to be vibrationally excited and escape from the plasma column
before being dissociated. This would bring about higher population of vibrationally excited H,
around the plasma which can re-enter the plasma to be dissociated. The vibrationally excited
H,, especially v>=4, can also give rise to the dissociation, H, (v>0) + e — H + H and then H'
+ H' — H which have larger cross sections (~ 2 orders) than the volumetric recombination of
H® with electrons. Because of ion temperature of MAP plasma is relatively low (less than 1
eV), this could partly contribute to the population of low energy atoms. Low energy H atoms
have shorter collision mean free path than those with high energy have. So Ha is mainly
contributed by the low energy atoms in our observations and we conclude that there is high
population of vibrationally excited H, in our case. Calculation also shows the electron energy
loss rates due to the collision with neutral is ~0.1 MW/m' which could cause an electron
temperature decrease of 20~ 30 eV and result in sirong Ha intensity decrease along the
plasma axis which can not be verified by experiment. Most probably the data [8,9]
overestimate the electron energy loss in the dissociation processes.
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Fig. I Ha spectrum Fig. 2 llustration of Hu intensity distribution.

4. Conclusions

From this study, in MAP plasma, there is high population of hydrogen neutral atoms with
low energy (less than 1 eV) and they are most possibly the dissociated products of
vibrationally excited hydrogen molecules. Reflection yield in the case of low energy ion
incidence may be much less than that predicted by the current database at least to carbon
targets. So we should pay enough attention when we perform the modeling of high recycling
low temperature edge plasma and neutral transport based on the current databases.
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Nickel (Ni)-like soft x-ray laser from various materials have been obtained suocessfully
using a slab target pumping with multiple laser pulses[1-7]. Sophisticated plasma profile
control by prepulse or multple pulse pumping technique both in transverse and axial
directions from the line focusing axis plays a significant role to produce intense x-ray
laser beams. The laser beam of 1.053 yum wavelength was focused to a line of 1.1 cm
length and 50 pum average width (FWHM) for each target as shown in Fig. 1. The slab
target at the right hand side acts as an oscillator and the target at the left hand side acts as
an amplifier. We have changed the length of the target at the left hand side. At the forward
traveling wave side, we have measured higher intensity x-ray laser beam than that at the
opposite side. The laser pulse train for pumping was composed of prepulse and a main
pulse with an individual pulse width of 100 ps. The pulse to pulse separation has been
changed from 600ps to 3 ns for optimization. The laser pulse energies were
approximately 10 J for the prepulse and 240 J for the main pulse which corresponds to
the irradiance at a line focus area of ~1X 10" and ~3X10" W/cm?, respectively.
We have performed experiments step by step in order to obtain the shorter wave}ength
lasing. The prepulse to main pulse intensity ratio of 4 % and the delay time of 1.5 ns gave
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the best result. With this delay time, measured x-ray laser signals at the forward and the
backward direction showed that the narrow and strong x-ray lasing signal was obtained at
the forward direction, while the weaker and much wider divergence beam was obtained at
the opposite side. The peak of the time integrated x-ray laser intensity and the horizontal
beamn divergence was measured with the CCD detector coupled with the grazing incidence
spectrometer as a function of the target length. The gain coefficients of the Ni-like Yb and
Hf lasing lines were 6.6 cm™ and 3.6 cm™ which corresponded to the gain length
productof 11 and 6, respectively. On the other hand, with the delay time of 600 ps and
the prepulse to main pulse intensity ratio of 4 %, the gain coefficient of Yb laser was 1
cm''. Simultaneously, we have measured ionization balance such as Ni-like and Co-like
ion abundance with a high resolution crystal spectrometer. Based on these results, we can
estimate the suitable pumping condition for the saturated water window x-ray lasers. We
also show the new pumping configurations to realize such a laser for high density plasma
probing.
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Fig. 1 Top view of the double target experiment with the x ray spectrometers. Arrows show
the pumping lasers with appropriate time delay for traveling wave pumping.
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Characterization of the soft x-ray source with elements
in the fifth period and their compounds
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Abstract. Space-resolved soft x-ray spectra from laser produced plasmas of the pure metal
and oxide compound targets of the fifth period elements such as tin and indium were
measured and compared in the spectral range of 6 to 24 nm. The bandwidth and peak
intensity of the unresolved transition array centered at 13.5-nm wavelength are dramatically
changed with the position on the plasmas, rather than with the element purity(pure metal or
oxide compound). :

An ideal source for the soft x-ray projection lithography requires efficient x-ray generation in a narrow
wavelength band where muitilayer coated mirror can be fabricated to yield high reflectivity. Laser
plasma sources produced by tin and antimony targets are regarded as an optimum choice at the 13-nm
wavelength where Mo/Si multilayer mirrors have high Teflectivity.!! Narrow and intense quasi-
continuum(unresolved transition array, UTA) overlaid on the recombination continuum is emitted
from the tin plasma near 13.5 nm. Since oxide compounds(SnO, and SnO) of tin can be manufactured
to be very fine particles with a few tens of nanometer size, a gas-mixed powder target of the oxides
may be realized. Enhanced intensity and narrowing of the UTA were obtained with the oxide powders
blowing off a gas valve filled with argon and xenon gases.”) In this paper, we intend to investigate the
physical mechanism on the enhancement and the narrowing, and thus measured space-resolved soft x-
ray spectra from pure metal and its oxide plasmas of the fifth period elements.

Spectra were produced by focusing a Nd:YAG laser of 1064-nm wavelength with a maximum
energy of 500 mJ in a 10-ns pulse width onto a planar target. Focusing power density on the target was
changed in the range of 0.7 to 3.3x10" W/cm® in order to study intensity dependence of the spectra.
Oxide powers of tin and indium were glued on a double-sided tape and compressed by hand to form a
slab target, and SnO, solid target coated on an aluminum substrate was also prepared. Space-resolved
spectra along the target normal were measured using a flat-field soft x-ray spectrometer equipped with
a toroidal mirror.” ¥ Dependence of the emission spectra on the angle between observation axis and
the target normal was also obtained using an additional spectrometer at a different measurement angle
from the former. All the spectra were taken with a soft x-ray CCD, and only one shot of the laser pulse
was sufficient for the detection.

The space-resolved spectral images and intensity distributions along the target normal are shown in
Fig. 1 for the observation angle of 90° with respect to the target normal. The bandwidth and peak
intensity of the UTA centered at 13.5-nm wavelength are dramatically changed with the position from
the target surface, rather than with plasma purity(pure metal or its oxides). This UTA is due primarily
to 4p®4d™ — 4p°4d™4f (4d—4f) and 4p®4d" — 4p°4d™*' (4p—4d) transitions in the ion stages from Sn* to
Sn™* B! At shorter wavelengths the spectra contain additional weak UTA’s from 4d™ — 4d™5f and 4d"
— 4d™'6p transitions that produce weak bands of quasicontinua down to 6 nm,® especially in the pure
tin spectra. The bandwidth of the UTA at 13.5 nm is very narrow near the target surface, and becomes
wider with the position and finally merges into background continuum far away from the target
surface. Intensities of the short-wavelength UTA’s decrease with the position, whereas the long-
wavelength shoulder of the 13.5-nm UTA increases in moving away from the target.

According to the atomic structure calculations performed by several authors, * ¥ because the 4paf
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and 4d’ orbitals have almost the same energy, the configurations 4p°4d™4f and 4p*4d™' strongly mix.
The configuration interaction causes the narrowing of the UTA, and also leads the weighted center of
gravity to shift to shorter wavelength compared with those in the absence of the mixing. In the case of
tin, the effect is complicated because the overlap of 4d and 4f increases as N decreases up to Sn* and
configuration interaction effects are greatly reduced since the energy shift depends strongly on the
dipole matrix element. The net result is that in the lower ion stages configuration interaction effects are
less important and the extent of the emission is greater than for higher stages."” The effect is most
noticeable on the long wavelength shoulder of the UTA. Since temperature and ion stage of plasmas
decrease with the position from target surface due to plasma expansion, the configuration interaction
becomes less effective and thus the bandwidth increases. _

In conclusion, the emission properties of the tin UTA at 13.5-nm wavelength strongly depend on
plasma conditions, and the variation can be investigated from the space-resolved measurement along
the target normal. Detailed atomic structure calculation and plasma hydrodynamic simulation will be
performed for further understanding of the mechanism.
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Fig. 1. Space-resolved intensity distributions of the soft x-ray emission from pure tin and its oxide
plasma. (a) emission from the pure metal target and (b) emission from SnQ, coating target, for
the observation angle of 90° with respect to the target normal. In the intensity distributions, the
position moves away from the target surface in going from A and then B to C lines : A to B
line corresponds to 144 pm in distance, and B to C line to 240 pm.
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Effects of electron-impact inner-shell ionization of Na-like ions on the linear
polarization of the (2p;},3s)J =1,2— 2p° S’ X-ray lines
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Abstract. The degree of linear polarization of the two X-ray lines (2p;!,3s)J =12 — 2p® emitted by
Ne-like Se™" ions collisionally excited by an electron beam has been calculated allowing for the
process of inner-shell ionization of Se** ions. The required cross sections for excitation and ionization
to individual magnetic sublevels were computed in a fully relativistic distorted-wave approximation.
The inner-shell ionization is found to be almost unselective in populating the different |M| sublevels
of each upper level and its inclusion can result in a significant depolarization of the two lines.

1 Intreduction

The linear polarization of X-ray line emission following collisions of highly charged ions
with an electron beam has been the subject of numerous theoretical studies during the past 15
years [1-4]. Such studies are of great interest for applications in the modeling and diagnostics
of hot laboratory and astrophysical plasmas [5] in which occur a non-thermal electron
population with an anisotropic velocity distribution. The knowledge of X-ray line polarization
is also of importance in EBIT experiments [6] for the interpretation of line intensity ratios.
Among the electron-ion collisional processes giving rise to the X-ray line emissions, only
excitation [1,3,7-10] and dielectronic recombination [2,4,11] were treated in the previous
polarization studies. The purpose of this paper is to allow for the process of inner-shell
ionization, which could make a significant contribution to the population of excited levels
particularly in non-thermal plasmas. Here we consider direct ionization of an internal 2ps,
electron of the Na-like selenium ion in its ground level (2p®3s),,,, and focus on the influence

of this process on the linear polarization of both the electric-dipole (2p3/,3s), —»2p® and the

magnetic-quadrupole (2p;.,3s), —2p® lines (labeled 3G and 3H, respectively) emitted by
Ne-like Se*** ions. |

2 Theory

Cross sections for excitation of Ne-like Se“™” ions from the ground level to individual magnetic
sublevels of the (2p3},3s),, levels were calculated by using the fully relativistic distorted-wave
code of Ref. [7]. For inner-shell ionization of Na-like Se*>* ions from their ground leve! to the
magnetic sublevels of the same levels the corresponding cross sections were computed in a fully
relativistic distorted-wave method using the basic code of Ref. [12] modified analogously to
the modifications for excitation given in Ref. [7].

For the Ne-like electric-dipole J=1->0 and magnetic-quadrupole J=2—0 lines of interest
here observed at 90° with respect to the incident electron beam, the degree of linear polariza-
tion P is related to the populations Ny of the upper M-sublevels by P = (N, ~N)/ (N, + N}),
where k=0 for J=1—0 and k=2 for J=2—0. In the present investigation we consider a low-
density beam of electrons such as found in EBIT devices. Moreover, only direct-excitation
from the Ne-like 2p°® ground level and inner-shell ionization from the Na-like 2p®3s ground
level are taken into account. In this case, Ny in Eq. (3) can be replaced with the combination
o5 +ro,, of cross sections for excitation of, and ionization ¢}, to the M sublevel , r being
the ratio of the Na-like ground-state density to the Ne-like ground-state density.

24+ -
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3 Results

Table 1 shows the results of our calculations for both excitation and inner-shell ionization
cross sections at incident electron energies between 190 and 800 Ry. It can be seen that the
excitation process is highly selective in populating the magnetic sublevels of the J=1 level.
The cross section ratio o¢ /of between the M=0 and 1 sublevels can reach value of almost 4.
For the J=2 level the M=1 sublevel is preferentially excited relative to M=2 by a factor less

than ~1.5. However, for both J=1 and 2 levels there are insignificant differences of population
between the magnetic sublevels due to inner-shell ionization.

Table 1: Cross sections (in units of 1072 c¢m?) for both excitation Table 2: Degree of linear pola-
of Ne-like Se*** ions from the ground level (2p%), (upper entries) | rization P (%) of the lines 3G
and inner-shell ionization of Na-like Se”* ions from the ground (upper C“m3§2+ and 3H (lower
level (2p®3s)1 (lower entries) to individual magnetic sublevels M ?““_:ies) oflSe 1ons fo_r Vaﬂo“csl
of the two (2p;!,3s),, levels for various incident electron energies | nctdent electron energies € an
(2p3i238),; ) o o 'g for differents values of the ratio
€. Calcula'ted threshold energies for excitation AE and ionization / | , of the ground-level ion popu-
are also given. lation Se”*/Se**.
Upper £ {Ry) £ (Ry)
level  AERy) I(Ry) M 190 250 400 800 190 250 400 800
- 1394 1502 |7.18 18.07 395 579 497 324
2p;! )
(2psi,3) 10565 18179 1 %5 1111 1547 © 1339 000 516 214 -162 27
0 5495 5636 51.19 3540 0.05 577 502 409 263
2263 1145 1640 1406 ’ -174 76 47 -29
0.10 56.0 444 349 222
2p;1,3%), 10542 18157 2 3442 1889 06584 0.1269 146 52 41 29
2251 1101 1508 131.1 0.20 52.8 36.1 272 172
| 533 2915 09138 0.1339 113 36 -38 29
23.12 1140 1617 1389 0.50 452 234 170 108
o 5963 3256 09988 0.1362 70 25 36 -29
2332 1154 1654 1415

The calculated degrees of linear polarization for the two lines 3G and 3H are presented in
Table 2 for the four incident electron energies and for several values of the parameter r, the
Se”**/Se’** abundance ratio. As seen, the inner-shell ionization process can lead to a significant

depolarization of the lines. '
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Plasma Polarization Spectroscopy
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Abstract. We have observed the polarization of impurity oxygen ion lines from the WT-3 tokamak at
Kyoto University and estimated the velocity distribution of electrons in the plasma by comparing the
experiment with the kinetic model calculation.

1. Experiment observations

The WT-3 tokamak at Kyoto University had major and minor radii of 0.65 m and 0.23 m,
respectively, and the joule heating current was 60 kA in the toroidal magnetic field of 1.5 T.
The radiation from the central chord went through the viewing window, the five-mirror
system to be focused onto the entrance slit to tailor the image of the plasma. Thus a thin beam
of light (0.4 mm x 0.1 mm) was incident from the entrance slit on the calcite plate (5.4 mm
thick) placed just behind the slit. The optic axis of the crystal was 30 degrees with respect to
the surface normal. The = -light, the electric vector of which oscillated in the troidal direction,
was the o-ray for the crystal, and the o -light was the e-ray, so that it was displaced by the
crystal vertically by about 0.5 mm. After dispersed by the grating these rays were focused onto
the CCD detector surface.
Thus we obtained the
polarization resolved
spectra. Figure | shows an
example of the image on
the surface. These are the
berylliumlike oxygen
338 (J=1) -3%P(.J=0,1,2)
lines. The weakest (1-0)
line is never polarized and
we used this line to
calibrate the sensitivities of
our detection system for
different polarized
components. we defined
the intensity as
I = 2/3(Iz+2Is) and the
longitudinal alignment as
AL = (Iz-Ia)/Ux+210),
where /- and [o are,
respectively, the intensities
of the n- and o -light.

278.tnm 278.70m 279.0nm

Wevelength oesssp

Figure 1. An example of the image on the CCD detector surface.
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We recorded the spectra in every 30 ms, and obtained 7 and AL as shown in Fig. 2, where
7 (1-2) and 7 (1-1) have been normalized by 7 (1-0).

2. Population-alignment collisional-radiative (PACR) model

We estimated the velocity distribution of electrons by a kinetic model (PACR model). In the
model, we assign the population and the alignment to each of the levels, and these quantities are
connected by the cross sections or the rate coefficients. We calculated the populations and the
alignments from the rate equations.

We assumed that the velocity distribution is expressed by different temperatures for the
toroidal direction, Ti, and the poloidal direction, Tp.

Figure 3 shows a calculation result. The intensity ratio is consistent with the experiment.
The longitudinal alignment at « =10 is roughly consistent with the experiment at 60 ms. The
. velocity distribution at & =10 is a very thin pancake like. The other experiment data, at 30 ms
and 90 ms, cannot be explained within the present assumption.
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Figure 2. Intensity ratio and longitudinal Figure 3. Intensity ratio and longitudinal
alignment fromthe WT-3 tokamak. We can alignment from kinetic model (PACR model).

see polarization in J=2to J=I and J=1to J=1.
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Absolute Calibration of Space- and Time-Resolving Flat-Field Vacuum Ultraviolét :
Spectrograph for Plasma Diagnostics -
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Measurements of spectra in the wavelength range from the vacuum ultraviolet (VUV) to soft
X-ray are important means to diagnose impurities in magnetically confined plasmas used in
fusion plasma such as a GAMMA0 plasma. Recently, a space- and time-resolving flat-field
grazing-incidence vacuum ultrarviolet spectrograph has been constructed for simultaneous
observation of spatial, temporal and spectral distributions of plasma radiation n the wavelength
range 150-1050 A. The spatial image is realized by an optical system of an astigmatic
' pinhole camera, using a short entrance slit of limited height which provides spatial resolution
and averration-corrected concave grating with variable groove spacing and image-intensified
two-dimensional detector.
Figure ! shows a schematic of the VUV Concave Grating
spectrograph on the GAMMA10. It consists gariablg Groov\e: S\Pacing)

of an entrance slit of limited height (100um X 1‘ F1950mnN 31 4.6m:};1

. 2-6mm) which provides spatial resolution, an &= Plasma N A
averration-corrected concave grating with i | 7 \ /
variable grooves (Hitachi P/N001-0464) which 3§

give a flat-field spectral output plane, and an 4
image-intensified two dimensional detector :
system. The specifications of the grating are
that a radius of curvature is 500 mm, nominal | GA i

groove density 1200g/mm, braze ang?e ??.08 ° Fig, IM;\:;[ tf:: m(:aulzhc;}sfhheo‘r\i%:?zgcctrogtaph
and ruled area 48 x 48 mm?, the incident on the GAMMA 10
angle 51°, and the effective braze wavelength

about 600 A. One can observe the upper half of the plasma with a field of view of about 25
c¢m diameter. The detector system consists of a MCP intensified image detector assembly
(Hamamatsu F2814-23P, 50 x 50 mm? ) and two image recording cameras. One is an instant
photographic camera and the other is a high speed solid state camera (Reticon MC9256) with

a fast scanning controller (C.C.D. RS-9100). The frame rate with full image size, 256 x 256
pixels, can be changed from 4 to 106 frame/s.

An absolute calibration experiment has been performed by using synchrotron radiations at
the PF in KEK (BL-11C)'. The height of the entrance slit was 6 mm. The number of
incident photons was measured just behind the entrance slit by using an XUV silicon photodiode
which had already been absolutely calibrated. The output spectral image was recorded by
using high speed solid state camera at 40 frame/s. The voltage of MCP was -1.2 kV and the
voltage of phosphor screen was 2.6 kV. Measurements were repeated for incident S.R. beam
wavelengths from 450 A to 1050 A at intervals of 50 A at the central point of the grating
along the groove direction. Output of the spectrograph was estimated by integrating intensity
of whole space of recorded image. Efficiency of the spectrograph was obtained by deviding
output of the spectrograph by a number of photons. Figure 2 shows a relative efficiency of
the spectrograph as a function of wavelength. The sensitivity of the high speed solid state
camera response against photon exposure was obtained. This experiments were carried out
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under the S polarization of the spectrograph.
The position of a peak (at nearly 550 A)
corresponds to the braze wavelength of the
grating used in this spectrograph. We were
able to observe the second order diffracted lights
of wavelength range from 300 A 10 500 A
mcident light in this spectrograph. It i is noted
that at the wavelengths above 900 A the
sensitivity of second order diffracted light of
lower wavelength is better than that of the first
order diffracted light. To handle the spectrum
at the wavelengths above 900 A on plasma
experiments, we must pay attention to the second
order diffracted light and deduct the effect of
second order diffracted light. At the wavelength
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Fig.2 Sensitivity for wavelength

under 900 A, it is probably neglected the effect of second order diffracted light so that the
reflect rate of Pt used as coating of the concave grating is quite low at the wavelengths under

400 A.

The VUV spectrograph has been placed in the central cell region of the GAMMAI0. Plasma
confinemnent is achieved not only by a magnetic mirror configuration but also by positive high
potentials at the end regions. The plug potential is produced by means of ECRH at the
plug/barrier region. The main plasma confined in the GAMMAT10 is produced and heated by
ICRF power deposition. Space- and time-resolved spectra have been obtained successfully in

40 158852-210-220msec r=100mm GAMMA 10 experiments. Figure 3(a) shows the

spectrum of the image at 10 cm radius taken by
using the high speed camera and (b) show the
spectrum at 10 cm radius after correction sensitivity
of VUV spectrograph.

We analyzed a spatially and time resolved VUV
spectrophotograph using the following procedure.
First a brightness profile for a given wavelength
interval was obtained from a space resolved spectral
image after correction of the efficiency for the
intensified system of the spectrograph and the
sensitivity of spectrograph. This procedure was
carried out along the wavelength range from 450
A 10 1050 A, of course we must consider the effect
of second order diffracted light. Next, the brightness
profile of each wavelength was transformed to an
Abel inverted profile. Then, each Abel inverted
profile was reconstructed into a two-dimensional
image. Thus, one can investigate the emissivity
profile of each spectal source in a visual way from
a spatially and time resolved VUV spectrograph.

1. Yoshikawa, M. , Yamaguchi, N. , Aota, T. ,
Ikeda, K. , Okamoto, Y. Yatsu, K. & Tamao, T.
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Spectroscopic study of Ti-like ions

H. Watanabe', C. Yamada'?, T. Fukami?, D. Kato' and S. Ohtani'”

" Cold Trapped lons Project, ICORP, Japan Science and Technology Corporation (JST), Axis
Chofu 3F, 1-40-2 Fuda, Chofu, Tokyo 182-0024, Japan
* University of Electro-Communications, Chofu, Tokyo 182-8585, Japan

Abstract. The magnetic dipole transition of (3d*) *D,-’D, of Ti-like ions have been measured for
Sb{Z=51), I{Z=53), Xe(Z=54), Cs(Z=55) and Ba(Z=56). The wavelengths of this transition were
measured to be 470.24(3), 430.33(8) nm, 413.88(7) nm, 402.14(12) nm, 393.08(18) nm for Sb, I, Xe
Cs and Ba, respectively. '

Introduction. Feldman er al. [1] calculated wavelengths of the magnetic dipole transition
of (3d") °D,-'D, of Ti-like ions for Z=42-92 by use of the multi-configuration Dirac-Fock
method. Their result shows that these lines appear in the visible region and the wavelengths
are stable with respect to change in Z. This feature is rather exceptional for an isoelectronic
series, since it is common that wavelengths decrease with increase in Z. The wavelengths of
this transition were measured for Xe, Ba, Nd and Gd [2.3,4]. The predicted Z dependence on
wavelengths reproduces experimental results, however the absolute values of measured
wavelengths are different from the prediction. We have measured wavelengths and compared
with theoretical values for Sb, 1, Xe, Cs and Ba. Some of the visible and near-UV lines of
impurity ions have been used for the purpose of plasma diagnostics. These lines may serve as
a probe for high temperature plasma in future fusion devices.

Experimental. We used Tokyo-EBIT [5] to produce and to trap highly charged Sb, I, Xe,
Cs and Ba ions. A biconvex fused silica lens with a focal length of 153.8 mm (designed at
546.1 nm) was placed at 347 mm from the electron beam axis of the EBIT and at 265 mm
from the entrance slit of a monochromator. The position of the monochromator was set on the
optical axis defined by a laser beam and slightly adjusted by measurements of light from the
EBIT. The monochromator was of the Czerny-Turner type (Jobin-Yvon HR320) with focal
length of 320 mm and f number of 4.2. The grating of 600 grooves/mm and blazed at 800 nm
was used in the second order for the 1,

Xe, Cs and Ba measurements, and that r r . ' .
of 1200 grooves/mm and blazed at 400
nm was used for the Sb measurement. - ' | S
The entrance slit was set 100 um. A =
liquid nitrogen cooled CCD camera g |2
(Princeton Instruments LN/CCD- i‘; a2
1100-PB/VISAR) was placed in the 3 Lo
focal plane of the monochromator. The g s
CCD pixels had width of 24 jtm, which - .o
corresponded to 0.055 nm in
i | 1 1 |

wavelength and were mounted in the
1100x330 array. The electron beam
energy and current were typically

about 2.2 keV and 25 mA, respectively. Fig. 1 The visible spectra of the highly
Accumulation of the signals was for charged Sb, 1, Xe, Cs and Ba ions.

380 400 420 440 460 480 500
Wavelength (nm)
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1-7 hours depending on the signal intensity.

Result and discussion. The results are shown in figure 1. The wavelength scale was
calibrated with light from low pressure discharge lamps (He, Ne, Ar, Kr, Xe and Hg). The
light was introduced from a port opposite the monochromator. We determine the center of
lines by fitting a gaussian function. The uncertainties considered are statistical uncertainty
propagated by the fitting procedure and uncertainty originating from the wavelength calibration.
Both the uncertainties are added in quadrature. The lines observed at 470.24(3), 430.33(8)
nm, 413.88(7) nm, 402.14(12) nm, 393.08(18) nm are identified as (3d*) *D,-’D, transition of
Ti-like Sb, 1, Xe, Cs and Ba ions, respectively. The line observed at 396.19(12) nm is (3d%)
‘G, 'G,, transition of V-like Xe ion according to Morgan et al. [2] and that at 436.15(8) nm
is line from Kr-like Xe ion according to Crespo Lépez-Urrutia et al [6]). The line at 402.60(9)
nm is from lower charge state ion of 1, since this line was observed at lower electron beam
energy at which Ti-like ion line disappeared. In table I we summarize the experimental
results for (3d') °D,-D, of Ti-like ions
together with previous results. Recently

500 .
' ' ' ' we calculated wavelengths of these lines
s Sb s gg‘%;“g?‘af?;f-’ by the multi-configuration Dirac-Fock
. 450 | ; o Thiswork (Th) - method (GRASP92 code [7]). We also
£ ¢  Feldmanetal [1] . ] !

3 ® Xe show this result together with that of
£ .00 o .CSB Feldman et al [1]. For Xe and Ba the
= a — .
$ °c e Nd Gd agreement between the experimental
% s " results is good. In figure 2 we compare
‘2 350 | ° . the experimental results with theoretical

ones. Theoretical results reproduce Z
| - . | dependence of the experimental ones.
300 However discrepancy of the result of
50 55 60 65 .
. Feldman et al. is rather large. Qur
Atomic number . .
theoretical result agree well with the
Fig. 2 Comparison between the experimental experimental results. The error of the
and theoretical wavelengths. calculation is reduced less than 1%.
Table |
This work (Exp.)  This work (Th.) Feldmanetal[1] Morganetal {2]  Bieber et al [4]
Sb 470.24(3) 472.91
T 430.33(8) 430.71 410.95
Xe 413887 415.64 395.25 413.94(20)
Cs  402.14(12) 402.85
Ba 393.08(18) 393.65 393.24(20) 393.239(8)

[1] Feldman, U eral, J. Opt. Soc. Am. B 8, 3 (1991)

(2] Morgan, C. A. et al, Phys. Rev. Lett. 74, 1716 (1995)

[3} Serpa, F. G. et al, Phys. Rev. A 53, 2220 (1996)

[4] Bieber, D. J. ez al, Phys. Scr. T73, 64 (1997)

(5] Currell, F. J. et al, J. Phys. Soc. Jpn 6 5, 3186 (1996)

[6] Crespo Lépez-Urrutia, I. R. e al, "N-Division Experimental Physics Annual report”,
Lawrence Livermore National Laboratory, 26 (1995)

[7] Parpia, F. A. et al, Comp. Phys. Commu. 94, 249 (1996)
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THOMSON SCATTERING MEASUREMENT
" WITH THE TOKYO-EBIT

H.Kuramoto", T.Kinugawa', I. Yamada’, C.Yamada'’ and S.Ohtani"’

1 Cold Trapped lons Project, ICORP, JST, Chofu, Tokyo 182-0024, Japan
2 National Institute for Fusion Science, Toki, Gifu 309-5254, Japan
3 University of Electro-Communications, Chofu, Tokyo 182-8585, Japan

We have observed Thomson scattering using the Tokyo-EBIT to measure the electron
beam radius and to discuss the electron motion. A Doppler shift from the Thomson
scattering spectrum was corresponded to calculation values. Also, we describe the device
and report measurements of the electron beam diameter.

We have performed Thomson scattering measurements using the Tokyo-Electron Beam
Ton Trap(EBIT). This measurement will give us important parameters of the EBIT. Especially,
knowing the density profile of the electron beam is useful for the determination of absolute
cross sections. Thomson scattering is a standard diagnostic for measuring the electron

temperature and density profiles in fusion plasmas.

The instruments of this measurement consist of a YAG laser(532nm-CW, Verdy;
Coherent) and a CCD camera(LN/CCD-1100PB; Princeton Instruments) for detection.
Alignment of the laser is used by transit and alignment of a focus of CCD camera is used by a
probe which has Imm diameter. Especially, alignment of the laser is very difficult and
important for getting a signal of the Thomson scattering. The laser light is injected on the
upper window of the trap region and we detected the signal on the horizontal view port, that
is 90 degree scattering lights. Typical conditions of the measurement are the laser power is
2W, exposure time of the CCD camera is 150 sec, beam energy is 15keV and beam current is
100mA. Also, we put a polarizer in front of CCD camera and performed experiment, that is
electron beam on/off[1]. As these results, we concluded that the observed signal is the
Thomson scattering.

We have also measured

a Thomson scattering spectrum 50;
using a set of interference filters. = 40::
Each filter has about 10nm < 30f
FWHM. Figure | shows the 2 2l
results of this experiments. The é | 0
solid curve are fitted with s
Gaussian profile. As in the ] S o
350 400 Mo 450 500

figure, central wavelength of the
spectrum is 427.46x1.67nm and
the full width of half

Wavelength(nm)
Figure 1: Thomson scattering spectral

+kuramoto@hci.jst.go.)p
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maximum(FWHM) is 34.10nm. Here, the central wavelength on relativity is given by

Aiaser
=— 1
l+v/c (

where llaser is wavelength of laser light(532nm) and v is the velocity of an electron beamn. ¢
is the speed of light. From this equation, central wavelength of the Thomson scattering
spectrum is calculated 428.03nm. This value 15 agreed with the experimental value. From
AA, we can also obtain the width of energy is 1143eV. This value is too big. Therefore, this

is for spiral motion of electron beam.

We have also measured

electron beam radius using a lens with
10X magnification. This result is
shown in the figure 2. The solid curve
are fitted with Gaussian profile. As

Intensity(a.u.)

in the figure, we obtained 35.744.7um,

o
TR
)

in good agreement with Herrmann

2O'Ill||1lllfl||lllllll!llll]lll'

03 02 01 0O 01 02 03
other EBIT experiments value of Radius(mm)

theory prediction of r=33.1um{2)] and

33.541.2um using X-ray pin-hole Figure 2: Beam image in a CCD camera.

camera[3}.

We have measured the Thomson scattering with Tokyo-EBIT. From these results of
experiments, we concluded that the getting signal is the Thomson scattering. Also, these

results of the experiments are agree with theory.
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SPECTROSCOPY. OF NEON INJECTED DISCHARGES IN THE RFX
REVERSED FIELD PINCH

L. Carraro, K.B. Fournier', M. Mattioli, M.E. Puiatti, F. Sattin, P. Scarin, M. Valisa

Consorzio RFX - Corso Stati Uniti 4, 35127 Padova, Italy
!Lawrence Livermore National Laboratory, PO Box 808,L-41 Livermore, CA 94550, USA

Neon has been injected in the Reversed Field Pinch RFX (major radius R=2 m, minor
radius a=0.46 m) during 0.8 MA plasma discharges in order to produce a peripheral
radiative layer protecting the wall from peak power flux densities that may locally reach ~
100 MW/m®. This paper reports the
observations of the Ne VI, Ne ViI,
Ne VIII lines emitted in the spectral
range 6-100 nm, that have been
simulated by a collisional-radiative
atomic model coupled with a 1-dim
impurity diffusion code [1].

The spectrum in the region 2-15 nm
has been observed along a central line
of sight by an extreme grazing
: , . incidence  vacuum spectrometer
.07 ¢ lation 1 equipped with two micro-channel-
" b} plate detectors, with a spectral
resolution of ~ 0.02 nm (FWHM).
The spectrometer has been relatively

1.0 Experiment

¢ VI x2
Ne VIl
Ne VI
Ne VIi
<

83

k]
ja
-
&)

m” 0.5 1 calibrated against an X-ray source at
] the K, lines of O, N, C, B and Be,

i )d l 1 while it is absolutely calibrated by the

53 N TR P O YOy, I P | Y O T branching ratio technique at the CV

6 8 10 12 and CVI and O VII resonance line

A [am) wavelengths. Fig. la shows the Ne
spectrum, together with the intrinsic
carbon lines, in the range 6-13.5 nm,

Fig. 1 obtained as the superposition of four

spectra measured in simtlar discharges

(n,=4 10'* m?, T,=210 eV). Several resonance lines from Ne VI, Ne VII and Ne VIII are

emitted tn the range 20-100 nm, where a flat-field quasi-grazing incidence spectrometer

(SPRED) has been used to monitor the plasma emission (fig. 2a). An absolute calibration

of the spectrometer has been obtained by the branching-ratio technique (for a limited

number of wavelengths) and by comparing some experimental carbon and oxygen lines
with their simulated values.

In the 1-dim impurity tranport code used to calculate the radial distributions of the impurity

ions {C, O and Ne) the impurity fluxes are expressed as the sum of a diffusive and an

inward convective term: I',= -D(r) V n,(r) - v(r)n,(r). The diffusion coefficient D(r) and the
convective velocity v(r) have been varied in order to simulate simoultaneously the intrinsic
impurity behaviour (in terms of the ratio between C VI Ly, and CV resonance line, of the
C V G-ratio and of the O VII resonance line intensity) and the neon spectrum. The line

intensities have been calculated by a collisional-radiative model where recently calculated
neon photon emission coefficients are included [1,2]. Fig. 3 shows the radial profiles of
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the transport coefficients used to
simulate the discharge corresponding to
the spectra reported in figs.la and 2a:
near the edge D(r) decreases from 15
m*/s to 1 m*/s (a similar behaviour was
also found for the main gas), while v(r)
increases up to 30 m/s at about

1/a=0.5. AC VILy,/CV R ratio of 1.7
and a Ge-ratio of 0.53 have been
obtained, in good agreement with the
experimental values. The corresponding
radial distribution of the neon ion
populations is shown in fig4. The
impurity concentrations allowing the
simulation of the absolute values of the
emissivities and of the experimental
plasma effective charge, total radiation
and visible bremsstrahlung are of about
3% of the electron denstty for carbon
and oxygen and 2% for neon. The final
reconstructed spectra are shown in figs
Ib and 2b, in comparison with the
experimental ones. The flat radial
profile of the neon density allows the

reproduction of the ratio (~1.5) between the Ne VIII 9.8 nm and the Ne VII 10.6 nm line.
Discharges at higher plasma electron densities and lower temperatures, corresponding to
different ratioes between the Ne lines have also been simulated with similar transport

parameters.

w
o

w
o
}

Ed
o
1

D[ms]. v [m/s]
- nN
o L=
P

-
(=]
'

f[m]

Fig.3

normalized density
o a
o .

bd
™

a
~

a

[1] Mattioli M., et al., “Experimental and simulated neon spectra in the 10 nm range from
tokamak and reversed field pinch plasmas”, accepted for publication in Physical Review E.
[2] ADAS database: see ADAS user’s manual JET report JET-IR (94) 06.
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Ar Line Spectroscopy for Diagnostics of Implosion Stability

Yoshihiro Ochi', Mitsuhiro Fukao', Tohru Kawamura', Kazuhisa Fujita', Hiroaki Nishimura',
fsamu Niki', Atsushi Sunahara', Hiroyuki Shiraga', Noriaki Miyanaga', Hiroshi Azechi',
Hideaki Takabe', Kunioki Mima’, Tatsuhiko Yamanaka', Sadao Nakai’, Randolf Butzbach’,
Ingo Uschmann®, and Echart Forster’

' Institute of Laser Engineering, Osaka University, Suita 565-0871, Japan
* Department of Electronic, Information Systems, and Energy Engineering, Osaka University
Suita 565-0871, Japan

3 Institute of Optics and Quantumelectronics, Friedrich-Schiller University, Jena, Germany

Abstract. In the direct-drive scheme of inertial confinement fusion (iCF), the hot spark formation
is critically affected by laser non-uniformities and subsequent hydrodynamic instabilities. Stability
analysis for balanced and unbalanced laser irradiation cases are described. Time- and space-resolved
x-ray spectroscopic measurements were used for diagnostics. Experimental results were compared
with post-processed hydro-code simulations by the aid of x-ray spectrum analysis code.

Fusion pellet implosions in direct-drive scheme were investigated by means of time-
and space-resolved x-ray spectroscopic measurements. Fusion pellets filled with a deuterium
fuel gas including a small amount of Ar dopant were directly irradiated with twelve beams of
intense partially coherent light extracted from Gekko XII laser system. There were two types
of implosion studies: First, experimental conditions were carefully chosen to provide
implosions that were as stable as possible, these we refer to as the "balanced" case. Second,
the energy balance was manipulated so that two specific beams, diametrically opposed to each
other, had relative energy differences. This imposes additional low-modal non-uniformity on
the pellet, and these experiments are called "unbalanced" cases. Time-, space-, and spectrally
resolved x-ray measurements were made for diagnostics. An x-ray steak spectrograph (XSS)
with a flat RbAP (100) crystal was used to observe temporal variation of the Ar K-shell
emissions ranging from 2.9 to 4.2 keV. Time resolution was 10 ps and energy resolution

'** He-B (1s>-1s3p) line. A monochromatic

including source extent was 6 eV at around the Ar
x-ray framing camera (M-XFC) was used to provide monochromatic images of Ar'®" He-f3
and Ar'"" Ly-B (1s-3p) lines in five frames each. Spatial resolution was measured to be 10 um
and spectral resolution for He- and Ly- lines were respectively set to be 19.0 eV and 34.9
eV. Time resolution and frame interval were respectively 40 ps and 50 ps.

Experimental results were compared with one-dimensional hydrocode simulations,
which were post-processed by the aid of x-ray spectrum analysis code RATION. Radiation
transport along the line of sight is properly treated by using the opacities and the emissivities
calculated by the code. Resultant temporal variations of the volume-integrated intensities of

the Ar He-8 line are shown in Fig. 1 together with the experimental results from the XSS (A).

ochi@ile.osaka-u.ac.jp
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Post-processed monochromatic He-B images together with experimental results from the M-
XFC are also shown in Fig. 2. The time origin was determined so that the onset of the
experimental signal coincide with the simulations. Here t=0 corresponds to the time when the
shock wave reached the center of the pellet. In the Fig. 1, a reasonable agreement is obtained
between the experiment and the simulation for the balanced case, although the peak intensity
is somewhat lower. In addition, the size of the emission region shown in Fig. 2 is close to the
diameter of the imploded fuel in the simulation. These agreements conclusively suggest that
the implosion dynamics are well replicated by the 1-D simulation. In another words, the
experimental hot spark was a consequence of stable convergence. The lower peak intensity in
experimental data may be caused by the remaining non-uniformity of the mode 6, originally
existing in the Gekko XII system. On the other hand, for the unbalanced case, the temporal
variations of He-B line intensity and monochromatic images do not fit to the simulations; the
signal disappears at early time of the compression and the size of it is much smaller than that
of the simulation. It is concluded that the hot spark was not formed as the 1-D simulation
predicts and was probably invaded with dense cold material from outer regions. More
sophisticated analysis with 2-D simulation code are underway by imposing plausible velocity
perturbations and displacements at the ablation front. This will provide us much useful
information to proceed the ICF research to a next step.

(A) balanced | (B} balanced

. 10
! £\ r\;—-—sim.
1o | \-sim. 8 \uer“r"émnmmm)
8: \{m'lecrhmlosim) p
s; "l ¥ .
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4; A’[L Al \ L /)r,—exp.
2F e W\
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Fig. 1 Temporal variations of the volume-integrated intensities of the Ar He-0 line
{A) balanced

simulation
(perfect
implosion})

{B} unbalanced

"800 intensity (arbitrary unit}

Fig. 2 Temporal variations of the monochromatic Ar He-B images
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X-ray spectroscopy of highly charged neonlike ions at the Tokyo electron beam ion trap

Nobuyuki Nakamura', Daiji Kato' and Shunsuke Ohtani'*
'Cold Trapped Ions Project, ICORP, JST, Chofu, Tokyo 182-0024
The University of Electro-Communications, Chofu, Tokyo 182-8585

Since the neonlike sequence has closed shell structure, its abundance in hot plasmas is
high for a wide range of plasma parameters. Therefore, the neonlike sequence can be widely
used for many kinds of applications, such as X-ray lasers and plasma diagnostics. For these
applications, systematic studies of transition wavelengths, oscillator strengths and collision
strengths in neonlike ions are strongly needed. In this paper, we present systematic wavelength
measurements for X-ray transitions from excited states with strong configuration mixing
among (2p,,"3d,) ., 2Py, 3d5,),., and (2p,,"3s),., to the ground states in neonlike Sb
(Z=51), 1 (53), Cs (55) and Ba (56) ions. The experimental wavelengths are compared to the
theoretical values calculated with the multiconfigurational Dirac-Fock (MCDF) method.

The measurements were made with a flat crystal spectrometer on the Tokyo electron
beam ion trap[1]. The X-ray transition excited by a 60 um-diam electron beam was observed
with a flat crystal spectrometer. The :
spectrometer consisted of a flat LiF P TP TP S
(200) crystal and a position sensitive 3D —
proportional counter (PSPC). In the Ba**t gy
present observations, the crystal was Ee: 7.7 keV ' grm JE F?’F
placed at 620 - 730 mm away from le: 160 mA | |
the center of the trap and the PSPC at -t
460 - 740 mm away from the crystal. Cst5+ 3D
The effective volume of the PSPC was 5
100x30x4 mm’ in which 4 atmospheric Ee: 7.4 keV 3E
pressure of PR gas (90 % Ar + 10%- le: 65 mA | _

CH,) was filled. Resolution in position
for the present PSPC was typically E2U IA
about 300 xm. The spectrometer was E2L oM

operated in vacuo (~107 torr) to avoid | ‘ ’
absorption by air. A berytlium foil with e
a thickness of 50 ym was used to 3F— 3D 434+
separate the vacuum of the EBIT (~10° “ I
torr) from the spectrometer.

Xed 3Fp— 3D 3¢

Intensity (a.u.)

Ee: 6.8 keV
) le: 100 mA
Figure 1 shows the X-ray spectra e T —

from neonlike I, Xe, Cs and Ba ions. 4200 4400 4600 4800. 5000
It is clearly demonstrated in the figure X-ray energy (eV)

that the 3D ((2p,,'3d,,),., —2p°) and

3F ((21’1,2']35);:1“*2?6_) lines become  Figure 1. X-ray spectra from neonlike I, Xe, Cs and
close, change positions and then Ba. The notations used by Beiersdorfer et al. [2] are
become far again as the atomic number indicated in the figure. Ee and Ie represent the

increases. To determine wavelengths electron energies and the currents, respectively, at
for neonlike I, Cs and Ba ions, the which the spectra were obtained. For neonlike Xe,
waveleneths for the same transitions three spectra (4250-4430, 4440-4690 and 4700-5060
, & ) : eV) were observed individually. It is noted that

mn neqnllke Xe 1ons WhICh_ WEIC  intensity ratio between different spectra cannot be
determined experimentally in the comnared.
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previous work[2] were used as
references. Wavelengths for neonlike
Sb are determined using transitions in
heliumiike Ar as references, though the
spectra for neonlike Sb and heliumlike
Ar are not shown in the figure.

The present experimental
wavelengths are plotted in figure 2 for
3D, 3E ((2p,,'3d,,),,—2p%) and 3F
together with the present theoretical
results calculated with the MCDF
method. For the experimental values
for neonlike Xe (Z=54) and La (57),
the values obtained by Beiersdorfer et
al. |2] are used in the plot. Agreement
between the experiments and the theory
is very well as seen in the figure. It is
noted that both of the experimental and
the theoretical results clearly indicate

bl
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Figure 2. Experimental and theoretical transition
energies for 3D, 3E and 3F. Solid lines represent the
present theoretical values, open circles the present
experimental values, and crosses the experimentai
values obtained by Beiersdorfer et al. [2]

that the two levels get close each other around Z=55 but avoid to degenerate. It suggests that
they are coupled through strong mixing of electronic configurations. On the: other hand, the
theoretical results show that repulsion between 3E and 3F at Z~51 is weak compared to that
between 3D and 3F at Z~55. To investigate this difference in more detail, systematic studies

“especially for Z~50 are on going.

-

1] N. Nakamura et al., Rev. Sci. Instrum. 69 (1998) 694
[2] Beiersdorfer er al., Phys. Rev. A 37 (1988) 4153
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Applications of inner-shell ionization driven by high intensity laser

K. Moribayashif, A. Sasaki’, Y. Ueshimal, and T. Tajimat?

¥ Advanced Photon Research Center, Japan Atomic Energy Research Institute, 25-1, Mii-minami-cho,
Nevagawa-shi, Osaka, 572-0019, Japan
! Department. of Physics and Institute for Fusion Studies, University of Texas at Austin, Austin, Texas
78712, USA

An application of inner-shell ionization processes driven by high intensity laser is considered. For an
inner-shell ionization x-ray laser. detailed requirements such as intensity of laser, density of target, for an
experiment is shown. Furthermote, a multi-inner-shell ionization x-ray laser with various wavelengths
are sugpested.

We have suggested high-brightness short-pulse x-ray sources driven by high intensity
lasers: Larmor x-rays are generated from the acceleration of electrons in the laser elec-
tromagnetic fields[l]. We also have shown the high harmonic generation resulting from
the interaction of high intensity laser with a thin foil. With the use of high brightness
X-Tays as a pump source, we have also suggested inner-shell ionization and hollow atom
x-tay lasers[2. 3. In this paper we study an application of muiti-inner-shell ionization
processes pumped by the high-brightness x-rays. We have considered some applicatioﬁs,
that is, (i)inner-shell tonization x-ray laser, (i1)x-ray measurement for ultrafast chemical
reactions, (ili) measurement for hollow atom spectra, and (1v)hollow atom :\:-ray laser.
We showed experimental classes for inner-shell ionization and hollow atom x-ray lasers’
and x-ray measurement of ultrafast chemical reactions in Ref.[2]

In the inner-shell ionization x-reiy laser, we have showed that Larmor x-rays are suit-
able as a x-ray pumping source[3]. Their peak intensity and eunergy spectrum are ap-
propriate for inner-shell ionization. As soon as the high-intensity (10%° W/em?, ap ~5)
short-pulse {100 fs) laser irradiates the plasma with n.e=3><_1021cm“3._ R,=5 pm, and
R;=90 um, the high brightness (10" W/cm?) short-pulse (100 fs) Larmor x-rays with
E,x=100 eV are emitted. By using Larmor x-rays for an x-ray pump source and Mg
vapor with 101 cm™? density for a target, an inner-shell ionization x-ray laser with large
[ (~300 cm™") may be realized. _

Figure 1 shows the total photon number () for the wavelength with the intensity
of I=10', 10", and 10" W/cm? of Larmor x-rays. The target material is sodium vapor

with the density of 10'/cm?®. From the single inner-shell excited state, N, remains



nearly constant for different intensity /. On the other hand, from hollow atoms, NV,

increases as | becomes larger. We also suggesled that with use of multi-inner-shell

ionization processes, an x-ray laser with various wavelengths is emitted. This may come

from the fact that x-rays with a new wavelength are produced whenever an inner-shell

jonization process occurs. Fig.2 shows the gain vs. times. The gain of about 10/cm for

all wavelengths is estimated.
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Theoretical Study of Spectral Resolved Opacity in Plasmas
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1 Introduction

The radiative properties of hot dense plasmas produced by laser irradiation play an
important role in studies of inertial confinement fusion{ICF) and X-ray lasers. They
are also used extensively to diagnose laser-produced plasmas. In recent years, with
the development of high precision diagnostic techniques[1], experimental measurements
can provide bench mark data to test the validity of LTE opacity codes. Theoretical
simulations for the absorption and emission spectra of laser-produced plasmas require
a huge number of atomic data. Using the detailed configuration accounting(DCA)
with the term structures treated by the unresolved transition array(UTA) model[2], we
present a method[3] to calculate the transmission spectra for high-power laser-produced
plasmas. Due to our fully relativistic treatment, incorporated with the quantum defect
theory to handle the huge number of transition arrays from many configurations with
high principal quantum number, we can calculate the opacities for any middle- and
high-Z plasmas with much less computational efforts. We also can conveniently identify
the dominant configurations and the detailed features of transition arrays, which are
very helpful for the diagnostic of the plasma conditions.

2 Theoretical Method

The fraction of incident radiation transmitted through the plasma is given by

I{Fw)

Flhw) = Tp(hw)

= ezp(—a(hw)L), (1)
where a(hw) is the coefficient of absorption and can be written as[3]

a(hw) = T [ZNI ot ¢ (1) + T N (ﬁw)] + N.o/ (), 2)

1

where i indicates the ionic stage, Ni:c 15 the number of ions of configuration ¢ per unit
volume, N, is the number of electrons per unit volume, which can be calculated by solve
the Boltzmann-Saha equations[3] for the case of LTE plasmas and rate equations(4
for the non-LTE case. of/(hw) is the free-free absorption cross section, which can be

calculated by the simple Kramers formula with Gaunt factor or exact numerical methods
with atomic self-consistant potentials[5]. 0¥ ,(fiw) is the photoexcitation cross section

from configuration ¢ to ¢, ai‘c(hw) is the total photoionization cross section from all
subshells of configuration c. ¢ (fiw) and Uf’, ! (hw) can be calculated with different kinds
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of method[3]. According to QDT, the photoexcitation and photoionization processes
can be treated in an unified manner. The infinite bound and adjacent continuum states
with the same angular momentum and parity can form a channel. Within a channel,
the energy-normalized matrix element varies smoothly across the ionization threshold.
Therefore, with several benchmark points, the relevant transition matrix elements from
an initial state to the final channel can be obtained conveniently by interpolation.

3 Results and discussion

Based on the method described above, we have developed a computer code to calculate
opacity for middle- and high-Z plasmas. In order to test the accuracy of our method, we
calculate the transmission spectra of Ge plasma with kT = 38eV and an ion density of
0.012g/cm®[1). The SCF energy levels database are use to investigate and produce all
important configurations inciuded in the opacity calculation firstly. Figure 1 shows our
simulation results of the Ge transmission spectra, as well as the experimental measure-
ments and the numerical simulation of STA method[1] for comparision. Qur theoretical
results are in general agreement with the experimental data and the simulation of STA.
We also trace out the originality of the transmission spectra structure, which are la-
belled in Fig. 1. Here it should be noticed that the self-consistant potential are used
in our calculation without any adjustment. Therefore, our method (DCA/UTA, the
atomic data calculated by self-consistant potential} can provide LTE opacity data with
adequate accuracy.
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Comparison of the transmission spectra for Ge. Solid line: present results
(DCA/UTA); dot-dashed line: STA results[1] ; dotted line: experimental data[l].
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Ionization processes in overdense plasmas produced by subpicosecond pulse lasers
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Recently, plasmas produced in ultra intense short-pulse laser irradiated solid targets became
objects for experimental study [1,2). Such plasmas can be ultimate coherent VUV and
incoherent multi-keV X-ray sources 3], y-ray [4] and positron [5] sources, and also multi-
MeV multiple-charged ion emitters [6].

The laser absorption rate, dynamics and kinetics of plasmas irradiated by intense laser hght'
are strongly dependent on plasma ionization. In the case of slub targets, plasma parameters as
the electron density and temperature are dominated by the heat transfer into the plasma [7]
while in the case of foils, they arc steered by the emission of energetic ions. In the present
paper we study the effect of transient plasma ionization, including collisional, optical and
plasma-induced field ionization, on multiple-charged-ion emission from thin targets and
consequent effect of the ion emission on plasma parameters afier the laser pulse.

Usually in long pulse (>100 ps) laser-produced plasmas, electron inelastic collisions dominate
the ionization. In the slab targets, in spite of hot electrons, produced by the intense pulse laser,
cannot jonize plasma efficiently, the electrons from the return current, which compensates the
direct current of hot electrons, having much less energy collisionally ionize the plasma. The
Ohmic heating due to the return current, which is determined by plasma ionization, along with
inelastic collisions is the main channel of electron energy loss [7]. However, in the case of thin
targets irradiated by an ultra-intense pulse laser, the plasma electron lose their energy to ion
acceleration because of the heat transfer and radiation reduced. Moreover, n such a plasma,
being overheated rapidly up to 100 keV, highly charged states are not produced within the
pulse duration because the collisional ionization time increase as 1, T2 Since the rate of
collisional ionization is proportional to the density, the ionization occurs only in high density
bulk plasma before the expansion which also lead to a rapid decrease of the rate. In the corona
plasma the rate is negligibly small. In the case of an intense pulse laser the optical field
ionization (OFI) gets important in the plasma on the front surface of a foil. lons are conti-
nuously ionized by the laser. On the other hand, we find that in the rear surface the field
ionization becomes significant if the thickness of the foil is less than the hot electrons excursion
length. The hot clectrons accelerated inward the bulk plasma by the ponderomotive force
produce the electrostatic field on the foil surfuce. This field cun be as strong as the laser [8]
providing efficient field iomzation.

We apply a relativistic particle-in-cell method including plasma ionization in the framework
of the average 1on model to simulate the dynamics and kinetics of the multiple-charged 1on
plasma produced from an intense-pulse laser irradiated thin target. The details of the methed
can be found in Ref. [6-8].

The effect of optical and plasma induced field ionization is shown in Fig.| for Al and Ti foils.
The four regions in the plusma can be recognized in Fig.la: skin layer, plasma bulk, rear and
front of the foil. In the skin layer both the OFI and collisional jonization are important while in
the plasma bulk the collisional ionization is dominant leading 1o an uniform spatial charge
distribution, Al*Y. Tons accelerated backwardly, to the laser heam, are further 1onized by the
laser field up to Al*19- A2 states. In the rear side of the foil, the significant plasma 1enization
1s produced by the hot electron induced field. As the field strength is weaker than that of the
laser, the onization is slower. 1f the field onization is excluded, the distribution of 1on charges
is dominated by collisional 1onization which has a smaller rate in the plasma. The collisional
wnization rate in the piasma bulk of a Ti foll, in contrast to a Al fod, 1s faster than the field



ionization rate because of higher electron density. However, the field ionization significantly
increases charges of accelerated ions up to Ti*!5-Tit'6. The ions are not fully ionized (z=22)
even in the bulk plasma because of a collisional ionization rate decrease with the plasma
temperature.

The temporal evolution of the plasma parameters after the laser pulse is shown in Fig.2 for
100 nm Al foil. Being heated by the laser up to 20 keV, the plasma electrons rapidly convert
their energy to ions. The electron temperature significantly decreases already after (.25 ps. At
t=0.75 ps more than 95% of laser energy absorbed by electrons is converted to ions. Due to
rapid expansion the Al plasma does not reach the full ionized state even in the bulk.
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A theoretical study on high harmonic generation
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Abstract. We study influences of an atomic potential and the shape of external laser pulse
on high harmonic generation(HHG) by solving 1-D Schrédinger equation with a model potential
that satisfies scaling property, We see how harmonic spectrum is affected by potential depth,
especially by considering a deeply bound ground state of which the tunneling probability is very
small. We perform Fourier transform of the input laser fields of several forms to see how external
field without atomic potential influences HHG. We find that a rectified sine-squred pulse. albeit
artificial, generates even orders of harmonics without atomic potential while it produces both
even and odd orders of harmonics in the presence of atomic potential,

1 Introduction .

HHG is now relatively well understood both experimentally and theoretically. In the-
ory, the semiclassical “recollision” picture explains most of the important experimental
features including a plateau and a cutoff {1, 2|. However these general features are repro-
ducible even in the two-state model where no ionization occurs [3;. This is mainly because
the atomic potential is less important than the external electric field for highly energetic
electrons which can produce higher order harmonics. However the atomic potential is not
negligible for lower order harmonics and it can be an important factor in this region [4].

We present the calculation results of HHG spectra for various atomic and laser pa-

rameters to study the differences between the effects by atomic potential and by external
field.

2 Results and discussion

Solving time dependent Schrédinger equation(TDSE) is now the most common numerical
method for studying HHG. We also solve TDSE using the 1-D soft-core model potential:

~Z
Jla/z2) -+t

where Z is an atomic number and « is a parameter that determines the energies of the
eigenstates; a set of parameters {Z = 1, «” = 2} supports the ground state energy at —0.5
a.u. as In the hydrogen atom. The form of the above potential is chosen to satisfy the
scaling property. We calculate HHG spectra for Z = 1,2, and 3 for external laser pulse
with sine-squred envelop. The results are alinost identical, which implies the validity of
this calculation.

For Z = 2 or 3 but with fixed laser parameters {for example, A = 527 nm, [/ =
5.5 x 10" W/cm?) we see suppression of HHG spectrum in the lower order harmonics
followed by the spurious but reproducible rising of higher order harmonics. We are not
sure at this time of this result even though it resembles harmonic spectrum of He* by

Vie) =
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J. B. Watson et al. [5} Note that this is not the region where the “recollision” picture is
applied.

We also calculate HHG for half wave rectifier and full wave rectifier that have only
even orders components except the fundamental frequency when it is Fourier transformed.
Fig. 1 (a) shows the shape of the half wave rectifier of sine-squared pulse. Then the aver-
aged position of electron shifts to one side, opposite to the shape of this pulse. Fig. 1 (b)
is the spectrum calculated from the dipole acceleration. where both even and odd order
harmonics are shown in the lower orders while only even orders peaks are shown for the
higher orders. that is nothing but the result from the external field only. We may suggest
that we can generate not only odd orders of harmonics but even orders of harmonics once
we know how to shift average position of the electron cloud.
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Figure 1: (a} half wave rectifier of sine-squared pulse (b) harmonic spectrum.
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Gain characteristics of innershei! L,-M, transition in Ti
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Abstract. "X-ray laser schemes are described in which the Coster-Kronig Auger-process is the
dominant lower level decay mechanism. Such systems have inherently short lower level lifetimes and it is
shown that under certain conditions they can be inverted with excitation by energetic electrons as well as
X-rays.

1. Introduction

The recent advances in 10-fs-range, high-peak-power lasers have renewed interest in developing
keV X-ray lasers based on inner-shell atomic transitions[1-8]. I’ it were possible to create an
inner-shell population inversion via atomic processes involving electrons only, then photo-
jonization pumped X-ray laser schemes based on the same transitions would be less sensitive to
secondary electron collisional filling of the lower state, require less demanding X-ray pumping
conditions, and result in inversions which could be maintained longer, compared to equivalent
photo-inner-shell ionization pumping schemes for K[ transition. Coster-Kronig or super Coster-
Kronig decay can be significantly larger than those of the next deeper vacancy states, i.e. the
potential upper state of a lasing transition. As pointed out in Ref. 4 and 5, for selected states in
numerous atomic systems in which the lower state decay 1s mediated by Coster-Kronig or Super-
Coster-Kronig decay while the upper state is not, a transtent, femtosecond time-scale inversion
can be achieved. As mentioned above, photo-ionization pumped inner-shetl X-ray laser schemes
using these transitions will benefit from this concept because the additional rate out of the fower
state can overcome secondary filling processes.

2. Pumping by electrons

For appropriately chosen atomic species and transitions, the population inversion between
inner-shell hole states can be created by electron collisional ionization only — a situation which
has previously been considered impossible. We have reviewed radiative and non-radiative decay
rates from inner-shell vacancies in elements up to Z=90 To study the population dynamics, we
have numerically solved the rate equations for the populations of the states of interest when
neutral atoms are 1onized by a short, intense electron pulse. Computer simulations show that
among these transitions the L;M, transition for Z=22 to 32 1s the most robust to detrimental
collisional processes. Transtent population inversion with a maximum value of 2.4x10" cm™ at
3.09 nm wavelength in Ti could be achieved for an .electron puise of 5 fs (Figure 1).

3. Pumping by photons

Photo-ionization inner-shell pumping schemes will also benefit from the usage of this type of
transition. To investigate the performance of the gain on the L.M, transition by photo-pumping, a
population kinetics code has been developed. Populations are caiculated only for the single
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vacancy states. Double vacancy states are considered to include the decay channels from the
single vacancy states such as photo-ionization, electron collisional 1onization, Auger and Coster-
Kronig and to calculate the electron energy distribution. Radiation source is a monochromatic or
black-body source. In the case of monochromatic source, the Gaussian pulse shape of an
incoming photon flux is assumed. The calculations were done for the case of Ti. Gerr 15 the
difference between the gain on the L,M,; transition due to inversion and absorption on L,M; due

to neutrals: Ger = Giny —

G (absorption by neutral). Figure 2 shows that the effective gain

changes dramatically when the pulse duration (FWHM) is below 20 fs. This calculation is done _
for monochromatic source at 470eV and the total photon flux delivered at 1.4x 108 photons /

2
cm .
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Collective Effects in the Transient Plasma formed by Multiphoton
Ionization of Deuterium Atoms by a Pulsed Laser Beam
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Abstract. A transient laser plasma is formed by multiphoton ionization of deuterium atoms with a
pulsed laser beam. A laser beam of 243 nm is used, so that the photoionization is resonant with the
metastable 2s state of deuterium. Collective effects in the plasma affect the spatial and temporal
distribution of the photo-electrons and the ions. Measurements of the time-dependent yields of ions
and of metastable atoms are compared with a fluid-dynamics model based on the Boltzmann transport
equations.

1 Introduction

This project involves a study of the transient plasma produced by three-photon ionization of
deuterium atoms. We use a pulsed laser beam with the wavelength tuned to 243 nm,
pulsewidth 13 ns, and maximum intensity 200 MW/cm?, produced by an excimer-pumped dye
laser (Lambda Physik LEXTRA + LPD 3002). Inside a vacuum chamber the laser beam is
crossed with a beam of deuterium atoms produced by a radio-frequency discharge source.
Atoms that simultaneously absorb two photons are excited to their metastable 2s state, which
can be ionized if a third photon is absorbed.

An extraction electric field is turned on in the interaction region, so that the ions are
accelerated towards the ion detector, and the metastable atoms are quenched. When quenched
the metastable atoms decay by emission of a Lyman-alpha photon which is detected by a
photon detector. A detailed description of the experiment is given in [1].

At high laser intensities many atoms are ionized during the laser pulse, and a transient plasma
of photo-electrons and ions is formed at the spot where the laser beam intersects the atomic
beam. During and shortly after the laser pulse collective effects depending on the mutual
interaction of the electrons and the ions affect the spatial and temporal distribution of the ions.
As a result the time-dependent yields of ions and of metastable atoms are modulated by the
interplay of two processes: (i) the multiphoton ionization of the atoms, and (ii) the collective
effects in the plasma.

Multiphoton ionization of deuterium presents an ideal situation for the study of this
interplay. Deuterium is almost the lightest element and therefore deuterium ions are very
susceptible to the collective field, and the near-degeneracy of the 2s and 2p states makes that
the resonant multiphoton ionization is affected by the Stark mixing of the 2s and 2p states in
the collective field.

2 Theoretical model

The space-time behaviour of the jons and the electrons produced in the multiphoton process is
modelled by using a fluid-dynamics description [2] of the coupled motion of the ions and
electrons based on the Boltzmann transport equations. This model includes the production of
ions and electrons by photoionization during the laser pulse. The motions of ions and
electrons are calculated in a perpendicular intersection of the laser beam and assuming radial
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symmetry around the axis of the laser beam. Although this approximation is strictly valid
only in the absence of the extraction field, the model reproduces the observed features of the
measurements very well.

We are presently working on improvements in the theoretical model. In [1] rate equations
were used to describe the photoionization process. The present model incorporates a four-
level density matrix description of the atom in the laser field. This formalism includes the
1812, 2811, 2p12 and 2p;. levels, the Rabi frequency for the two-photon transition [3], the 2s-
2p Stark coupling due to the collective field, the AC Stark shifts, and Lyman-alpha decay. In
the present model the fluid equations describing the space-time evolution of the electron and
ion densities are solved simultaneously.

3 Experimental results

In the experiment (see [1]) the ion yield, ion time-of-flight spectra and the Lyman-alpha
signal vs. time are measured as a function of laser intensity. Each set of experimental
measurements is performed twice, once with the extraction field present during the laser
pulse, and once with the extraction field switched on shortly immediately after the laser pulse.
All measurements are compared with theoretical calculations.
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Figure 1: A measured ion time-of-flight spectrum — compared with a calculated profile ---. The

collective effects in the laser plasma are the cause of the width of the profile and the modulations in
the ion yield (see text). The theoretical profile does not take into account the finite opening angle of
the ion detector.

Figure 1 shows a typical ion time-of-flight spectrum (laser intensity 195 MW/cm?, extraction
field present during the laser pulse). Both the early arrival of the ions in the first peak and the
width of the profile are the result of collective effects. In the absence of colilective effects at
very low laser intensities only a single ion peak is observed at 670 ns. The modulations in the
ion yield are due to the coupled motion of the electrons and the ions in the plasma. The
calculated profile shows similar oscillations; they are only obtained by including a full
description of the electron motion into the plasma model.

Measurements are in progress to observe ion and metastable yields as a function of the
laser intensity, the target density, and the laser wavelength near the two-photon resonance.
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Atomic and Molecular Data Activities at NDC/JAERI

Toshizo Shirai
Nuclear Data Center (NDC), Japan Atomic Energy Research Institute (JAERI)
Tokai-mura, Ibaraki 319-1195, Japan

The NDC/JAERI is a member of the international atomic and molecular (A-+M) data center
network for fusion, coordinated by the International Atomic Energy Agency. In this poster we
introduce our Evaluated Atomic and Molecular Data Library (JEAMDL) developed in
collaboration with the JAERI Research Committee on A+M Data and with researchers of ORNL
and NIST under the US-Japan fusion cooperation program. JEAMDL comprises databases of
collision cross section data and of spectroscopic data. We bnefly summarize these two databases
below.

Collision Cross Section Database

The data compilations published so far as the JEAMDL series for fusion research are for
charge transfer of hydrogen atoms and ions colliding with gaseous atoms and molecules [1] and
metal vapors [2), for state-selective-electron capture in collisions of C** and O with atomic
hydrogen [3], and for collisions of H, H,, He, and Li atoms and ions with atoms and molecules [4].
In order to facilitate the extraction of numerical data, analytical least-squares fits has been made to
the recommended cross sections. The functional forms used for analytic expressions are those
proposed by Green and McNeal [5] semi-empinically and modifications of them. The use of such
expressions allows one not only to interpolate but also extrapolate the data to some extent in
contrast to polynomual fits.  All the results for 603 kinds of collision processes are available from a
homepage of the NDC/JAERI (http://wwwndc tokai jaen.go jp/JAEMDL/index htmt) (see also the
figure at the bottom).

Semi-empirical scaling formulas were obtained of the cross sections for single-electron
capture [6] and ionization [7] in collisions of multiply charged ions with H, H;, and He. However,
more accumulation of experimental data are needed to establish the low-energy behavior of the
Cross sections.

Recently, analytic expressions have been made of the cross sections for many different
processes in collisions of H', H,", Hy", H, H;, and H with hydrogen molecules in the energy range
below 100 keV [8] by using the recommended data of Phelps [9]. The data compilations of
collision processes of molecules (hydro-carbon, H;Q, CO, CO; ) by electron impacts [10] will be
revised with recent experiments in 1990 through 1998.  Analytic expressions to the recommended
data will be given also.

Spectroscopic Database

Critically evaluated data for energy levels, transition energies, ionization energies, and
oscillator strengths, both observed and calculated, are tabulated for the elements Ti, V, Cr, Mn, Fe,
Co, Ni, Cu, Kr, and Mo [11], which are of special importance for fusion research. These tables
include data for all stages of ionization from Ca-like through H-like spectra. About 20,000
Ltransitions are covered by this database.  Short reviews of the line identifications are given for each
stage of lonization. Grotnan diagrams were already published in a series of JAERI-Data/Code
[12} and are now available on request.

A similar data’ compilation will be published soon for these spectroscopic quantities for
neutral and all stages of ionization of Argon (Ar I through Ar XVIIT) and Gallium (Ga 1 through Ga
XXXI). The tungsten compilation is now in progress.
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Apparent Wavelength Shifts of H-like Ions Caused by
the Spectral Fine Structure Observed in CHS Plasmas

Shin Nishimura, Katsumi Ida, and CHS Group

National Institute for Fusion Science, Toki 509-5292, Japan

Abstract. The effect of the spectral fine structure of H-like ions on the plasma rotation
measurements was investigated using the ‘bidirectional’ viewing of the charge exchange excited
CV1 lines. The wavelength given by a single Gaussian fitting shows the apparent wavelength
shifts of A A ~0.01 A depending the ion temperatures in the range of ~ 100eV.

1 Introduction

The spectroscopic measurements of plasma rotations are widely used to measure radial
electric fields in magnetically confined plasmas. For the precise measurement of Doppler shifts
in the rotation velocity range of a few km/s[1,2], there are several problems that come from the
mechanical wavelength offset in spectrometers and so on. The best approach to measure the
absolute value of Doppler shifts canceling the wavelength offset is the bidirectional viewing
(simultaneous two viewing along opposite viewing directions)[3]. The results of charge
exchange spectroscopy(CXS)[4] using this method in the Compact Helical System(CHS)
clarified another problem which comes from the spectral fine structure of hydrogen-like ions.

In this paper, the observed effect of the fine structure on the plasma rotation measurements
is presented. CHS is a Heliotron/Torsatron type helical torus with the major radius of R=1m,
the averaged minor radius of =0.2m and the magnetic field strength of <2T. Charge exchange
excited spectral lines from the heating neutral beam (<40kV, <IMW) are used for the
spectroscopic measurements of the ion temperature and the poloidal rotation. The measurement
system has two fiber arrays viewing the plasma from upper and lower ports simultaneously at
the vertically elongated section (port 7D and 7U), and the average of the wavelength measured
from both sides gives the wavelength without Doppler shifts (A A =0). And it uses one more
fiber array to measure the background radiation at another vertically elongated section (port
8D). All of these fibers (90ch) are connected to the entrance slit of a spectrometer and the
diffraction image is detected by a CCD camera with an image intensifier.

2 Results and Discussions _

The hydrogen-like ions created by the charge exchange reaction of the beam neutrals and the
fully ionized plasma ions have the splitting of energy levels due to a relativistic effect expressed
in the formula

Z’Ry (.er)2 1 3
[1+—(—-=)]

2 n  j#1/2 4n

E (nj) =—

where, n is principal quantum number, j is total angular momentum, Z is nuclear charge, R, is

Rydberg constant and « is fine structure constant (=1/137). The sub-level populations that
determine the intensity ratio of fine structure components can be assumed to be proportional to
statistical weights 2(21+1)/n? based the collisional !-mixing model{4]. Figure 1 shows the
example of observed spectral profiles of the CVI line(An=7-6, A=3434 A) and the fine
structure pattern calculated with this assumption. The fitting with the super-position of fine
structural components with Doppler broadening shows better agreement with the measured
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Figure 1:Spectral profile of the CV1 line( An=7-6).  Figure 2: Apparent wavelength.

spectrum than the fiting with single Gaussian profile. The red-side/blue-side asymmetry of the
spectral pattern causes the ion temperature (i.e. Doppler width) dependence of the the center
wavelength for the half-maximum of spectral profiles. The solid curves in Figure 2 show the
center wavelength for the half-maximum of calculated spectral profiles. They shifts to the red
side with decreasing ion temperature and total shift in the ion temperature range of hundreds eV
corresponds to the velocity error of a few km/s.

The wavelength shifts given by a least square fitting of single Gaussian profile to the
measured Doppler broadened CVI spectral lines in visible range( A n=8-7, A =5290 A and
An=7-6, A =3434 A ) show apparent shifts, not due to the real Doppler shifts, depending on
the ion temperatures. These apparent shifts can be distinguished from the real Doppler shifts by
the bidirectional viewing. The An=8-7 line observed in the plasma having the center ion
temperature of T;(0)=330eV shows red-side shifts in the peripheral region with the ion
temperature of 7;(r~a)=100e¢V. The wavelength of the line without the Doppler shift is given
by the 'average’ of the measured 'wavelength' at the upper and lower viewing ports (A A upper
+A A )2 + A g7, Where A g is taken to be 5292.082A. The An=7-6 line observed in

‘the after-glow phase of NBI heated plasma also shifts to red-side compared to the NBI heated
phase. The wavelength of this line is givenby A A ..+ A, where A A . is the
wavelength jump from the NBI phase to the after-glow recombining phase and 4 ;¢ is taken to

be 3434.72 A. Open circles in Figure 2 show these measured wavelength. The observed
dependence on the ion temperature can be explained by the prediction from the fine structure
calculation.
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Spectra of Neutral Carbon for Plasma diagnositics

J.G. Wang', M. Kato, and T. Kato

National Institute for Fusion Science, Toki 509-5292, Japan

1 Introduction

In the magnetic controlled fusion research, the impurity atoms and ions play an impor-
tant role for plasma cooling, meanwhile, the radiation also containg the information on
the nature of plasma, and the spectroscopy of the radiation can be used to measure the
plasma parameters.

Recently, Sergeev et al[l] have perfomed carbon pellet experiments on W-7AS, and
observed several CI lines. The situation of the pellet cloud plasma may change from the
cold dense plasma ( with cloud density ncy, ~ 10" — 107em™ and cloud temperature
Ter ~ 1—50eV ) to hot ambient plasma ( with electron density 7, ~ (0.5—10)10"%cm™3
and temperature T, ~ 100 — 3000eV). In so large varicd condition, the CR model is
needed to calculate the spectra, in which both ionizing and recombining plasma should
be included. In this article, using the CR model including 79 states with the principal
quatumn number n < 6 and { < 4, we calculate the line spectra and line intensity ratios
in the ionizing and recombining plasma.

2 Rate equation

" The population densities of the i-th state of carbon atoms, n(i), is described by the
following rate equation: '

dn(z)

% = { ;necji"(j) + 2 A;m(5)} — { Y n.Ciyn(i) + > Ain(i)}
FE= F>i FFEE J<i
- Enesikn(i) -+ Z neakin+(k)1 (1)
k k

where n, is the electron density and n (k) is the population density in the k-th
state of a singly charged ion. The electron impact excitation and ionization, spon-
taneous radiation, radiative recombination, dielectronic recombination and three-body
recombination processes are included in our caculation. According to the method of
the quasi-steady-state solution {2|, the population of excited states can be divided into
two components, which are called the recombining plasma and the ionizing plasma,
respectively.

3 Atomic data

The collisional excitation rate coefficients for n < 4 are calculated by R-matrix[3}, and
others are calculated by Mewe’s semi-empirical formula[4] using the oscillator strength
fi; and excitation energy E;[5]. Electron impact ionization rate coefficients are esti-
mated by Lotz’s empirical formula. Radiative recombination rate coefficient is obtained
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Line Intensity (s nm)

by detailed balance from the photoionization cross sections[6]. Dielectronic recombina-
tion rate coefficient is calculated by Cowan’s code[7].

4 Results and discussion

In our calculation, we found when T, > 2 eV, the collisional-radiative ionization rate
coefficients are much larger than the collisional-radiative recombination rate coefficients,
in the equilibrium or near-equalibrium region, the ionizing process dominates the re-
combining process; when T, < 0.8 eV, the collisional-radiative recombination rate co-
efficients are much larger than the collisional-radiative ionization rate coeflicients, the
recombining process dominate over the ionizing process; when 0.8e¢V < T, < 2¢V, no
process dominates and it is the mixing of the ionizing and recombining processes. In
different parameter range, the different transition lines should be choosed to measure
the plasma parameters, because they have different dependences on the plasma param-
eters. As an example, we plot the spectra between 100-200 nm for the ionizing and
recombining plasma as shown in Fig.1.
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Electron capture cross sections of low energy highly charged ions in collisions with alkali

atoms

Kazumoto Hosaka, Hiroyuki Tawara, Ichihiro Yamada, Hiroyuki A. Sakaue, Nobuyuki Nakamura,
Shunsuke Ohtani, Hirofumi Watanabe, Atsunoni Danjo, Masahiro Kimura, Atsushi Matsumoto,
Makoto Sakurai and Masuhiro Yoshino

National Institute for Fusion Science, Toki 509-5292, Japan

Abstract

We have determined the absolute total cross sections for electron capture between slow, highly
charged ions and alkali targets under singic collision conditions. It is found that these cross sections increase as
the charge of the projectile ions increases. On the other hand, the cross sections are about one third of values
expected from a scaling law pfeviously proposed for rare gas atoms, which is based on the extended classical

over barrier model.

The electron capture processes in collisions of slow, highly charged ions with neutral atoms
and molecules are of great importance not only in basic atomic physics but also in applied fields such
as fusion plasmas and astrophysics. In such processes, several electrons are simultaneously transferred
into multiply excited states of highly charged ions with significantly large cross sections (the
following process (1)), and finally the product ions are stabilized through ejection of electron(s) or
photon(s) (process (2)),

AT +B — AWM 4 B (1)

— A9 4B+ (j-ide+nthy) 2)

where j and i are the number of electrons initially transferred from target and the final number of
electrons captured into projectile ions. The cross sections for the processes (1) and (2) are defined as
ajq and ajq‘q_i, respectively. Previously we measured the electron capture cross sections in collisions
of highly charged ions with rare gas atoms""’!, and then proposed a scaling law for representing the
charge capture processes systematically”, which is based on the extended classical over barrier model.
Furthermore, we have already found that this scaling law proposed for rare gas atoms can also
reproduce our measured data for molecular targets™, as well.

In this paper, we report the experimental results of the absolute total electron capture cross
sections fn 1.5Xq keV I (q=10-30) + alkali atom (Na, Rb, Cs) collisions. Furthermore, we compare
the present alkali atoms data with our scaling law.

The absolute total electron capture cross sections have been measured using the initial

growth-rate method combined with the retardation technique. The same experimental set-up as that of
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Tawara et al.(1985)" is used and here we briefly describe the main features of the present
measurements. The alkali metal atom targets are generated through an oven whose temperature is
controlied by a programmable controller within + 0.1°C. The target densities are estimated from the
oven temperature measured by thermocouples. To- determine the growth rates of the charge changed
19 (i>1) ions, the retarding voltage was fixed. The linear growth curves of the count rates of these

tons were obtained as a function of the alkali target density which was sufficiently low to ensure the

single collision conditions. From the observed growth curve, the total cross sections (=2, 0 o )
were determined.

It is shown that the electron capture cross sections of low energy highly charged ions in
collisions with alkali atoms increase as the charge of the projectile ions increases as expected. The
observed electron capture cross sections for alkali atoms roughly follow a line which is in proportion
to g/I;°, where I, is the ionization energy of the target atom (Fig. 1) but are found to be about one third
values expected from the scaling law™. This difference can be due to the effective number of electrons,
mostly in the cuter-most shells, which contributes to the electron transfer processes. It should be noted
that the electron capture cross sections for alkali atoms are reproduced well with the classical
trajectory Monte Carlo simulations(see the solid line in Fig.1). In order to understand electron capture

processes in details, more systematic studies using other targets such as alkali-earth atom targets are

planned.
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HIGH RESOLUTION X-RAY SPECTROMICROSCOPY OF LASER PRODUCED
PLASMAS

A.Ya. Faenov
Multicharged Ions Spectra Data Center of VNIIFTRI (MISDC), Mendeleevo, Moscow region,
141570 Russia

In recent years new classes of X-ray spectroscopic instruments possessing both
dispersive and focusing properties have been manifactured. Their principal advantage over
more traditional instruments is that they combine very high luminosity with high spatial
resolution, while preserving the highest possible spectral resolution of their dispersive
elements. These instruments opened up the registration of plasmas in new regimes and
surroundings. The measurements delivered new information about the properties of even
previously studied traditional plasma objects (e.g. ns-laser produced plasmas). Also the
detailed investigation of relatively new plasma laboratory sources with very small dimensions
and low energy content (e.g. mJ fs-laser pulses) became possible.

The purpose of this report is to give a short review of the experimental and
theoretical results obtained in the past few years by MISDC research team in the field of X-ray
spectroscopy of a laser-produced plasma. Experimental spectra have been obtained at various
laser installations with nanosecond, subnanosecond, picosecond and subpicosecond pulses
interacting with solid, gaseous or cluster targets in collaborations with research teams from
Russia, USA, Germany, France, Poland, Belgium, Italy, China and Israel. Practically all results
have been obtained with the help of spectrographs with spherically bent mica crystals operating
in FSSR-1D, 2D shemes.

I. LASER-PRODUCED PLASMA OF SOLID TARGETS.
Plasma created by nanosecond and subnanosecond laser pulses.

New X-ray spectroscopic techniques have allowed us even by using this traditional
plasma source to obtain more accurate data on the wavelengths of the number of X-ray
spectral lines and ionization potentials of multicharged ions, to observe (and to identify) the
number of new lines (mainly, dielectron satellites to resonance transitions in H-, He- and Ne-
like ions and radiative transitions from the Rydberg states of multicharged tons), and aiso to
use X-ray spectroscopy methods for diagnosing of this plasma and for determining its spatial
structure. '

Space resolved spectra originating from plasma regions placed very close to the target
showed up with rather unusual character: enough broad emission structures near the usual
position of the resonance lines. It was shown that such kind of spectra does practically contain
no resonance lines and consists mainly of high-n dielectronic satellite lines excited by the
following mechanisms: (a) three body recombination to excited states and the subsequent
formation of double excited levels from which dielectronic satellite spectra originate; (b) inner-
shell excition from excited states; {c) dielectronic capture from excited states and (d) charge
exchange processes from the residual gas.

We used X-ray spectroscopy also to study fast ion production in a plasma created by
nanosecond lasers with different wavelengths (0.308 um, 0.8 pm, 1.06 um and 10.6 um). It
have been shown that interaction of laser radiation with solids leads to generation of fast
multicharged ions (with energy up to several MeVs) even at moderate values of laser fluxes
10"2-10" W/em?,
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Plasma created by picosecond and subpicosecond laser pulses.

Our experiments have shown that the spectral features of this radiation depend sharply
on the laser pulse contrast, i.e. on the pulse to prepulse intensity ratio. When the contrast is
low the spectra of picosecond laser plasma is similar to that observed earlier in the same
wavelength region with longer pulse lasers. The experiments carried out with femtosecond
laser characterized by super high contrast of order 10" revealed a new type spectra
characterized by a more pronounced quasi-continuous spectral distribution which merges with
the main reference lines. A physical reason for such drastic spectral restructuring could be
naturally attributed to a difference in the mechanisms for plasma production. The absence of
preplasma leads to a direct interaction of the ultra-short laser pulse with the solid substance
resulting in the formation of plasma with much higher electron densities. At such densities
numerous lines not developed at the coronal conditions become dominant in the spectrum.

The above discussed new excitation mechanism for dielectronic satellites are essential
for the interpretation of X-ray spectra. Moreover, the radiation generated at high electron
 densities from multicharged hollow ions, i.e. ions with an empty K-shell have been observed.

The presence of hollow ions is a manifestation of super high densitiés leading to the total
_breakdown of coronal conditions in these plasmas.
II. LASER-PRODUCED PLASMA OF GASEOUS TARGETS.
Plasma created by nanosecond laser puises.

We have used the interaction of nanosecond laser pulses with a gas-puff mamly to
obtain new spectral data on multicharged O, F, Ar, Kr, and Xe ions. For these elements the
precision measurements of wavelengths for resonance Rydberg series of two-electron ions
have been made and the complex satellite structures have been investigated. We have used also
X-ray spectroscopy to determine the spatial distribution of laser gas puff plasma parameters, in
particular it has been shown that in some cases the plasma channel is formed when nanosecond
laser pulse interact with dense gaseous target.

Plasma created by subpicosecond laser pulses.

High resolution soft X-ray spectra of field ionized H-like nitrogen have been observed
for the first time by irradiating the gas target by means of a 70 fs laser pulse with ultrahigh
intensity. Very broad emission structures have been observed at the position of usual resonance
lines. We proposed the generation of autoionizing levels in hollow nitrogen atoms which
seriously blend with usual resonance lines. Atomic data calculations and spectral modeling
demonstrate the big role of transitions from Rydberg autoionizing levels in the case of cold
dense plasma.

II1. LASER-PRODUCED PLASMA OF CLUSTER TARGETS.

In the last years a new class of targets, occupy average position between solids and
rarefied gas has appear. It is so called cluster targets, 1.e. gaseous beams, in which there are
conglomerations consisting of significant numbers of molecules and having solid density at
sizes 100-1000 nm. Such targets, on the one hand, possess all practical value of gaseous ones
(manageability, the simplicity of replacement, good reproducibility etc.), and on the another
hand, enable the analyses of ali processes, characteristic for the high density targets.

First experiments show that X-ray spectroscopy methods can be successfully used for
the systematic recording of the large volume of experimental information on the physical
processes occurring in such kind of plasma. For example, transitions from Rydberg states of
OVILVIII and Ar XVII ions have been observed. It has been shown, that at the interaction of
femtosecond laser pulses with CO; and Ar clusters the plasma contains ions (relative
concentration about 107-10") with energies 0.1-1 MeV.
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Density structure of the surface of Coulomb liquid and solid
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Abstract. We present the results of Monte Carlo simulations for the inhomogeneous strongly
coupled plasma, and report the observation of the transition in multilayer of ion density profile
because of the correlation of the electron potential wall.

I. Introduction

Recently, the inhomogeneous one-component plasma (ocp) has proved a useful system for
investigating liquid metal surfaces. The computer experiments have been carried out for
the surface properties using the sphere model [1] and the slab model [2]{3]. We apply
this system for a model of surface of strongly coupled plasmas, where taken into account
of the effect of electron polarization. In order to obtain thermal equilibrium properties,
we carry out Monte Carlo simulation for ion system, simultaneously solving Schrodinger
equation for electron system.

II. Theory

As shown in Fig 1, we consider a charge neutral system consist of N; particles of charge
Z,¢e and electrons, that form is regular prism of width L and infinite height,(though it
seems to be finite in figure}. Our model of the inhomogeneous plasma is ensemble of the
above systems and is called the slab, therefore, we have only to simulate regular prism
system under periodic boundary condition with period L.

(Fig.1)
There are infinite number of regular prisms in the di-

" rection of x and y. The slab system has two surfaces

perpendicular to z axis. Filled circles show ions, and
the shaded area corresponds to electrons.

We assumed that the electrons responded to the thermal averaged distribution of ion
density,

o(z) = <L2252—Zg> . | )

thermal
Where < -+ >permar shows the value in the thermodynamic equilibrium.
Therefore, electron density is determined as follows,

(~;—mv2 + Ueff(z)) Pn(z) = €20 (2), , (2)
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vesf(z) = /_m 2w Ze* |z — 2'|pi(2)d2 — /_m 2mel|z — 2'|po(2)d2 + vge(2), (3)

Uge 15 the exchange and correlation potential energy.

pe(z) = Iz kz Tk nqbn(z) Sk : Fermi distribution function. (4)
The ion-ion effective interaction potential is
Z e)? 27e?
( ) > vew(Re — Ry) + —5— Z/ Zq [z 2p|pe(2)dz. (5)
roys

Yew is called the ewald potential which is constructed by summing up interactions with all
the periodic images. We assumed that kinetic energy of electron system doesn’t depend
on a spacial configuration of ions.

IT1. Results

Fig.2 shows density profiles obtained for ion chareg Z, = 6, electron average density
fie = 1.0 x 10®%cm™3. For couping constant I' = 10, ion density p;(z) expanded forward
z-direction, while for I' = 20, 30, it was observed multilayer of ion density profile, where
the interval of layers is about 1.6 times of ionsphere radius. The cause of the multilayer
is the correlation with the potential wall of electrons. We think that the transition in
multilayer of density profile will occur for a certain value of I' between 10 and 20.
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(Fig.2)

The value of horizontal axis, z ,is the dlstance from the xy-plane in the unit
of the ion sphere radius. Full curve and broken curve of positive region show
the density profile of ion and electron respectively. Broken curve of negative
region shows the effective potential for electron.
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Computational Study of Laser Imprint Mitigation with X-Ray
Radiation Using an Integrated Code
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Abstract. The initial imprint of density perturbation due to spatial nonuniformity of laser
intensity is one of the most important issues in laser fusion research. The imprint mitigation
scheme by use of soft x-ray radiation has been proposed to reduce the laser nonuniformity
through the thermal conduction region. We present the results of two-dimensional simulation
concerning this issue using our integrated code.

1 Introduction

In laser fusion, the initial imprint of perturbation to a target due to spatial nonuniformity
of laser intensity is critical issue, since it becomes a seed of hydrodynamic instability
which will prevent the spherical implosion. The laser energy is absorbed in the vicinity
of the cut-off density and the absorbed energy is transported to the ablation surface by
the electron thermal conduction. Therefore, a nonuniformity of the absorbed energy is
expected to be suppressed through the thermal conduction region[l]. The width of this
region is so called a stand-off distance, D 4¢.

The external x-ray preirradiation scheme(2] has been proposed to suppression the laser
imprint with x-ray radiation. In this scheme, the target is irradiated by x-ray before laser
incidence, so that the preformed plasma is uniform. This preformed plasma forms a
stand-off distance before laser irradiation.

2 Numerical Methods

We have been developing the integrated code ILESTA-2D[3] for laser fusion and related
physics, numerical scheme of which is based on two-dimensional arbitrary Lagrangian Eu-
lerian (ALE). This code includes the various physical processes of laser fusion to simulate
the implosion. In our calculations, hydrodynamics, laser absorption, thermal conduction,
radiation energy transport, opacity, and realistic EQS are consistently treated.

The radiation energy transport is calculated by the multi-group diffusion approxima-
tion with an Eddington factor. A tabulated opacity based on the averaged iton model is
used.

3 Results and Discussion

As schematically shown in Fig. 1, the x-ray source is emitted from Au foil located at
a distance of 1.8mm from the target and the foil is irradiated by the laser of 0.53um
wavelength and intensity 5.3 x 10"*W/cm?. Time evolution of the radiation is calculated
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Figure 1: Simulation condition of the x- Figure 2: Time evolution of the areal density
ray preirradiation scheme. perturbation §(pr) of the target

by one-dimensional code ILESTA-1D[4] and is used as the input for the outer boundary
of two-dimensional calculation.

The spatial nonuniformity is assumed to be sinusoidal with §I/I = 10% and its wave-
length, A = 40um. We can see that the dependency of the areal density perturbation on
the x-ray irradiation duration is weak as shown in Fig. 2. This is because the stand-off
distance is rather independent of the irradiation duration. On the other hand, the stand-
off distance is enhanced when longer wavelength laser of Ar = 1.06pum is used, and the
imprint mitigation is seen in the two-dimensional calculation.

In the corresponding experiments at ILE[2], the nonuniform irradiance mitigation
has been found more clearly. One of the reasons of the disagreement is that the emission
spectra from Au foil are not sufficiently accurate in ILESTA-1D code[5]. Since the opacity
calculations by non-LTE treatment for the emission spectra from high-Z material depend
on the atomic model, we should improve them for detailed calculation.

4 Conclusion

We present the results of two-dimensional simulation of laser imprint mitigation scheme by
use of x-ray radiation. It is found that the preformed plasma created by the x-ray source
cannot directly suppress density perturbation due to laser nonuniformity. It is important
that we seek the condition of keeping the long stand-off distance during nonuniform laser
irradiation. :
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The use of an Electron Beam Ion Trap (EBIT) to measure electron impact
ionisation cross-sections for highly charged argon ions.
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Abstract.
A new technique for measuring electron impact ionisation cross-sections using an EBIT is
presented. The method involves determining the charge distribution of ions extracted from the trap
after well defined confinement times. Analysis of the onsets for the appearance of particular charge
states in the trap gives ionisation rates which may be converted, under appropriate conditions, to
relative cross-sections without theoretical input. The method has been used to make measurements
for Ar'™, Ar'® and Ar'™.

Introduction. :

The process of electron impact ionisation is important in the field of atomic collision physics
from both pure and applied perspectives. Measurements of these cross-sections provide
important tests of our understanding of a range of fundamental physical processes and also
provide vital information for databases used by the plasma physics community. Although a
large number of high quality measurements have been performed for ions of low charge states
(Z < 10) [1], experimental data is much less abundant for highly charged ions where low
cross-sections make their measurement difficult. Electron Beam Ion Traps (EBITs) are one
class of device which are appropriate for such studies and ionisation cross-sections have
already been measured by utilising the equilibrium condition in an EBIT [2]. Here a different
method for determining cross-sections, which works at times shortly after the appearance of
ions of a particular charge state, will be described. The method provides relative cross-
sections without theoretical input. The principal of this *“onset” method bears some
resemblance to work carried out at an Electron Beam Ion Source [3] the results from which
are in good agreement with subsequent cross-beam measurements [1].

Principal.

At a given time the charge distribution within an EBIT can be described by a series of coupled
rate equations which include the processes that are thought to be the most significant within
the trap [4]. However, at times shortly after the appearance of ions of charge state q+1 the rate
of increase of this species depends only on the number of ions of charge state q and the rate of
ionisation from this charge state (Rq!).

dN ..

dt
This relationship is valid in the time regime when the ions produced by ionisation have not
been in the trap long enough to undergo a subsequent reaction, for example ionisation or
charge exchange. A simultaneous measurement of the rate of increase dNg,/dt and the
number of ions of the lower, feeder, charge state, Ng, will give the ionisation rate, provided
the efficiency for detecting ions of adjacent charge states is the same. These two quantities
can be determined by measuring the charge distribution within the trap as a function of the
confinement time. The rate of ionisation is related to the cross-section (6,');

Rl = —o'f

2
q enr q7q

= RN,
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where 1 is the electron beam current, r the beam radius and f; represents the overlap of ions of
charge state g with the electron beam. If the ions are inside the electron beam f; = 1 [5] and
the beamn radius does not change as a function of the electron impact energy. these rates can
be directly converted to relative cross-sections.

Experimental.
The experimental arrangement is shown below. The potential applied to the central drift tube
Eloctrastatic ~ N is cor_ltrollcd such that the trap is
Bender Position Sensitive | emptied after well defined,
lon Detector . . .
increasing, confinement times.
A typical time cycle might
include  confinement  times
ranging from ~!0 ms to ~100
ms. The ions leaving the trap
are  forced, by assymetric
ION potentials applied to the outer
POSITION . : )
drift tubes. to travel into the 10n
beam line.. lons arriving at a
position  sensitive  detector
placed after the charge
analysing magnet are recorded

Analysing

Magnet

Muitiparameter
Data Acquisition
PC

7 “ T3 I" S, HDT2R CD:"&;‘:‘:L‘Zm TIME as a function of their position on

’ Moo ! / Time the detector, the analysing
/ > magnetic field and their position
S ' — P12 Control . . -

[ L J (Time Cycle) in the rime cycle. All ions
'DTI —, ' "_‘_Hf\\sms including those escaping from
A I \’ the trap are detected so that
Se e -~7 N\ EBIT these experiments also provide
“’:}1‘;&'““ information about the physics of

the trap, such as the temperature
of the ions. After one time cycle has been completed the current in the magnet is altered and
the cycle repeated. In this manner all of the charge states of interest are covered. In order to
extract the ionisation rates from the data, spectra giving the charge state distribution as a
function of position in the time cycle are constructed. Onsets for the appearance of the
significant charge states and the ionisation rates are subsequently found from these spectra.
This experimental method has been implemented at the Tokyo EBIT and results for ionisation
cross-sections for Ar'"*, Ar'® and Ar'"" are presented elsewhere in these proceedings [5].

Conclusion.

A new technique for utilising EBITs for determining electron impact ionisaiton cross-sections
in highly charged ions has been implemented at the Tokyo EBIT. A bedy of experimental
results has bee obtained for highly charged Argon. The program is on going, the present goals
being to extend the relative cross-section measurements to higher Z systems ‘and to attempt to
make absolute measurements.
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Abstract
The electron capture process of He' into one-electron excited states of a He atom has been studied in

prospect of subsequent He™ formation. Present work shows the experimental results of spectroscopic

measurement in a Rb charge exchange cell when a low energy Het beam of 2 — 10 keV was injected.
The ratio of emission lines decaying into triplet states to those into singlet is increased as the impact

energy of He™ increases. The results are compared with theoretical calculation using: Smirnov method.

1 INTRODUCTION
Development of a high energy He® beam

generated from a He  is considered to be
important on magnetic fusion experiments{1].
The surface production rate from a low work
function surface has been experimentally
studied and it was found being nearly zero [2].
It is also known that He™ can not be produced
through a volume process. On the other hand,
He™ has been produced via a two-step electron
capture process in an alkali metal gas cell, such
as Li, Na, Mg, K, Rb, or Cs [3,4]. In this
process, intermediate states of a He atom play
an important role, because a long-life, 10 -~ 300

us, He (4Pj) is produced effectively only

through its metastable triplet state.

l:lb\ optical iber
Hamamatsu-PMA11

.

Faraday Cup (Movable)

+
He lon Source

L
0 100mm RbCell  Magnetic Field

Figure 1: Schematic View of Experimental
Arrangement

2 EXPERIMENTAL ARRANGEMENT

A schematic diagram of the experimental
arrangement is shown in Fig. 1. A helium
plasma is generated in an 8.5 cm-diam 10 cm-
long compact multicusp ion source, which can
be operated in a DC mode with discharge
current up to 15 A. A He* beam is formed with
a 6 mm-diam three-electrode-extraction-
structure. The beam passes through the 1.5 cm-
daim entrance aperture of the charge exchange
cell located about 6 cm downstream. The main
body of the charge exchange cell and the alkali
metal reservoir are independently heated to
control the temperature distribution so as to
reduce the drain of metal vapor out of the cell.
The temperature of the reservoir and that of the
charge exchange cell are monitored with
choromel-alumel thermocouples. To achieve
high conversion efficiency, Rb was chosen as
the charge exchange gas. Line spectrum from
the cell, such as the Rb-D lines and Hel lines
are measured using an optical fiber bundle and a
Hamamatsu-PMA-011 which covers the 30!-
801 nm range with 0.48 nm resolution.

COne of measured spectra is shown in Fig. 2.
Hel lines decaying into triplet and singlet states of n=2
from n=3 states are shown. The line intensity ratio of
*Dn=3¥'D(n=3) decaying into cach 'P(n=2) state is
plotted in Fig. 3. It increases as the incident beam
energy is raised, together with the conversion ratio of
Het 1o He [3].
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(3]
3 PARTIAL CROSS SECTIONS

In order to understand the beam energy 4
dependence of -the triplet/singlet ratio, partial (5]

cross sections of Het into He‘(nl) are calculated
using an inter-molecular potential of long range
force in near resonance[S]. The charge transfer
occurs in the region of R,.. where the coupling matrix
relates to the potentials as follows.

through the electron capture to *S(n=3), *P(n=3), *D(n=3)
states which are decaying into the metastable sate,

M. Sasao et at, Rev. Sci. Instrum. 69-2 (1998)
974

R.J. Gimius et at, Nucl. Instrum. Methods,
137 (1976) 373.

R.E.Olson and R. Smith, Phys. Rev. A 7-5,
1530 (1973).
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Where the reduced velocity &' can be estimated by Figure 2: Measured spectrum in the Rb cell.
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TAV(R } . hakaku(am)
In the Fig. 3 is also shown the calculated ratio of the SRR e e
partial cross section oD (n=3)) to o('D(n=3)). N S
Assuming the rachation decay rate A(D(n=3)->P(n=2)) are E g *
same for the triplet and singlet systems, the encrgy a 4k '
dependence of measured line intensity ratio shown in Fig. = . 9
'3 can be explained by the ratio of partial cross sections. S 3 2 ¥ ;o B
l".ﬂ 2 : y H
4 CONCLUSION 1 57 s —
For He production, it is important to form the He 0 A
metastable sate, 35(n=2). The He can also be formed 0 2 4 6 8 10

E (keV)

*$(n=2). . Calculated partial eclectron capture cross Figure 3: Comparison of partial electron capture cross
sections well explain the energy dependence of measured §ections | with  measured line intensity ratio of
line intensity ratio of ’D(=3),/'D(n=3), and D(M=3)D{(n=3)

’${n=3),/'S(n=3).,
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NIFS-PROC-1

NIFS-PROC-2

NIFS-PROC-3

NIFS-PROC4

NIFS-PROC-S

NIFS-PROC-6

NIFS-PROG-7

NIFS-PROC8

NIFS-PROC-9

NIFS-PROC-10

NIFS-PROC-11

NIFS-PROC-12

NIFS-PROC-13

NIFS-PROC-14

NIF5-PROC-15

NIFS-PROC-16

NIFS-PROC-17

NIFS-PROC-18

NIFS-PROC-19

Publication List of NIFS-PROC Series

- U.S.-Japan on Comparison of Theoretical and Experimental Transport in Toroidal Systems Oct. 23-27.
1989+, Mar. 1990.

~Structures in Confined Plasmas —Proceedings of Workshap of US-Japan Joint Institute for Fusion Theory
Program— =, Mar. 1990

" Proceedings of the First International Toki Conference on Plasma Physics and Controfled Nuclear
Fusion —Next Generation Experiments in Helical Svsiems— Dee. 4-7, 1989" Mar. 1990

*Plasma Spectroscopy and Atomic Processes —Proceedings of the Workshop at Data & Planning Center in
NIF5-"; Sep. 1990

~Symposium on Development of Intensed Pulsed Particle Beams and Its Applications February 20 1990,
Oct. 1980

*Proceedings of the Second International TOKI Conference on Plasma Physics and Controlled Nuclear
Fusion, Nonlinear  Phenomena in Fusion Plasmas -Theory and Computer Simulation-"; Apr. 1991

" Proceedings of Workshop on Emissions from Heavy Current Carrving High Densitv Plasma und
Diagnostics”; May 1991

“Symposium on Development and Applications of Intense Pulsed Particle Beams, December 6 - 7, 1990
June 1991

"X-ray Radiation from Hot Dense Plasmas and Atomic Processes”, Oct. 1991

" U.S.-Japan Workshop on "RF Heating and Current Drive in Confinement Systems Tokamaks"” Nov. 1821,
1991, Jan. 1992

" Plasma-Based and Novel Accelerators (Proceedings of Workshop on Plasma-Based and Novel
Accelerators) Nagoya, Japan, Dec. 1991"; May 1992

* Proceedings of Japan-U.S, Workshop P-196 on High Heat Flux Componenls and Plasma Surfuce
Interactions for Next Devices”, Mar. 1893

INIFS > HI oA
FHMOE 77 Xv R E B2 L - B E O 8lA ) )
1992 £ 7 1] t5 |1, HERTRCFRRANTL 1993 957 )
NIFS Symposium “Toward the Research of Fusion Burning Plasmas -Present Status and Future straiegy-

", 1992 July 15, National Institute for Fusion Science”; July 1993 (in Japanese)
* Physics and Application of High Density Z-pinches”, July 1993

AL, A& 77 X~ BMo ]

THE S HE B AFREAF1994 422 )]

M. Okamoto,

"Lecture Note on the Bases of Plasma Pysics"Graduate University for Advanced StudiesFeb. 1994

(in Japanese})

C&E R

VPHCS Y MEHR BRI R B

SR [ X0 aaF 28%)

“Interdisciplinary Graduate Schoo! of Engineering Sciences"” Report of the meeting on Chaotic Phenomena
in Plasmahpr. 1984 (in Japanese)

M B FIENIFS &> g 7 Al

(HRSYHRRRNTER 22 ] PSS 1H 2903011 B Mk Hrﬁff 2

"Assessment of Fusion Reactor Development” Proceedings of NIFS Symposium held on November 29-3(),
1993 at National Insitute for Fusion Science” Apr. 1994(in Japanese)

"Physics of High Energy Density Plasmas Produced by Pulsed Power” June 1994

K. Morita, N. Noda (Ed.),



NIFS-PROC-20

NIFS-PROC-21

NIFS-PROC-22

NIFS-PROGC-23

NIFS-PRCC-24

NIFS-PROC-25

" Proceedings of 2nd International Workshop on Tritium Effects in Plasma Facing Componenis at Nagova
University, Symposion Hall, May 19-20, 1994", Aug. 1994

AR B B RRENTF - 1R

RN IGA EFINGEY)

TH 6 R BB IR RAUNANER (FRR] TR SAMAE RO MR & SE) MU N
K. Abe and N. Noda (Eds.),

“Research and Development of Metallic Materials for Plasma Facing and High Heat Flux Compenrents™
Nov. 1994{in Japanese)

[BaGA © & 8 (FIUTE) . S #W PR AR )
THEW 79 X~ &0 & o HENBH T 2SR B R0 fF R ) (I 2 B
K. Maorita (Nagoya Univ.), T. Kaneko (Okayama Univ. Science){Eds.)
"NIFS Joint Meeting "Plasma-Divertor Interactions” and "Fundamentals of Boundary Plasma-Wall
Interactions” January 6-7, 1995 National Institute for Fusion Science” Mar. 1995 (in Japanese)

s M 1
FF XA F 2R
Y. Kawai,

"Report of the Meeting on Chaotic Phenomena in Plasma, 1994" Apr. 1985 {in Japanese)

K. Yatsui {Ed.),
" New Applications of Pulsed, High-Energy Density Plasmas"; June 1995

T. Kuroda and M. Sasao (Eds.),

" Proceedings of the Symposium on Negative lon Sources and Their Applications, NIFS, Dec. 26-27, 1994"
Aug. 1995

4 FHE

RSB (R

M. Okamoto,

"An Introduction to the Neoclassical Transport Theory” (Lecture note), Nov, 1995 {in Japanese)

NIFS-PROC-26 Shozo Ishii (Ed.),

" Physics, Diagnostics, and Application of Pulsed High Energy Density Plasma as an Extreme State”™;
May 1996

NIFS-PROC-27 {tk+# w [

NIFS-PROC-28

NIFS-PROC-29

NIFS-PROC-30

NIFS-PROC-31

P A O Lk R JOT HIR -7 AT
Y. Kawai ,
“Report of the Meeting on Chaotic Phenomena in Plasmas and Beyond, 1995", Sep. 1996 (in Japanese)

T. Mito (Ed.),

* Proceedings of the Symposium on Cryogenic Systems for Large Scale Supercaizducf-ing Appficmidn's ", Sep.
1986

kA EHE
B (RS TT PN IEE 1]

T8 I TR AFREATY HOEFEAFAE R TR A 199671 10))
M. Okarneto

"Leciure Note on the Fundainentals of Fusion Plasma Physics - 1" Graduate University for Advanced
Studies; Ocl. 1996 (in Japanese)

UFRITAHR B W Clole AF Bs 4 BHIEE )

HINIEE A himE  HEA .

T8 TS R BRI A IO TR AR O BN R RTRIE SR L S b ] PR S 19964 10)) 911 B T Bkl
BT uefer

H. Kurishita and Y. Katoh (Eds.)

NIFS Workshop on Application of Micro-indentation Technique to Evaluation of Mechanical Properties of
Fusion Materials, Oct. 9, 1996, NIFS ; Nov. 1996 {in Japanese)

[ 4 (14
B BN T T X~ P . 1 |

V8 IR EGUFRATRAT BETAIAR SRS 19979 4))
M. Okamoto

“Lecture Note on the Fundamentals of Fusion Plasma Physics - 1" Graduate Unr;vér.s:it_\* Jor Advanced



NiFS-PROC-32

Studies: Apr. 1997 (in Japanese)}

foded ey R
PRESHIE HEGEFRIRAANAR WRERN (77 X nhonf 28 TOMSARES S ]
Y. Kawaij (Ed)

Report of the Meeting on Chaotic Phenomena in Plasmas and Bevond, 1996, Apr. 1997 (mainly in
Japanese)

NIFS-PROC-33  H. Sanuki,

NIFS-PROC-34

NIFS-PROC-35

NIFS-PROC-36

NIFS-PROC-37

NIFS-PROC-38

NIFS-PROC-39

NIFS-PROC-40

NIFS-PROC-41

NIFS-PROC-42

NIFS-PROC-43

NIFS-PROC-44

Studies on Wave Analysis and Electric Field in Plasmas, July 1997

AT SR YT ¥ I W il i R I Tt - i
THEO 1601 27 11 () 9:00 ~16:20 BB OTFEAUFRAT - AT 4F 45 1 kst
19974 10J}

T. Yamashina {Hokkaido University}
Plasma Facing Components, PSI and Heat/Particle Control fune 27, 1997, Nauonal Institute for Fusion
Science T Yamashina (Hokkaido University) ; Ocl. 1897 {in Japanese)

T. Watari,
Plasma Heating and Current Drive; Oct. 1997

T. Miyamoto and K. Takasugi {Eds.)
Production and Physics of High Energy Density Plasma; Production and Physics of High Energy Density
Plasma; Oct. 1997

{ Eds.)T. Fujimoto, P. Beiersdorfer,
Proceedings of the Japan-US Workshop on Plasma Polarization Spectroscopy und The International
Seminar on Plasma Polarization Spectroscopy January 26-28, 1998, Kvoto; June 1998

{ Eds.) Y. Tomita, Y. Nakamura and T. Hayashi,
Proceedings of the Second Asian Pacific Plasma Theory Conference APPTC '97, January 26-28, 1998,
Kyoto; Aug. 1998

{Ed.) K. Hirano,
Production, Diagnostics and Application of High Energy Density Plasmas:; Dec 1998

[ AL U A G BT S A N
WNHEEA M A

Pl 10 SR NEHR O BRI R
Ed. by T. Kako and T. Watanabe

Proceeding of 1998-Workshop on MHD Computations "Study on Numerical Methods Related to Plasme

WSy [ 77 X 1) Lk (ZBE 2 B i) THL oot

 Confinement Apr. 1999

(Eds.) . Goto and 8. Yoshimura, ‘
Proceedings of The US-Japan Workshop and The Satellite Meeting of ITC-9 on Physics of High Beta
Plasma Confinement in Innovative Fusion System, Dec. 14-15, 1998, NIFS, Toki; Apr. 1999

(Eds.} H. Akiyama and 5. Katsuki, ‘
Physics and Applications of High Temperature and Dense Plasmas Produced by Pulsed Power;Aug. 1999

{Ed.) M. Tanaka,
Structure Formation and Funciion of Gaseous, Biological and Strongly Coupled Plasmas;Sep. 1999

(Eds.) T.Kato and |. Murakami,

Proceedings of the lmemanonal Seminar on Atomic Processes in Plasmas July 29-30, 1999, Toki, Japan:
Jan. 2000



