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PREFACE 

This book of Proceedings is a compilation of papers presented at the Thirteenth 
International Symposium on Laser-Aided Plasma Diagnostics (LAPD-13), held from 
18th till 21th September 18-21, 2007 at Hida Hotel Plaza in Takayama, Japan. The 
Symposium is the continuation of a biennial series which was originally inaugurated at 
Kyushu University in 1983 and which has been alternatively organized in Japan, Europe 
and the United States. and has traveled around the world four times (1983: Fukuoka; 
1985: Oxford: 1987: Lake Arrowhead, 1989: Fukuoka; 1991 Ban Honnef; 1993: Bar 
Harbor; 1995: Fukuoka; 1997: Doorwerth; 1999: Lake Tahoe; 2001: Fukuoka; 2003: 
Les Houches; 2005: Snowbird; 2007: Takayama).  

The Symposium brings together physicists from different disciplines including 
laser physics, low-temperature plasma chemistry and physics, and nuclear fusion. The 
Symposium is an important and fruitful source for cross-fertilization between these 
fields. The topics of the Symposium include laser diagnostics and diagnostics aided by 
lasers for fusion plasmas, industrial process plasmas, environmental plasmas as well as 
for other plasma applications and processes related to plasmas. Hardware development 
related to laser-aided plasma diagnostics is another topic that is emphasized. The scope 
of the Symposium is very broad, including any techniques related to coherent probe of 
plasmas: laser induced fluorescence, laser absorption spectroscopy, laser 
photodetachment spectroscopy, cavity ringdown spectroscopy, Raman scattering, 
incoherent and coherent Thomson scattering, polarimetry, interferometry, reflectometry 
and related laser hardware developments. 

I hope that this book of Proceeding will serve as a valuable record of the present 
Symposium to all workers in the field. 

On behalf of the local Organizing Committee, I would like to thank all participants 
for their contributions to this symposium. I also thank all members of the international 
scientific committee for their support and cooperation, and Inoue Foundation for 
Science for their financial support. I am grateful to Director General Prof. Motojima and 
all stuff members of the National Institute for Fusion Science for their supports. 

    

                                                          

 Kazuo Kawahata 
(Local Organizer) 
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Measuring Electric Fields in Plasmas:  
What can we know? What ought we do? For what may we hope?  

 
U. Czarnetzki  

 
Institute for Plasma and Atomic Physics, Ruhr University Bochum, 44790 Bochum, Germany 

 
Laser spectroscopic electric field measurements have become a versatile tool for the diagnostics of 
low-temperature plasmas. High spatial and temporal resolutions can be achieved and from the 
measured field structures other important quantities like voltage, displacement current, or even the 
plasma density can be inferred directly. A variety of different techniques has been developed over 
the past two decades since the first experiments were performed by Gottscho in 1987. One of the 
most successful and sensitive techniques is fluorescence-dip spectroscopy. This general technique 
has been applied to Hydrogen, Helium, Argon, Krypton, and Xenon discharges and gas mixtures 
containing theses gases. In this paper an introduction to the technique with special emphasis to 
results obtained in Hydrogen and Argon is presented. Further a brief review on the general field of 
laser electric field measurement in low-temperature plasmas and related questions on use of the 
Stark effect is provided. 

 
1. Introduction 

Electric fields play a fundamental role in 
plasmas. Particle transport, power coupling, and 
wave propagation are all related to electric field 
structures and dynamics. At the edge of plasmas, 
ions and secondary electrons can be accelerated 
to high energies in the sheaths. Moreover, in high 
frequency RF sheaths the dynamics of electron 
and electric fields are strongly coupled. Finally, 
even if there is no electric field on a macroscopic 
scale, quasi neutral plasmas can develop rather 
strong fields by the random ion charge 
distribution on scale lengths shorter than the 
Debye length. These microfields can lead to a 
substantial broadening of optical transitions and 
lowering of the ionization energy in atoms and 
molecules and are a measure of the plasma 
density. 
A variety of different techniques have been 
developed for the measurement of electric fields 
in plasmas. Ambipolar fields can be measured 
rather conveniently with Langmuir or emissive 
probes [1, 2]. Induction or B-dot probes can be 
used for the detection of induced RF electric 
fields, or wave fields in general [3]. Optical 
emission spectroscopy allows the determination 
of microfields, especially at high plasma 
densities as they are found in e.g. pinches or arcs 
[4]. Over the past two decades substantial effort 
has been made on the development of sensitive 
laser techniques for electric field measurement in 
plasmas. This development has been motivated 
mostly by the investigation of the electric field 

structure in static and RF sheaths. Electric fields 
in sheaths are very important for the 
understanding of power coupling to the plasma, 
the transport of electrons and ions, and the 
ion-surface interaction. Laser techniques are 
non-intrusive and have the additional advantage 
of high spatial and temporal resolution which is 
ideal for sheaths with typical spatial extensions 
in the mm range and dynamics on a ns timescale. 

The paper first gives an overview on existing 
techniques for laser electric field measurements 
and their basic properties. Within the limited 
frame of this work the overview can only be a 
rough sketch and the intention is more on 
introducing the general ideas, problems, and 
techniques than to go very much into detail. For 
work before 1994 the reader might refer to the 
excellent review paper by Lawler and Doughty 
[5]. The main focus is on the application of 
fluorescence dip spectroscopy to laser electric 
field measurement. In recent years this technique 
has applied successfully in a number of atomic 
systems and has allowed investigations on 
plasma and sheath phenomena that were not 
possible otherwise. In particular it has enabled 
the measurement of plasma parameters directly 
linked with the electric field, like voltages, 
charge densities, displacement current densities, 
and plasma densities. Finally, it will be 
investigated what further challenges and 
developments can be expected in the near future.  
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2. Principles of Laser Electric Field 
Measurement 

Neutral atoms or molecules are naturally 
present in low-temperature plasmas and often 
certain traces can be added without altering the 
discharge characteristic. These neutral particles 
can serve as probes for electric field 
measurements. In highly excited Rydberg states 
the electrons are on large orbits and the electric 
field of the core is relatively weak. Therefore, 
already small external fields can change the 
eigenstates and eigenfunctions of the electron 
and states are shifted and mixed by the Stark 
effect. Generally, the Stark effect increases with 
the principle quantum number n approximately 
like n2. The related optical line shifts or the 
amplitude of otherwise forbidden transitions can 
be measured with high sensitivity by laser 
spectroscopy. These investigations were started 
by R. Gottscho in 1987 on BCl in a BCl3 
discharge [6] and since then a large variety of 
different atomic (H, He, Ne, Ar, Kr, Xe) and 
bi-molecular systems (BH, CS, NaK) as well as 
laser spectroscopic techniques has been applied 
[5-37]. Depending on the particular scheme the 
lowest detectable fields range from a few V/cm 
to several 100 V/cm. All these techniques are 
limited to low pressures where quenching is 
weak. A so far unique exception is the technique 
developed by Ochkin and co-workes in 1995 
which is based on a CARS like four-wave mixing 
technique and allows in principle single shot 
electric field measurement [35, 36]. It requires 
molecular probes like H2 and works at 
atmospheric pressures or above. In fact, it is the 
only technique that can work at atmospheric 
pressures and seems ideal for application in 
micro-discharges. Although more than ten years 
have passed since its fist introduction, which was 
actually on the LAPD 7 in Fukuoka, so far no 
one except the Ochkin group has ever taken 
advantage of this great opportunity. Here, 
however, further on only low-pressure 
applications of typically less than a few 100 Pa 
where quenching is weak or can be neglected 
[38] are considered. 

The Stark effect usually couples different 
angular momentum states of the same principal 
quantum number n. These states are energetically 
close and mixing can be strong. States at 
different principal quantum number that are 

further away, contribute substantially less. 
However, this clear order is present only in 
atomic hydrogen and certain deviations can 
occur in many electron atoms like e.g. Krypton. 
Since n is larger, also the number of angular 
momentum states is large and the spectrum can 
become quite complex. In order to understand the 
basic physics one can concentrate on a simple 
model system consisting of only two states with 
wavefunctions Ψ1/2 which are located 
symmetrically at energies E1/2 = ±∆. Due to 
selection rules only one of these states might be 
connected to a lower state by an optical dipole 
transition. Here the Ψ1 state is chosen. If an 
electric field F is applied new eigenfunctions ϕ± 
with new energies E±  result that are a 
superposition of the undisturbed eigenfunctions. 
In this simple case it is easy to calculate exactly 
the solution from Schrödinger’s equation: 

Here W is the matrix element normalized to 
∆ where d = -e r is the dipole operator. W can be 
viewed as a normalized field strength. The 
results depend only on the absolute value of W, 
i.e. they are independent of sign of the electric 
field that has to be inferred otherwise. A plot is 
shown in Fig. 1. At vanishing field strength, the 
undisturbed energies result (Fig. 1b) but at final 
but small values 0 < W < 1 the energies are 
shifted approximately quadratically with W and 
for W >> 1 the shift is linear. This means that the 
Stark effect is quadratic as long as the additional 
energy of the electron in the external field is 
smaller than the separation between the states 
involved. In hydrogen all states are effectively 
degenerate (∆ = 0) and a linear Stark effect is 
observed at all field strengths.  In multi-electron 
atoms the fine-structure shift is much stronger 
and only states with high angular momentum are 
degenerate, i.e. ∆ can be quite large. The 
quadratic Stark effect leads to very small shifts at 
low field strengths and, therefore, has a lower 
sensitivity than the linear Stark effect. 

The state mixing becomes obvious in Fig. 1a. 
At zero field the new eigenfunctions are identical 
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to the initial eigenfunctions. With increasing 
field strength, the upper state ϕ+ receives a 
growing admixture of the Ψ2 state while the 
contribution of the initial Ψ1 state decreases. The 
lower state develops just oppositely. Since it has 
been assumed initially that only the Ψ1 state has 
an allowed optical transition, the observed 
intensity is directly proportional to the 
coefficients 2a± . This means that the initially 
allowed transition to the upper state becomes 
weaker with increasing fieldstrength and the 
initially forbidden transition to the lower state 
grows in strength. In this example both states 
show equal intensity at infinite field strength. At 
very low field strength the quadratic Stark shift 
might be difficult to observe. However, the 
intensity ratio of the initially allowed and 
forbidden transition is often much easier 
observed. Especially at low field strength, this 
ratio varies strongly with the field strength. In 
fact, this is the way the Stark effect is measured 
in diatomic molecules. The higher angular 
momentum states (f, g, …) in Rydberg levels of 
multi-electron atomic systems are often 
approximately degenerate and show a linear 
Stark effect. However, due to selection rules 
transitions to these states are forbidden from 
commonly accessible lower states like ns or np. 
Only at higher field strengths the increasing 
admixture of the s and p states makes an 
observation of the linear Stark effect possible. 

In more realistic atomic systems the 
calculation works very similar [39, 40]. However, 
the increasing number of states does no longer 
allow for an analytical solution and the related 
sets of linear algebraic equations have to be 
solved numerically. This can be performed 
relatively easily for atomic hydrogen. In 
multi-electron atoms an increasing complexity in 
the coupling of the different angular moments 
arises and often reliable matrix elements are not 
available. Especially for low angular momentum 
states, the wave functions show non-vanishing 
amplitudes at the core and are strongly 
influenced by the nucleus and the core electrons 
which makes calculations quite difficult. 
Nevertheless, there has been substantial progress 
in recent years in the calculation of the Stark 
effect in noble gases and also in molecules [9, 11, 
15, 23, 25, 27, 30, 32]. 

Fig. 1: Stark effect in a two-level system: a) amplitudes for 
dipole-transition to lower state, b) shift of the new 
eigenstates. The broken lines indicate the approximate 
behavior at low (quadratic) and high (linear) field strengths. 
 

Additional to calculations calibration 
measurements are usually performed. Here the 
probe atoms are placed in a homogeneous 
electric field which is typically generated 
between two planar electrodes. In order to avoid 
electrical breakthrough and collisional quenching, 
the pressure is normally chosen well on the left 
side of the Paschen curve. For schemes which 
require population in metastable states, these 
states have to be prepared in an external 
discharge like in a flow-tube system. Care has to 
be taken to keep the calibration region free from 
residual charges generated in the external 
discharge. This can be achieved by placing mesh 
electrodes or perpendicular magnetic fields in the 
gas flow between the discharge and the 
calibration region. 

Laser spectroscopic techniques for the 
measurement of the Stark effect in plasmas can 
be divided into two categories: optogalvanic 
detection and fluorescence detection. In 
optogalvanic detection, the ionization probability 
of an atom is changed by laser excitation to a 
Rydberg state. This leads then to a change of the 
discharge current by charge multiplication, that 
can be easily detected as a short AC signal if the 
laser is pulsed, typically on a ns timescale. The 
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electric field is inferred by measuring the 
detailed spectrum of a particular transition by 
tuning the laser frequency over the resonance. 
These techniques are very sensitive and ideal for 
DC or low frequency discharges over small 
electrode areas. The laser beam is focussed in 
order to achieve the required spatial resolution 
and the entire beampath in the sheath contributes 
which leads to a limit on the electrode size. The 
optogalvanic signal is usually on a much longer 
timescale than the laser pulse and does not allow 
the temporal resolution required for RF 
discharges. The spatial structure of the electric 
field in the sheath is obtained by successive 
measurements at different sheath positions.  

The detection of fluorescence light emitted 
from the excited Rydberg state provides the 
opportunity of direct spatial resolution within the 
laser beam cross section by adequate imaging. 
Thereby the need of focussing is avoided. 
Further, and maybe even more important, it 
allows high temporal resolution since the 
limiting factor is now only the laser pulse width. 
The electric field and the related Stark effect on 
the atom are only probed during the short 
interaction time between the laser radiation and 
the atomic transition, although the subsequent 
fluorescence light might be emitted on a much 
longer timescale. Typically Nd:YAG pumped 
dye or OPO systems with subsequent frequency 
doubling or tripling are used which have 
pulsewidths of about 5 ns. This is short 
compared to the period of 74 ns of typical RF 
discharges at 13.56 MHz. In principle even 
shorter pulsewidths could be used. The laser 
systems mentioned above all operate on a 
number of spectral modes with a total spectral 
width of typically about 0.1 cm-1. Therefore, with 
the same spectral resolution a single mode laser 
could have a pulsewidth of the order of 0.1 ns.  
However, such systems are not easily available.  

The laser excitation of Rydberg states is a 
general problem for both techniques. By 
definition, Rydberg states have a high excitation 
energy and this usually does not allow direct 
excitation from the ground state by radiation in 
the visible or UV. For this reason the use of most 
atomic probe systems is based on a sufficient 
population of metastable states by collisional 
processes in the plasma, i.e. mostly by electrons. 
From this elevated initial state further excitation 

to the Rydberg state becomes feasible, as is the 
case for He, Ne, and Ar. Alternatively, an 
intermediate state can also be populated 
temporarily from the ground state by a 
two-photon excitation using a second pulsed 
laser system. Both laser pulses need to be 
synchronized since the lifetime of the 
intermediate state is typically of the order of 10 
ns. The advantage is that now the much higher 
population of the ground state can be accessed 
and the technique becomes independent from 
sufficient excitation by the plasma. The former 
point provides the opportunity to admix small 
amounts of the probe gas as a tracer to complex 
molecular gas mixtures and the latter point 
becomes important at low electron densities or 
high quenching of the metastable state by 
collisions. However, the available photon energy 
for the two-photon excitation is limited (λ > 203 
nm) and only H, Kr, and Xe have been used so 
far. It should be noted that also N, O, C, and Cl 
can be two-photon excited, although they have 
not been applied as atomic probes for electric 
field measurement yet. 

A general problem of fluorescence light 
detection is that the long lifetime of Rydberg 
states leads to very small emission amplitudes. 
This is especially troublesome since the lifetime 
increases with the principle quantum number 
approximately like n3 while the Stark effect 
increases only like n2. This limits the maximum n 
and thereby the field sensitivity. Nevertheless, in 
atomic hydrogen, Stark splitting in sheaths has 
been measured by direct fluorescence 
spectroscopy with states ranging from n = 2 to n 
= 6. In order to overcome this general 
shortcoming Greenberg and Hebner used 
successfully a collisonal population transfer from 
the singlet to the triplet system in He [10, 11]. 
The laser excitation is between a metastable 2s 
and an np Rydberg state (typically n = 11) in the 
singlet system. At high n, the singlet states are 
energetically very close to the triplet states and 
electron and neutral collisions can both lead to a 
population transfer. The advantages are that the 
lifetime of the triplet system is much shorter (but 
still of the order of several 100 ns) and that the 
emission wavelength is different from the laser 
wavelength.  

In atomic hydrogen an interesting alternative 
has been developed by de la Rosa and 
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Grützmacher et al. [37]. This polarization 
spectroscopic technique is effectively a kind of 
four-wave mixing. It requires rather high atomic 
hydrogen densities as can be found in arcs or 
hollow cathode discharge where the method has 
been applied. The technique is based on a 
two-photon transition between the 1s ground 
state and the 2s state and the polarization of a 
probe beam is measured. The electric field 
strength is inferred from the spectral width of the 
absorption profile and a lower limit for the 
resolved field of about 2 kV/cm was achieved. 
The advantage is that background emission from 
the plasma is strongly suppressed by detecting 
light only within the small solid angle of the 
probe beam. Polarization techniques have been 
applied also by Oda et al. in He under the 
presence of a magnetic field [33, 34]. 

3. Laser-Induced Fluorescence-Dip 
Spectroscopy 

One of the main problems related to 
fluorescence spectroscopy is the long lifetime of 
Rydberg states that setting limits to the 
maximum quantum states. In order to overcome 
this limit fluorescence dip spectroscopy was 
introduced for electric field measurements in 
1997 [16]. The technique was first applied to 
atomic Hydrogen and has been adopted for 
Xenon, Krypton, and in modified versions also to 
Helium and Argon. It is similar to scheme 
applied earlier for the measurement of excited 
states in molecular Nitrogen [41]. A general 
scheme is shown in Fig. 2. The basic idea is to 
excite first with one laser beam from a lower 
state (1) a short living intermediate state (2) from 
where fluorescence light emitted by a transition 
to a lower state (3) can be observed conveniently. 
Then a second laser beam is tuned in resonance 
between this intermediate state (2) and a highly 
excited Rydberg state (4). If both lasers are 
pulsed, the second excitation can efficiently 
transfer a substantial part of the population of the 
intermediate state to the Rydberg state. 
Consequently, fluorescence from the 
intermediate state will decrease. The Rydberg 
spectrum can now be measured by keeping the 
first laser frequency fixed on resonance between 
the lower and the intermediate state and tuning 
the second laser frequency. The various 
resonances are observed as dips in the 
fluorescence originating from the intermediate 

state. Therefore, the lifetime of the Rydberg state 
does not affect the observed signal. Nevertheless, 
with increasing lifetime also the transition 
moment decreases and the energy necessary for 
depletion of the population of the intermediate 
state increases. With ns pulses and energies up to 
some mJ Rydberg states up to n = 50 can be 
observed readily.  

Care might also be taken with respect to the 
population of the intermediate level 2. Amplified 
stimulated emission can occur along the axis of 
the beam of the first laser if the population 
exceeds a certain threshold N2C. For the 
Balmer-α transition in atomic hydrogen, a 
Doppler width ∆D at room temperature, and a 
amplification (focal) length of L = 1 cm, the 
critical density is about N2C = 1x1013 cm-3. 
Generally, such a high population leads also to 
strong fluorescence signals and the pumping 
laser intensity can easily be adjusted.  

Fig. 2: General scheme for fluorescence-dip spectroscopy. 

In atomic hydrogen, level 1 is the ground 
state n = 1, intermediate level 2 is n = 3, level 3 
is n = 2, and level 4 is a Rydberg state with n >> 
3. The excitation from the ground state to the 
intermediate level is provided by two-photon 
excitation at λ = 205 nm. In order to achieve a 
better efficiency, two counter propagating UV 
beams allow Doppler-free two-photon excitation. 
Florescence light is observed at Balmer-α (656 
nm). The near IR radiation for the excitation to 
the Rydberg level can be generated conveniently 
by Raman shifting laser radiation in the visible to 
the first Stokes component in a high pressure cell 
filled with molecular hydrogen at typically 30 
bar to 40 bar. This has the advantage of operating 
the laser in the visible between about 600 nm and 
660 nm instead of near IR and it extends the 
wavelength tuning range by about a factor two 
from approximately 800 nm to 910 nm. 
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The hydrogen ground state is 1s and the 
magnetic quantum number is m = 0. With 
linearly polarized radiation in the two-photon 
excitation only m = 0 states are populated in the 
intermediate n = 3 state. Then, with radiation 
from the second laser polarized parallel to the 
electric field, again only m = 0 states are 
populated in the Rydberg state. This allows a 
total number of Stark split states of n + 1, 
corresponding to the number of states with 
different angular momentum. For the above case 
of n = 6 this gives the observed number of seven. 
If n is even a central line appears and if n is odd 
the centre shows a void. With the second laser 
polarized perpendicular to the electric field, only 
m = ±1 states can be reached and the total 
number of lines is n. Then for even n the centre 
shows a void and for odd n a central line appears. 
This provides a convenient way for measuring 
the direction of the electric field by rotating the 
polarization of the second laser and detecting the 
relative strength of the central component. This 
is demonstrated in Fig. 3 where the experimental 
result is compared to the expected scaling 
proportional to sin2(φ). 

Fig. 3: Polarization dependence of the central line at n = 14 
and an electric field of 950 V/cm. The solid line represents 
the theoretically expected dependence and the inserts show 
the spectra at φ  = 0° and φ = 90° [16]. 
.In atomic systems other than hydrogen the 
situation is more complex. There, the angular 
momentum states for a given principal quantum 
number n are no longer degenerate. Since the 
lower state is typically an s-state, the 
intermediate state is either a s- or d-state after 
two-photon excitation and a p-state in case of 
single photon excitation. This allows excitation 
in the Rydberg state to f-states or lower angular 
momentum states. The lower the angular 
momentum, the more pronounced is in general 
the deviation from degeneracy due to the fine 

structure. Further, the lower states receive a 
relative strong disturbance by the core electrons 
since the wave functions have a non-vanishing 
amplitude at the core. This leads to a quadratic 
Stark effect at low field strengths and a more 
complex polarization dependence. However, the 
higher angular momentum states are mostly 
degenerate and so at very high electric fields 
when they are admixed to the lower angular 
momentum states at observable amplitudes, a 
linear Stark effect spectrum similar to hydrogen 
can be observed.  An example in case of 
Krypton is given in Fig. 4 [32]. 

Fig. 4: Stark effect measured by fluorescence-dip 
spectroscopy in Krypton: Quadratic Stark shift of the 17p’ 
to 22p’ levels (upper figure). The straight lines represent 
ab-initio calculations. Linear Stark effect spectrum for the 
19(l’ > 3) levels which spectrally overlap with the 22s’, 22p’, 
and 20d’ levels (lower figure). The 19(l’ > 3) lines become 
visible only at fields above about 500 V/cm [32].  

Highly excited states in the hydrogen atom all 
show a linear Stark effect which makes it ideal 
for electric field measurement. Even with the 
very low state n = 3 electric field measurements 
are possible. Using a single mode Fourier limited 
bandwidth laser system (∆ν = 0.004 cm-1) and 
Doppler-free two-photon excitation at 205 nm 
with counter propagating beams Booth et al. 
achieved a sensitivity of about 100 V/cm [12]. 
However, this required a very specialized 
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non-commercial laser system. With more 
standard systems, as ours, the bandwidth is 
usually larger and a smaller sensitivity results of 
about 1 kV/cm. Here the Stark effect is strongly 
influenced by the fine structure splitting which is 
about the same order for fields at 1 kV/cm. This 
gives the spectrum a strong dependence on the 
polarization of the laser radiation relative to the 
electric field and the broadening is much more 
pronounced with parallel polarization as 
predicted by calculation [12]. The figure 
represents the lower limit of electric field 
measurement at about. A similar sensitivity was 
found by de La Rosa and Grützmacher et al. by 
applying a kind of two-photon polarization 
spectroscopy technique [37]. 

Much higher sensitivities can be achieved by 
using Rydberg states with a principal quantum 
number n >> 3.  Here the fluorescence-dip 
technique allows probing of states up to about n 
= 50. The minimum detectable field in mostly 
limited by the finite bandwidth of the laser 
radiation and a slight broadening by the 
saturation introduced in order to observe easy 
detectable dip of typically a few 10 % reduction 
of the fluorescence intensity. An upper limit is 
set by the overlap of Stark spectra from states 
with neighboring quantum numbers, i.e. n-1 and 
n+1. While the upper limit can be calculated, the 
lower limit depends on the experimental spectral 
resolution. One of the main limitations in 
resolution are fluctuations of the fluorescence 
intensity introduced by power, spatial beam 
profile, and especially spectral mode profile 
variations in the pump beam for the two-photon 
excitation. The related noise requires a certain 
dip strength for detection and this again is related 
to a certain saturation and line broadening. An 
experimental result is shown in Fig. 5 where the 
spectral resolution is about ∆0 = 0.57 cm-1. 
Typical error bars are indicated. The minimum 
electric field is then given for n >> 1 by 

2
0min n/E α∆≈ and the maximum electric field 

by 5
max n/R2E α≈ where α = 1.28x10-4 V-1 is 

the Stark constant for atomic hydrogen and R = 
1.097x105 cm-1 the Rydberg constant. The 
theoretical curve for the minimum field fits very 
well to the experimental data and also the 
maximum field is confirmed for the higher 

quantum numbers where the corresponding field 
strength is realized in the experiment. 

Fig. 5: Experimentally determined minimum detectable 
electric field strength and calculated maximum 
unambiguously detectable field strength in atomic hydrogen 
as a function of the principal quantum number n. The 
minimum electric field is also represented by the theoretical 
curve including the experimental spectral resolution. 

4. Summary and Outlook 
A rather broad spectrum of experimental 

techniques and atomic probes has been 
established for laser electric field measurement. 
The most sensitive and successive schemes are 
based on fluorescence-dip spectroscopy. This 
allows high field sensitivity down to about 10 
V/cm to 100 V/cm, depending on the atomic 
system, high spatial resolution of a few 10 mm, 
and high temporal resolution of about 4 ns at the 
same time. Especially the use of noble gases 
provides the opportunity to admix them to other 
gases without altering the discharge properties. 
This extends substantially the range of 
applicability. All these applications are limited to 
pressures ranging from about 1 Pa to several 100 
Pa, which is the typical regime for low-pressure 
discharges.  

In recent time an increasing interest has 
developed in the study of micro-discharges at 
pressures close to or even above atmospheric 
pressure, providing a special diagnostic 
challenge. Small spatial dimensions, high 
pressure and related quenching, and often bright 
emission background are all contributing to an 
environment unfavourable for most standard 
diagnostics. So far the CARS technique seems to 
be the only option and even that is not yet fully 
exploited. Therefore, a strong demand still exists 
for further development and novel ideas 
originating from a healthy mixture of laser 
spectroscopy, atomic physics, and plasma 
physics. 
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Fast ions created in the fusion processes will provide up to 70% of the heating in ITER. In the 
TEXTOR tokamak 110 GHz, 150 kW gyrotron radiation is used to diagnose the fast ion behaviour 
by Collective Thomson scattering (CTS). The diagnostic allows measurements of confined fast 
ions resolved both in space and pitch angle with a temporal resolution of 4ms. The fast ions in 
TEXTOR are mainly created by neutral beam injection and measurements of the heating start-up 
and turn-off phases show good agreement with numerical simulations. Also the fast ion 
distribution function during co- and counter-current neutral beam injection is studied. CTS is 
expected to play an important role in understanding the dynamics of energetic alpha particles in 
ITER.  

 
1. Introduction 

In future tokamak experiments, such as ITER, 
and in future fusion power plants, the main 
source of heating will come from the plasma 
itself in the form of fast alpha particles produced 
in D-T fusion reactions. These fast alpha particles 
must transfer their energy to the bulk plasma 
before they are expelled from the plasma. 
Populations of fast particles represent a source of 
free energy. This may drive instabilities and 
plasma modes which in some cases may react 
back on the fast ions and expel them from the 
plasma [1-6]. This will reduce the plasma heating 
and the driven modes may furthermore degrade 
the general confinement.  

As a challenge to current theory and as a 
guidance for the further development of our 
understanding of fast ion dynamics, experimental 
measurements of confined fast ions resolved in 
time, space and velocity are needed. Collective 
Thomson scattering (CTS) can provide such 
measurements [7-12]. In CTS high power mm 
waves are scattered off fluctuations in the 
electron distribution. For the right choice of 
scattering geometries, and when the resolved 
fluctuation, kδ = ks – ki, is smaller than 1/λD, the 
received scattered radiation yields information of 
the projected 1d distribution function 

. Here k3ˆ( ) ( ) ( )g u u f d v= ⋅ −∫ δ v k vδ s and ki 

refers to the wave vector of the scattered and 
incident wave, respectively. λD is the debye 
length. The frequency, νδ, of a particular wave 
vector component, kδ, of the fluctuations driven 
by a particular ion is approximately given by νδ = 
vion·kδ / 2π, where vion is the velocity of the ion 
setting up the fluctuation. 

CTS has previously been applied to measure 
the fast ion distribution at JET [13] and CTS 
measurements of the fast ion dynamics was 
recently measured at TEXTOR [14]. An 
overview of CTS activity can be found in [15]. 
Here we present resent fast ion measurements 
from TEXTOR (R=1.75 m, a=0.45 m). In section 
2 the experimental setup is described. Section 3 
deals with evidence of CTS data. Section 4 and 5 
deal with measured distribution functions. 
Section 6 describes the CTS future plans for 
ITER. Conclusions are drawn in section 7. 
 
2. Experimental setup 

The TEXTOR CTS system uses a 110 GHz 
gyrotron operated at 100-150 kW to scatter off 
the fluctuations in the electron distribution. A 
Catia drawing of the CTS transmission line is 
shown in figure 1. As shown in figure 2, the 
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gyrotron probe beam enters the tokamak in the 
horizontal midplane. The receiver beam enters 
the plasma ~20 cm above the probe beam. The 
radiation scattered from the region where the 
receiver and probe beam overlap is transmitted to 
a receiver through a quasi-optical transmission 
line, shown in figure 1. The transmission line 
includes a universal polariser to optimize the 
signal to noise ratio. The CTS receiver is a 
hetrodyne radiometer with 42 spectral channels 
covering the frequency range from ~107 to ~113 
GHz. Seven synchronised NI-4472 data 
acquisition cards, each with 8 ADCs, sample the 
data with a sample rate of 100 k samples/sec. 

Two 60 dB notch filters with a width of 200 MHz 
are used to attenuate gyrotron stray radiation. A 
voltage controlled variable attenuator is used to 
attenuate the received radiation during the 
gyrotron switching phases. More details on the 
CTS diagnostic can be found in [16-17]. 
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Fig. 1: Catia drawing of the CTS transmission line at TEXTOR. The tokamak cross section is shown at the left. 
The CTS receiver is shown at the right, and the receiver horn defines the CTS receiver beam pattern. 

During CTS experiments the magnetic field on 
axis is operated at 2.6T. This keeps the cold 110 
GHz resonances outside the plasma. In order to 
separate the CTS fast ion signal level, which is in 
the order of 1-10 eV, from the background ECE 
level, which is in the order of 10-100 eV, the 
gyrotron is modulated. The gyrotron is 
modulated with a 2 ms on/2 ms off 50% duty 
cycle, resulting in a time resolution of 4 ms. 

 
Fig. 2: CTS scattering geometry in the TEXTOR 
tokamak shown in the poloidal plasma cross section. 
The probe enters the plasma in the horizontal 
midplane and the first receiver mirror is located ~ 20 
cm above. Both beams enter from the high field side. 

  
3. Evidence of CTS data 

In order to verify that the received signal is 
indeed CTS scattered radiation reflecting the ion 
motion, a number of experiments have been 
performed. In figure 3 the received scattered 
radiation in six selected channels is shown while 
the receiver beam is being swept toroidally. A 
clear signal is seen to emerge with a maximum at 
2.1 s when the receiver beam intersects the probe 
beam, confirming that the received radiation is 
spatially localised from the scattering volume.  

A set of discharges have been made where a 
co-current neutral beam injection (NBI) heated 
plasma was observed for two different scattering 
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geometries. In both cases the scattering volume 
was located in the plasma centre but the resolved 
fluctuation vector was altered. In plasma shot 
#97984 (figure 4 and 5) the resolved fluctuation 
wave vector, kδ, had an angle to the static 
magnetic field of ~45 degrees. It is seen than the 
CTS spectra are unsymmetrical during the 
heating phase (until t = 4.5 s), extending to 
frequencies lower than the gyrotron frequency 
indicating that vfast ions ·kδ < 0 (see geometry in 
figure 4). This agrees with the fact that the birth 
velocity of the beam injected fast 

ions is antiparallel to the magnetic field. 
Likewise, in plasma shot #100911 (figure 6 and 
7), the resolved angle is ∠ (kδ, B ) ~ 135 degrees 
and a positive frequency shift is dominating the 
CTS spectra during the beam heating phase until 
t = 4.0 s.  

 

 
Fig. 5: Contour plot of CTS spectra from TEXTOR 
discharge #97984. The co-NBI was injected until t = 
4.5 s giving rise to a pronounced signal at 
frequencies lower than the gyrotron frequency. This 
corresponds to counter passing ions with vion ·kδ < 0 
(see scattering geometry in fig 4). 

 
Fig. 3: TEXTOR shot #100467. Toroidal scan of the 
receiver beam viewing direction. The probe beam 
was injected in the horizontal midplane with a 
toroidal angle of -10 degrees and the gyrotron was 
modulated with a duty cycle of 5%. The receiver 
beam is seen to intersect the gyrotron beam in the 
time from 1.91 s to 2.36 s corresponding to a toroidal 
receiver angle of -13.75 degrees to -8.75 degrees. 

 
4. Measured velocity distributions 

The measured CTS spectra are used to infer 
the projected 1D ion velocity distribution, g(u) 
[18, 19]. The forward model used in the inference 
is a fully electromagnetic model of 

 

 
Fig. 6: Scattering geometry of TEXTOR #100911. The 
overlap is located in the plasma centre and the 
resolved fluctuation was resolved with an angle to 
the magnetic field of ~135 degrees. 

 
Fig. 4: Scattering geometry of TEXTOR #97984. The 
overlap is located in the plasma centre and the 
resolved fluctuation was resolved with an angle to 
the magnetic field of ~45 degrees. 
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CTS with magnetised thermal ions while the fast 
ions are treated as un-magnetised [11]. 

The fast ion distribution function has been 
measured in a TEXTOR discharge where the co- 
and the counter-current NBI were injected 
subsequently. In this discharge the CTS 
scattering geometry was such that the measuring 
volume was located in the horizontal midplane at 
R = 1.87 m, and the resolved fluctuation, kδ, 
made an angle to the magnetic field of 123 
degrees. The co-NBI was injected until t = 2.15 s 
at which point the counter-NBI was turned on. A 
contour plot of the logarithm of the ion 
distribution is shown in figure 8. The figure 

shows a clear fast ion population at positive 
velocities prior to the switch in NBI. At t = 2.15, 
when the NBI is switch from co to counter, the 
fast ion population at positive velocities are seen 
to decay on the time scale of 50 ms while a 
population at negative velocities grows up. Both 
populations of fast ions are seen to be sensitive to 
sawtooth oscillation. In figure 9 the inferred 
distribution function is shown at t = 2.1 s and t = 
2.3 s during the co- and the counter-NBI phase, 
respectively.  

 
5. Neutral beam switch-on and switch-off 

In order to change the slowing down rate of 
the fast ions, a scan in electron density prior to 
the NBI switch on has been made. The scattering 
geometry in these discharges was such that the 
measuring position was located on the high field 
side, R = 1.63 m, and the resolved fluctuation, kδ, 
made an angle to the magnetic field of 113 
degrees. The co-NBI start-up phase was 
measured in five discharges with different 
density. An example of the inferred velocity 
distribution is shown in figure 10 (bottom) as a 
logarithmic contour plot for a mid density 
discharge. Here the co-NBI was turned on at t = 2 
s. The measured data are compared to 
Fokker-Planck simulations for a homogeneous 
plasma [19] which is shown in the top of figure 
10. Good agreement is found. The time trace of 
the fast ion density at the ion velocity 1.2 106 m/s 
is shown in figure 11 for both the measured 
distribution (green squares) and the simulated 
distribution (green solid line). On the same graph 
the 

 
Fig. 9: TEXTOR #103837. Time slices from figure 8 at 
t = 2.1 s (during co-NBI) and t = 2.3 s (during 
counter-NBI). 

 

 
Fig. 7: Contour plot of CTS spectra from TEXTOR 
discharge #100911. The co-NBI was injected until t = 
4.0 s giving rise to a pronounced signal at 
frequencies higher than the gyrotron frequency. This 
corresponds to counter passing ions with  
vin ·kδ > 0 (see scattering geometry in fig 6). 

 

 
Fig. 8: Dynamics of the fast ion population when 
switching from co– to counter–injection of NBI. The 
switch occurs at t = 2.15 s. NBI power was 1.35 MW for 
co–injection and 1.32 MW for counter injected. ∠ (kδ, 
B ) = 123. Scattering volume at R = 1.87 ± 0.05 m and z 
= 0 ± 0.03 m. 
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time traces have been added for four other 
discharges with a different electron density. The 
density prior to the beam turn-on is displayed in 
the legend. All five time traces shown good 
agreement between measured (squares) and 
simulated (solid lines) velocity distributions.  

Tree discharges have been performed where 
the fast ion distribution was measured during the 
switch off of co-NBI for different densities. 
Figure 12 shows the evolution of the measured 
fast ions (squares) and the simulated fast ions 
(solid lines) at a projected velocity of 1.2 106 m/s. 
Here the co-NBI was turned on at t = 1.8 s and 
switched off at t = 2 s. The scattering geometry is 

as in figure 10 and 11. Reasonable agreement is 
found.  

 
Fig. 12: Figure caption as in fig 10. Here the NBI is 
turned off at t = 2.0 s. 

 
Fig. 10: TEXTOR shot #89453. Bottom: measured fast 
ion velocity distribution. Scattering geometry: R = 
1.63 m, (k∠ δ, B ) = 113 degrees. Co-NBI was injected 
from t = 2.0 s. Top: Fokker-planck simulation of fast 
ion population projected onto kδ. Good agreement 
between simulation and measurements is found. 

 

 
Fig. 11: FIG. 9: Inferred (squares) and modelled 
(continuous lines) fast ion density at an ion velocity 
of 1.2 × 106 m/s as a function of time for a range of 
electron densities. 1.3 MW Co–injected NBI switched 
on at t = 2 s. (k∠ δ, B ) = 113. Scattering volume at R 
= 1.63 m and z = 0 m. Values in figure legend refer to 
electron densities in scattering volume prior to 
switch on of NBI. 

6. Plans for ITER CTS. 
The current CTS experiments are the stepping 
stones for a CTS system on ITER to measure fast 
fusion alphas in a burning plasma. A 
comprehensive feasibility study was carried out 
[20] to identify the CTS design, including choice 
of probe frequency, which would satisfy ITER 
measurement requirements for confined fusion 
alphas. The study concluded that a dual forward 
and back scattering system with a probe 
frequency around 60 GHz is the only CTS system 
that satisfies all criteria with present or near term 
technologies. A summary of the feasibility and 
conceptual design study can be found in 
reference [21] and [22]. The proposed design was 
optimised to satisfy requirements on accuracy 
and detail of the inferred fast ion velocity 
distribution, spatial resolution, time resolution 
and robustness over a broad range of plasma 
parameters. The system would measure the fast 
ion velocity distribution parallel and 
perpendicular to the magnetic field at 10 different 
radial locations simultaneously. It would bring 
out the dynamics of fast ions on passing orbits, 
on trapped orbits and would measure the bulk ion 
toroidal drift velocity across the plasma. In an 
expanded version it is predicted also to be able to 
provide measurements of the fuel ion ratio. 
 
7. Conclusions 

In conclusion, measurements of the 
temporal evolution of the fast ion velocity 
distribution function obtained by collective 
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Thomson scattering (CTS) have been presented. 
Examples of data are presented which give good 
evidence that the signals are indeed due to CTS. 
The ion velocity distribution after switch-on of 
co-current NBI heating was inferred from CTS 
for a number of electron densities and agrees 
remarkably well with simple Fokker-Planck 
simulations. Also the measured relaxation of the 
fast ion distribution after NBI turn off can be 
described by simple simulation. Fast ion 
measurements during injection of both co- and 
counter-NBI (subsequently) have been presented 
and the inferred fast ion dynamics is currently 
being analysed. All these results represent a 
breakthrough for the use of mm-wave collective 
Thomson scattering for diagnosing dynamics of 
confined fast ions in fusion plasmas, and is an 
important milestone in preparing this diagnostic 
technique for use at ITER. More information on 
CTS may be obtained from the website 
www.risoe.dk/fusion/cts. 
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Microwave to millimeter-wave diagnostic techniques such as interferometry, reflectometry, 
scattering, and radiometry have been powerful tools for diagnosing magnetically confined plasmas. 
Important plasma parameters were measured to clarify the physics issues such as stability, wave 
phenomena, and fluctuation-induced transport. Recent advances in microwave and millimeter-wave 
technology together with computer technology have enabled the development of advanced 
diagnostics for visualization of 2D and 3D structures of plasmas. Microwave/millimeter-wave 
imaging is expected to be one of the most promising diagnostic methods for this purpose. We report 
here on the representative microwave diagnostics and their industrial applications as well as 
application to magnetically-confined plasmas.  

 
1. Introduction 
 Transmission, reflection, scattering, and 
radiation processes of electromagnetic waves due 
to dielectric materials are utilized as diagnostic 
tools. In magnetically-confined plasmas, since 
various specific frequencies such as the cut offs 
and resonances in plasmas determined by 
confining magnetic fields and electron densities 
are in the range of 30-300 GHz, the optimum 
probing wavelengths are in the range of 
microwave to millimeter-wave. The diagnostic 
techniques are interferometry, reflectometry, 
scattering, and radiometry (electron cyclotron 
emission: ECE). The parameters obtained by 
these diagnostic techniques are the equilibrium 
and fluctuation components of electron density, 
electron and ion temperatures, and magnetic field.  
 Significant advances in microwave to 
millimeter wave technology have enabled the 
development of a new generation of imaging 
diagnostics as a visualization tool of the plasmas. 
Microwave imaging is expected to be one of the 
most promising diagnostic methods that measure 
profiles and fluctuations of plasmas. The physics 
issues of magnetically-confined plsamas have 
been studied by use of the microwave diagnostics. 
The microwave imaging diagnostics have also 
been applied to the other industrial applications. 
In this paper are reported the representative 
microwave diagnostics and their applications.  

2. Plasma imaging diagnostics  
2.1. Interferometry  
  Interferometry is a well-utilized method for 
measurement of plasma density profiles. A 
sufficient number (8-12) of probing chords is 
needed to perform a reconstruction of density 
profiles. When enough power is obtained as an 
incident source, power splitters can be used to 
divide the incident signal into a number of 
independent probing beams, otherwise, separate 
oscillators have to be employed for each probing 
beam. Different intermediate frequencies (IFs) for 
each channel are also employed to avoid the 
crosstalk between adjacent chords.  
 Instead of multichord system, phase-imaging 
interferometers have been used in several plasma 
experiments in order to measure multichord line-
integrated electron densities. This technique uses 
a single set of optics and multichannel detector 
array instead of using multichannel optical paths 
with a single detector for each chord. The first 
example was a CO2 laser interferometer using a 
15-element PbSnTe detector array, which was 
applied to a high-density arc plasma. An FIR 
laser interferometer with a 20-element micro-
bolometer array has been applied to a tokamak 
plasma [1]. A millimeter-wave phase-imaging 
interferometer using a Schottky barrier diode 
array has been applied to the GAMMA 10 
tandem mirror [2].   
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2.2.  Radiometry  
 The measurement of electron cyclotron 
emission (ECE) has become a main diagnostic to 
determine temporal and spatial behaviors of 
electron temperature. When the plasma density 
and temperature are sufficiently high, the plasma 
becomes optically thick specifically at the first 
and second harmonic of electron cyclotron 
frequency. The radiation intensity of optically 
thick ECE harmonics reaches that of black body 
radiation. Therefore, the electron temperature and 
its fluctuations can be diagnosed by measuring 
the intensity of ECE. In tokamak plasmas, the 
ECE frequency is often a monotonically 
decreasing function of plasma radius towards the 
outboard side. Therefore, time resolved 1D 
temperature profiles can be obtained by a 
conventional radiometer. 
 On the other hand, ECE imaging (ECEI) is a 
method whereby two-dimensional (2D) to three-
dimensional (3D) images of temperature fluctua- 
tions as well as temperature profiles can be 
obtained. An ECEI system was at first applied to 
TEXT-U, and subsequently developed for the 
RTP tokamak, and more recently implemented 
on TEXTOR-94 [3,4] and LHD [5]. A CAD 
drawing of the microwave imaging system is 
shown in Fig.1. The system is capable of 
simultaneously measuring density and tempera- 
ture fluctuations in the plasma core with ~1 cm2 
resolution in the poloidal plane. The ECEI 
system yields the temperature and its fluctuation 
in an 8×16 matrix of sample volumes, while the 
MIR system measures density fluctuations at 16 
points along the density cutoff surface. Both 
systems view the  plasma through a large 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 TEXTOR-U ECEI/MIR system [3]. 

42×30 cm2 quartz window. The two large-sized 
toroidal and poloidal collection mirrors are 
shared by the ECEI and MIR system. An 
electroformed metal mesh beam splitter is 
employed to separate the radiation at the ECE 
range of frequencies (95–140 GHz) from the 
frequencies used in the reflectometer (70–90 
GHz). Each system utilizes a dedicated high-
resolution multi-channel detector array based 
dual dipole antenna.  
 
2.3.  Reflectometry 
 Reflectometry has been expected to be one of 
the key diagnostics to measure density profiles 
and density fluctuations in large fusion devices. It 
provides good spatial and temporal resolutions, 
while requiring a single viewing chord and 
minimal vacuum access in contrast to 
interferometry and Thomson scattering. One of 
the most serious problems in density profile 
measurement using conventional frequency- 
modulation (FM) reflectometer is caused by the 
existence of density fluctuations in plasmas, 
since the multifringe phase changes produced by 
a reflectometer are easily masked by those due to 
density fluctuations. Several methods have been 
proposed to avoid this problem such as 
amplitude-modulation (AM) reflectometry or 
dual-frequency differential reflectometry and 
pulsed-radar reflectometry using moderate short 
pulse or ultrashort pulse as well as advanced data 
processing techniques based on sliding fast 
Fourier transform (FFT) algorithm, maximum 
entropy method (MEM), wavelet transform, and 
Wigner distribution.    
 If the amplitude of fluctuations is small or 
the width of their wavenumber spectrum is 
narrow, the reflected waves bear phase informa- 
tion on a large distance and interpretation of the 
signal is straightforward. The interference of the 
scattered wavefronts destructs the shape of the 
phase already close to the cutoff position making 
difficult extraction of the information from the 
reflectometer signal. One of the possible ways to 
solve the problem is to use microwave imaging 
reflectometry (MIR) with large aperture optics to 
restore the wavefronts at the receiver position. 
This technique can record time history of the 
density fluctuations and estimate value and 
spectrum of the fluctuations. In Fig. 2 is shown 
the schematics of MIR system in LHD [6]. 
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Fig. 2. LHD MIR/ECEI system [6].

3. Imaging diagnostics using an ultrashort-
pulse radar 
 The reflectometry (radar) techniques are 
utilized in various industrial applications as well 
as in plasma diagnostics. Recently ultra-wide-
band (UWB) radar has become popular for the 
time- and spatially-resolved measurements which 
give the dynamic structure of internal behavior of 
the object. There are two methods to perform the 
UWB radar, which are an ultrashort-pulse as a 
probe beam. We have tried an ultrashort-pulse 
radar (USPR) for the imaging measurements. The 
outputs of impulse generator are 3V, 22 ps, 8V, 
65 ps and 10V, 130 ps full-width half-maximum 
(FWHM) pulses. An impulse is fed to a planar 
antenna or waveguide antenna, and irradiated to 
an object. The reflected wave detected by an 
identical antenna is amplified by a low-noise 
amplifier and recorded by a sampling scope or 
fed to a constant fraction discriminator (CFD) 
and time-to-amplitude converter (TAC) for the 
data processing. The CFD generates a timing 

output pulse at the optimum timing point (peak) 
of the input pulse. The timing pulse from the 
CFD is used as the stop trigger for the TAC; the 
output trigger from the impulse generator is used 
as the start trigger. The TAC output, which is a 0-
10 V rectangular pulse with amplitude proportion 
ally to the time delay between the start and stop 
triggers, is sampled and recorded using high-
resolution memory scope.  
 In this section, we describe the simulation 
study of the USPR for human-body imaging. We 
have solved full-wave Maxwell equations 
describing millimeter-wave propagation and its 
scattering and reflection by an object. The 
numerical scheme is based on the finite-
difference time-domain (FDTD) scheme, and the 
simulations were done in two-dimensional space. 
As an example, we investigate human breast with 
tumor inside.  
 The optical property of matter is generally 
characterized by the complex permittivity.  A  
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foreign object having a permittivity different 
from an object to be inspected causes a wave 
reflection and scattering. The breast has simple 
structure and lower dielectric constant than other 
parts, and loss tangent than the other part of body. 
In addition, dielectric properties of breast tumors 
are much higher than the normal breast tissue. 
Half circle with radius equal to 10 cm is used as a 
breast model. A breast tumor is located at 2-10 
cm depth from the breast surface. We assume 
that the dielectric property of normal breast tissue 
is εr = 9, σ = 0.4 S/m and the malignant breast 
tissue is εr = 50, σ = 4 S/m, where σ is 
the conductivity. Here, a Gaussian-shape pulse 
with a 100 ps FWHM is irradiated to the breast 
through an antenna located at the position of 10 
cm apart from the breast surface. The antenna is 
moved every 10 degree around the breast from 0 
to 180 degrees. The reflected waves from the 
skin and the tumor are received by an identical 
antenna.  
 Hagness et al. recently proposed a confocal 
microwave imaging (CMI) approach to breast 
cancer detection [8]. The CMI is the reconstruc- 
tion method based on synthetic aperture radar 
(SAR). In our FDTD simulation, the numbers of 
antenna array correspond to M=19. The 
calculation process is repeated for each antenna 
position. Although the incident wave and the 
reflected wave from the skin are much larger than 
that from the breast tumor, it is not difficult to 
distinguish those waves due to the difference of 
the TOF. Therefore, the spurious signals can be 
removed at the data processing.  
 To reconstruct the image, a point is focused. 
First, the distances between the focal point and 
each antenna position are determined and 
converted to the time delays. The reflected waves 
obtained by each antenna are summed up, and the 
square of this sum is assigned to the pixel value 
at the focal point. The intensity (I) of the pixel is 
assigned as 
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where Bm is the back scattering waveform at the 
mth antenna located at mr

r
, and )(rm

rτ  is the time 

delay from the mth antenna to the synthetic focal 
point at rr . Here, the propagation velocity inside 
the breast is calculated by using the assumed 
dielectric constant of the breast tissue, 9=rε . 
Figure 3 shows the reconstructed images by CMI. 
White line indicates the breast skin. Note that the 
tumor located at 7 cm depth from the skin can be 
detected when the size is 1 cm×1 cm. Also the 
tumor size of  2 mm×2 mm can be detected 
when it is located at 3 cm depth from the breast 
skin, which is considered to be very early stage.  
 

 

  
Fig. 3.  Reconstructed image of the breast with tumor. The 
tumor located at (a) 7 cm depth from the breast skin (the size 
of tumor is 1 cm×1 cm), (b) 3cm depth (the size is 2 mm×
2 mm). 
 
4. Conclusion 
  In conclusion, the microwave/millimeter-
wave imaging diagnostics have been applied to 
magnetically-confined plasmas in order to solve 
the physics issues. The methods are also useful to 
other fields including biomedical imaging, 
remote sensing using airborne synthetic aperture 
radar (SAR), nondestructive detection, and etc.  
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A 128 channel 2-D Electron Cyclotron Emission Imaging (ECEI) instrument has been employed 
to study MHD physics such as the m=1 and m=2 modes on the TEXTOR tokamak. This system 
was upgraded in February 2007 with new wideband electronics which increased the instantaneous 
frequency coverage by >50% from 4.0 to 6.4 GHz with a corresponding increase in plasma 
coverage. Details regarding the diagnostic upgrade and recent physics results from TEXTOR will 
be presented together with a discussion of diagnostic development activities underway at UC 
Davis to implement ECEI on other plasma devices including KSTAR and DIII-D. 

 
1.  Introduction  

Electron Cyclotron Emission (ECE) Imaging 
(ECEI) has been routinely employed to study the 
dynamics of electron temperature Te fluctuations 
in TEXTOR tokamak plasmas [1-3]. In a toka-
mak, the cyclotron frequency, fce , depends on the 
major radius R of the device, leading to a 1:1 
mapping between fce and R. The ECE frequency 
in plasmas with sufficiently high density and 
temperature is proportional to the local Te value 
and thus yields information regarding the 
electron temperature and its fluctuations [4]. 

ECEI systems began as single emission 
frequency systems, enabling 1-D spatially 
resolved measurements along a vertical chord of 
the plasma. This technique was subsequently 
extended to 2-D by allowing each array element 
to collect broad bandwidth radiation that is then 
frequency resolved into bands [5]. 

A 128 channel ECEI instrument has been 
routinely used to study MHD physics on the 
TEXTOR tokamak [1, 2].  Each array element of 
the 16 element Schottky diode mixer array 
measures electron cyclotron emission at 
8 simultaneous frequencies to form 16×8 images 
of Te profiles and fluctuations over an extended 
area of the TEXTOR plasma. 

 
2. Overview of the ECEI Diagnostic Upgrade 

An upgraded ECEI diagnostic system with a 
redesigned array and new wideband electronics 
was installed in February, 2007 on TEXTOR and 
increases the plasma coverage to 17 cm (v) × 9 

cm (h) from 16 cm (v) × 6 cm (h) by both array 
modifications and development of new wideband 
IF electronics. The new arrangement offers 
increased temperature resolution together with 
new gain and video bandwidth controls in a 
modular configuration for ease of maintenance as 
well as ease of future upgrades, both in frequency 
coverage as well as number of channels. 

An overview of the ECEI scheme is presented 
in Fig. 1. Large aperture optics are employed to 
image the ECE radiation onto a multichannel 
mixer array. A quasi-optical, square loop, notch 
filter has been developed to shield the array from 
the 800 kW, 140 GHz gyrotron heating source. 
Unlike waveguide filters, these frequency 
selective surface filters must retain their filtering 
characteristics over a wide range of incident 
angles to provide adequate shielding. The filter 
shown in Fig. 1 has a measured 35 dB rejection at 
normal incidence, and only drops to 25 dB at 
incidence angles of ±15° [6]. 

The ECEI optical layout remained unchanged 
during the upgrade, and thus will not be dis-
cussed herein. Modifications to the mixer array 
are described in Sec. 3, while the new wideband 
IF electronics are described in Sec. 4 with results 
presented in Sec. 5. We conclude in Sec. 6 with a 
discussion of the planned implementation 
schedule together with a number of possible 
additional upgrades. 
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Fig. 1.  Schematic diagram of the ECEI detection scheme employed on TEXTOR, illustrating the steps required to convert 
wideband ECE radiation into 2.0-8.4 GHz IF signals and then to generate 16×8 channel ECEI output signals. 

3. ECEI Mixer array 
The new mixer array shown in Fig. 1 employs 

dual dipole antennas similar to those in the 
current system, but with an antenna spacing of 
2.44 mm (increased from 2.29 mm). This 
extends the vertical plasma coverage by 1 cm, 
retaining the same vertical spot size while 
reducing the signal overlap between adjacent 
channels from ~65% to ~55% [7]. 

Microwave baluns, which convert the micro-
wave signals from balanced (at the antenna) to 
unbalanced (at the output SMA connector) for- 
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Fig. 2. Measured insertion loss (S21) and reflection loss 
(S11) through a pair of back-to-back microwave baluns. 

mat, have been reduced in size while 
simultaneously increased in bandwidth. A 
unique feature of this design is the ability to 
supply DC bias to the mixers while maintaining 
an extremely wide IF bandwidth. The new 
baluns achieve a 2 dB insertion loss bandwidth 
(4 dB for back-to-back baluns) that extends 
from DC to 16 GHz, and a 3 dB loss bandwidth 
that extends past 30 GHz as shown in Fig. 2.  
 
4. ECEI Electronics 

As in the previous implementation, down-
converted ECE radiation from each antenna 
element is amplified by ~35 dB using low noise 
preamplifiers. Microwave cables transmit these 
signals out of the TEXTOR bunker to the new 
wideband IF electronics modules. Each of the 
new modules is comprised of two printed circuit 
boards mounted within a shielded enclosure box. 
The first board is a radio frequency (RF) circuit 
which splits each 2.0-8.4 GHz input signal into 
8 portions, each of which is down-converted a 
second time using surface mount balanced 
mixers fed with 2.4-8.0 GHz LO signals spaced 
800 MHz apart. The second board consists of an 
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array of 8 circuits which rectify the IF signals 
from the RF circuit board to form 8 video 
signals whose amplitude is proportional to the 
ECE signal level strength over each of the 8 RF 
frequency bands. Both of the boards are shown 
in Fig. 1. 

The RF circuit board layout is shown 
schematically in Fig. 3. The input signal is 
amplified using a low noise gain block, split 
into two parts, and then amplified and split a 
second time. Each of these signals is high-pass 
filtered with a distinct cutoff frequency, and 
then split one last time to form 8 RF signals 
which are fed to balanced mixers for the second 
down-conversion process. These high-pass 
filters serve to eliminate spurious mixer 
byproducts arising from higher harmonic RF 
components, as well as to eliminate low 
frequency (< 1 GHz) noise arising from the RF 
amplifier chain that feeds the mixers.  
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Fig. 3.  Schematic layout of the ECEI RF electronics. 
 

Each of the mixer LO signals are generated 
onboard from voltage-controlled oscillators 
(VCOs). Previously, the 8 LO signals were 
generated off-board in separate VCO modules, 
split into 16 portions, and routed to the RF 
mixers via 16×8=128 microwave cables. This 
had the undesirable effect of making detection 
module access difficult and time-consuming, as 
roughly half of these cables had to be 
disconnected on the detection module end 
before a given module could be removed for 
modification, repair, or replacement.  

Each of the 8 IF signals from the RF circuit 
board are coupled to detection circuits on the IF 
circuit board where the signals are amplified and 

band-pass filtered (5-350 MHz), detected or 
rectified, and then video amplified and low-pass 
filtered shown in Fig. 4 [7]. Since this last 
mixing process is a double sideband 
down-conversion process, collecting power on 
both sides of the LO signal, this translates to an 
effective RF bandwidth of ~700 MHz. This is 
more than twice the RF bandwidth of the current 
system, and translates to a 1.5× improvement in 
temperature resolution. 
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Fig. 4.  Schematic layout of the ECEI IF electronics. 

Video bandwidth control in the current system 
is set by a tunable single order RC low-pass 
filter. This has been replaced by a tenth order, 
low-pass switched capacitor filter (Linear 
Technology model LTC1569-7) whose cutoff 
frequency may be selected between 12.5, 25, 50, 
100, 200, and 400 kHz. Filter selection on all 
channels is simultaneously set using front-panel 
DIP switches or via computer control. Note that 
the frequency of the lowest filter setting, 
12.5 kHz, is set by the use of a seventh order, 
650 kHz low-pass prefilter (Linear Technology 
model LTC1565-31) which prevents high 
frequency noise (at ≥64 times the filter cutoff 
frequency) from being aliased down by the 
switched capacitor filter. 

In the new electronics, a pair of digital step 
attenuators is employed. The first provides up to 
31.5 dB attenuation under external control, 
applied equally to all 128 ECEI channels. This 
provides a way to adjust the system gain to 
account for variations in Te or in receiver 
sensitivity (by, for example, tuning the ECEI 
array to operate well outside its optimum RF 
bandwidth). The second provides up to 15.5 dB 
of gain control set via DIP switches within the 
module. These switches are adjusted to compen-
sate for fixed cable losses and variations in the 
frequency-gain response of individual ECEI 
channels. Finally, new controls individually set 
the polarity and dc offsets on each channel to 
accommodate a wide variety of transient digitiz-
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ers, with the capability of driving ±1 V into 
50 Ω loads and ±5 V into high impedance loads. 

 
5. ECEI Physics Studies 

The TEXTOR ECEI system employs a 16 
element array with 8 frequency bands spaced 
800 MHz apart, generating time-resolved 16×8 
images of Te profiles and fluctuations of the 
TEXTOR plasma [1, 2]. The system is wide-
band tunable from 100 to 130 GHz, and the 
focus location may be shifted horizontally by 
translating one of the optical imaging elements. 
The ECEI measurements illustrated in Fig. 6 
provide a 2-D movie of the magnetic field 
perturbation, and make it possible to directly 
compare the measurements with predictions 
from various theoretical models. These and 
other recent studies into tearing mode 
suppression [8] are expected to benefit greatly 
from the increased plasma coverage achieved by 
this upgrade. 

 
Fig. 5.  Experimental 2-D images of hot spot and island 
formation are directly overlaid for comparison with 
ballooning mode model images (from [1]). 
 
6. Possible Future ECEI Upgrades 

A second ECEI system has been proposed for 
TEXTOR which would employ similar 
wideband electronics but with 24×8 channels, a 
1.0 GHz channel spacing, and a tunable RF 
bandwidth extending from 130 to 153 GHz. 

The number of ECEI channels in the present 
ECEI system could also be easily increased 
from 16×8 to 20×8. This can be done simply by 
fabricating 4 additional IF electronics modules 
and the installation of an additional 4×8=32 
digitizers, as the current array already 
encompasses 20 elements. Other related 
diagnostic development activities underway at 

UC Davis include the extension of the ECEI 
diagnostic technique to other plasma devices 
such as KSTAR, EAST and DIII-D. 
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A laser Thomson scattering (LTS) system developed in the MAP (material and plasma) -II 
steady-state linear divertor/edge plasma simulator at the University of Tokyo, intended for the 
study of low-temperature recombining plasmas (referred to as the detached plasma in the divertor 
region of the magnetically confined fusion devices), is presented. The electron temperature  (Te) at 
the entrance of the recombination front of He electron-ion recombining (EIR) plasma was 
determined to be as low as 0.15 eV. An electron temperature of 0.05 eV, which was previously 
determined based on the Rydberg series spectra of He I at the brightest point of the recombining 
front, can be considered to be a plausible value. Possible effects leading to an error in the 
estimation of the parameters in low-temperature plasma were evaluated, leading to the conclusion 
that these effects are negligible.1  

 

                                                
1 This proceeding is the extended version of the paper presented in the 28th International Conference on 
Phenomena in Ionized Gases (ICPIG), July 15-20, 2007, Prague, Czech Republic, 4P06-32, "Development of the 
laser Thomson scattering method intended for the study of low-temperature recombining plasmas in the MAP-II 
divertor simulator", S. Kado, F. Scotti, T. Shikama, Y. Kuwahara, K. Kurihara and S. Tanaka. Note that small 
corrections are made in the optical system. 

1. Introduction 
In  the so-called recombining plasmas, since 

the electron temperature is so low, the excited 
state populations are governed by volumetric 
recombination processes such as electron-ion 
recombination (EIR) consisting of radiative and 
three-body recombinations, and molecular 
assisted recombination (MAR) induced by 
hydrogen (H2-MAR)[1] or hydrocarbons 
(CxHy-MAR)[2]. Recombining plasma in the 
divertor/edge region in magnetically confined 
fusion-relevant plasma can be a sink of particle 
and energy due to the neutralization of the 
plasma before reaching the divertor plate (this 
phenomenon being referred to as "detachment"), 
so that the production and the control of the 
recombining plasma are key issues in future 
fusion devices.   

Investigation of detached recombining 
plasmas requires efficient methods of electron 
temperature measurement, since the atomic and 
molecular processes depend strongly on the 
electron temperature, Te. Typically, for example, 
Te < 6-8 eV is required for CxHy-MAR [3], Te  < 
2-3 eV for H2-MAR, while Te  can be much lower 
than 1 eV for EIR. Common knowledge holds, 
however, that conventional diagnostic methods 
tend to give ambiguous results for recombining 
plasmas.  

A problem involved in applying a single 
probe to recombining plasmas is that the electron 
current exhibits values anomalously lower than 
those expected from the ion saturation current 
(known as an anomalous current-voltage 
characteristic). As a result, the electron 
temperature is overestimated if one believes the 
probe characteristics to be valid, and in turn the 
electron density become immeasurable [4,5,3]. 
The atomic Boltzmann plot method applied to the 
Rydberg spectra from the highly excited states, 
being in partial local thermal equilibrium 
(p-LTE), can be simply applied to determine the 
electron temperature. However, the spectroscopic 
measurement always reflects the brightest point, 
which makes it difficult to analyze the spatial 
distribution and dynamic behavior of the 
detachment. It is also noteworthy that between 
the ionizing and EIR regions there exists a layer 
where the excitation rates are so low that the line 
emissivity is small.  This transition region cannot 
be measured either by a probe (due to the 
anomaly) or by passive spectroscopy (due to the 
absence of emissions). 

Also for MAR plasmas, analysis of the atomic 
spectra is influenced to a considerable degree by 
the contribution of the molecular dissociation. 
Therefore, we have developed a more direct way 
of measuring the electron  temperature, i.e., the 
Thomson scattering method [6].  
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Obtaining the Doppler-broadened Thomson 
scattering spectra of free electrons in 
low-temperature recombining plasmas can pose a 
challenge since the stray light at the laser 
wavelength interferes with the narrow Doppler 
spectra, this effect being attributable to scattering 
from the chamber walls as well as due to the 
Rayleigh scattering caused by residual neutral 
gas. This led us to use a double-monochromator 
having a stray-light rejection capability. 

This article reviews our LTS system which 
was initially developed for MAR plasmas and has 
recently been upgraded with the intention of 
gaining access to the EIR regime in the MAP 
(material and plasma)-II steady-state linear 
divertor/edge plasma simulator at the University 
of Tokyo.    
 
2. Experimental setup  

The configuration of the laser Thomson 
scattering (LTS) system is schematically shown 
in Fig. 1. A frequency-doubled Nd:YAG laser 
beam (532 nm in wavelength, a 10 Hz  repetition 

rate, 7 ns pulse duration, and typically 400 mJ of 
energy per pulse, 8 mm in diameter) is directed to 
a plasma by means of a mirror located beneath 
the chamber. A lens with a focal length of 900 
mm focuses the beam in the center of the plasma 
through a Brewster window and three baffle 
plates. This lens is sometimes removed for easier 
optical alignment when the scattering signal is 
high enough. An object lens with a 150-mm focal 
length and a diameter of 100 mm is used to 
image the 12 mm vertical scattering region onto 
an optical fiber array with a magnification of 2/3, 
which transfers the light to a spectrometer. 

Since the 1 eV electron temperature 
corresponds to about 1.5 nm in the Doppler 
half-width at 1/e maximum at 532 nm for an 
orthogonal viewing chord, it is difficult for 
commercially available narrow-band interference 
filters (which typically have a pass band broader 
than about 1 nm) to resolve the Doppler profiles. 
For this reason, we have assembled a double 
monochromator equipped with four commercial 
camera lenses (Nikon, 135 mm F/2.8), a pair of 
gratings with 1800 grooves/mm, and an 
image-intensified charge-coupled device (ICCD) 
detector (Hamamatsu C4078+C4742, 1344x1024 
pixels).  The first grating produces a dispersed 
Thomson spectrum in the image plane, where a 
spatial stray-light filter, called a Rayleigh-block, 
is located and filters out the stray light which also 
contains a Rayleigh scattering component. The 
second grating then disperses the notch-filtered 
Thomson spectrum, which is imaged on the 
photocathode of an ICCD detector.  

The wavelength resolution (instrumental 
width) is 0.13 nm full width at half maximum 
(FWHM) for a slit width of 0.085 mm. A  
Rayleigh-block 0.35 mm in diameter, applied in 
the initial case [6], corresponds to the lower limit 
of the measurable electron temperature of about 
0.3 eV. This was applicable to MAR plasmas, but 
was not sufficient for application to EIR plasmas 
in the MAP-II device. Recently, the original 
block has been replaced with one 0.2 mm in 
diameter, which allows us to perform 
measurements as low as 0.13 eV (after 
considering the margin for the Gaussian fitting 
area)[7]. 

The absolute intensity necessary for the 
electron density measurement was calibrated 
using the dependence of the Rayleigh scattering 
spectrum on the filled gas pressure of N2 
according to the cross section ratio of the 

 
Fig.1 Schematic views of (a) MAP-II and (b) LTS 
system.  The target chamber is omitted. 
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Thomson to Rayleigh scatterings.   The offset 
signal of this Rayleigh scattering at 0 pressure is 
attributable to the stray light originating in the 
reflection from the windows or the chamber wall. 
The typical level of the stray light is equivalent to 
a Rayleigh scattering signal of approximately 
1-10 Torr for N2 depending on the alignment 
condition, which is much higher than that from 
the Rayleigh scattering at the working gas 
pressure of 10-150 mTorr of He or H2. Note that 
the Doppler width of the Rayleigh signal is 
governed by the thermal motion of the neutral 
gas, and thus the line width of the stray light and 
Rayleigh components can be regarded as 
identical to the instrumental width.  

 
3. Results 

The MAP-II [8] is a dual-chamber linear 
device consisting of a first chamber in the 
upstream (called the source chamber) and a 
second chamber in the downstream (called the 
target chamber) connected to each other by 
means of a drift tube having two diaphragms 50 
mm in diameter. A longitudinal magnetic field of 

about 20 mT suppresses the radial diffusion, 
forming a plasma stream of approximately 50 
mm in core diameter and about 2 m in length, 
which is terminated at the target plate at the 
second chamber. Typical discharge conditions 
are: discharge voltage of 60 - 80 V, a current of 
30 - 45 A, and filled helium gas pressure of about 
4 - 20 mTorr. However, in order to produce EIR 
plasma at the first chamber where the LTS 
system is installed, the neutral pressure is 
increased up to 120 mTorr by puffing the 
additional helium gas into the second chamber.  

 Photos of the He EIR plasma are shown in 
Fig. 2. One can see that the bright recombining 
"front" is formed surrounding the tip of the 
plasma stream (ionizing plasma). As the neutral 
pressure increases the recombining front moves 
across the fixed observation point, 4.5 mm in 
vertical (along the laser path) and 0.2 mm in the 
horizontal direction (along the plasma stream). 
This operation changes only the length of the 
plasma stream (approximately 1m from the 
plasma source) and the recombining front can be 

 
 
Fig. 2 Photos of the He EIR plasmas in MAP-II. 
Cross points of the broken lines represent the 
viewing points. 

 
 
Fig. 3. Typical Thomson scattering spectra for 
low temperature regime corresponding to the 
transition region between ionizing and 
recombining plasmas. (a) and (b) were obtained at 
the neutral pressure of 140 and 144 mTorr, 
respectively, which can interpreted as the ones at 
the relative distances from the observation point 
for 84 mTorr. Then, these spectra, respectively, 
can be regarded as the equivalent ones at 25.5 and 
27.4 cm from the central position for 84 mTorr 
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regarded as having the same parameters - a kind 
of nature of the optical emissions of recombining 
plasmas. The spatial profiles along the plasma 
stream was thus obtained by relating the position 
( 0 – 27.4 cm) to the neutral pressure (82 – 144 
mTorr).  

Typical Thomson scattering spectra for the 
lowest two temperature conditions, 25.5 cm (140 
mTorr) and 27.4 cm (144 mTorr) are shown in 
Fig. 3. The spectrum without plasma was 
subtracted from that with plasma to eliminate the 
stray light, which remained even after the 
suppression at the Rayleigh block. As mentioned 
in the previous section, the fitting to a Gaussian 
curve was performed avoiding the wavelength 
region corresponding to the Rayleigh block with, 
in reality, a little wider safety margin. 

Fig. 4 shows the electron temperature and 
density as a function of the neutral pressure, 
interpreted as the distance along the plasma 
stream. The electron temperature monotonously 
decreases from left to right until reaching the 
rightmost data point, 0.15 eV, at the immediate 
entrance of the recombining front. This is the 
measurable lower temperature limit of the current 
system.  We evaluated the collisional mean free 
path of the electrons and revealed that the change 

in the electron temperature in the upstream region 
was due to the elastic collision with neutrals, 
while in the region of interest in the present study 
this change is due to the collision with ions.  This 
fact supports the invariance of the shape of the 
recombining front as the neutral pressure 
increases. 

Our previous results regarding the electron 
temperature in He EIR plasma show 0.05 - 0.06 
eV based on the atomic Boltzmann plot [9],  on 
the collisional-radiative (CR)-model for Rydberg 
series spectra [8] , and on the CR-model for the 
principal quantum numbers n = 3 and 4 [10]. 
Although the discharge condition is not identical 
to the previous one, the brightest point, around 32 
cm, is expected to have such temperature.  A 
further major upgrade in the double 
monochromator, now being planned, is necessary 
to access that temperature regime. However, it 
can be supposed, from the decay of the electron 
temperature toward the recombining front shown 
in Fig. 4(a), that such a low temperature exists.  

 
4.  Discussion 

Here we evaluate possible perturbations that 
could lead to measurement errors.   

Plasma heating by absorption of the laser 
energy through inverse bremsstrahlung can be 
described based on Kunze [11]  as 
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The simulated results as a function of Te are 
shown in Fig. 5. The typical theoretical optical 
condition using 900-mm focusing lens for the 
laser beam, where, in the unit used in the 
equation,  the electron density ne = niZ = 7 x1012 
cm-3 (Z = 1), Te  ≥ 0.15 eV, the wavelength of the 
incident laser photon, λi = 5.32 x 10-5 cm (
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i
/e 

= 2.33 eV) and its power density Qi = 400 mJ / 
(0.042 π) mm2 = 5 kJ cm-2, yields at most 7.5% of 
Te. This value is within the range of error. Note 
that the measurements in the present paper were 
conducted without focusing the laser beam in the 
measurement point. Therefore, this effect causes 
no problem. If one applies the 900-mm focusing 
lens below the chamber to yield more photons for 
the Te = 0.05 eV case, however, the theoretical 
disturbance can be up to 40 %. Even in that 
situation, the laser beam radius at the focal point 

 
 
Fig. 4 Electron temperature and density measured 
using LTS. The picture in the middle indicates the 
measured position.  The brightest point of He EIR 
exhibits 0.05 eV from spectroscopy, while 0.1 eV is 
the lower measurable limit of the current LTS 
system.  
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of the convex lens can be larger than the ideal 
value of 0.035 mm. Moreover, one can replace 
the convex lens with a cylindrical lens focusing 
only in the direction perpendicular to the viewing 
line, which further mitigates the criteria without 
losing so much signal intensity.  Experimentally, 
this effect can be checked by varying the laser 
power and observing if the obtained temperature 
changes or not. For the former case, the real 
value can be evaluated by extrapolating to the 
laser power of zero. 

It has been pointed out that photoionization 
from the exited state can affect electron density 
measurement.For He having the first ionization 
potential of 24.59 eV, states with the principal 
quantum number n ≥ 3 need to be considered 
since the ionization threshold for the single 
photon processes in these states is less than 2.33 
eV (532 nm photon). We have confirmed, as 
shown in Fig. 6, based on the CR model of He I - 
developed by Goto [12] and modified by Iida 
including radiation trapping for our condition 
[13] - that the n ≥ 3 population is smaller than 
0.01% even for Te = 0.15 eV and ne = 7 x1012 
cm-3. The contribution starts to be significant 
only for Te ≤ 0.02 eV, where the increase in the 
density is 20%.  This temperature is considerably 
smaller than that expected for the brightest 
recombining front of 0.05 eV. For Te = 0.05 eV, 
the 10 % disturbance in ne can be induced when 
the ne is increased up to 5 x1013 cm-3, which 

corresponds to the degree of ionization of 1.5 %. 
It may worthwhile to mention that at the 
transition region where the emissivity is small 
exhibits low population density in the excited 
state. Therefore, the disturbance in the transition 
regime is negligible for all cases of interest, 
which further indicates the effectiveness of 
applying the LTS method in the transition region 
where the spectroscopy and the probe cannot be 
applied. 
 
5.  Conclusion 

We have developed an LTS system intended 
for the study of low-temperature recombining 
plasmas. A recent upgrade has allowed the 
measurements as low as approximately 0.1 eV. 
The position at the entrance of the recombination 
front was revealed to have a very low electron 
temperature (0.15 eV).  

In the transition region between ionizing and 
recombining plasmas, where ne and Te cannot be 
measured by the use of a probe and/or by the 
spectroscopy, these parameters vary smoothly  
from ionizing to the entrance of the recombining 
regions. Therefore, it is very likely that the  Te  
from the Rydberg series spectra of He I, about 
0.05 eV, is a plausible value. A further major 
upgrade to access to the brightest region in the 
EIR plasmas is planned in the near future.   
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Fig. 5 Degree of the plasma heating by high power 
laser absorption. Theoretically calculated beam 
diameter based on the Gaussian optics is 0.1 mm. In 
the real situation, the beam spot can be more or less 
defocused. 

 
Fig. 6. Excited state population of the neutral helium 
that can be ionized by the photoionization process 
for 532-nm laser. The typical parameter condition in 
the present work is adopted in the CR-model 
considering the radiation trapping. The round 
brackets indicate the degree of ionization. 
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Thomson scattering in argon gas successfully probed the region of plasma just behind the 
shock front.  The instantaneous shock velocity can be inferred from the duration of the 
signal, taking into account the size and shape of the scattering volume. Possible 
misalignment of the probe beam and spectrometer slits greatly affects the size and shape of 
the scattering volume, and therefore affects the calculation of the instantaneous shock 
velocity.   
 

 
1. Introduction 
 
 Thomson scattering is a powerful 
technique for plasma diagnosis. 
Thomson-scattering measurements use a 
coherent light source with an initial 
wavelength and wavenumber (λo and ko) to 
scatter light from plasma electrons with a 
scattering wavevector k [1],[2]. In the 
collective regime, where the scattered light 
probes many Debye lengths (λD) in a plasma 
(so 
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) =# >1 ), strong signals are 

observed when the probed electrons have a 
resonant collective response (e.g. from 
ion-acoustic waves, when 
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from electron plasma waves) [3].  Many 
experiments have used Thomson scattering 
(TS) to extract fundamental plasma properties 
from the scattered frequency spectrum, and 
TS is now widely used as a diagnostic in 
fusion research [4-6]. 

Thomson scattering was successfully 
implemented to measure flow velocity and 
electron temperature in a driven shock in 
argon gas [7].  Careful analysis showed that 
the size and shape of the scattering volume 
significantly affected conclusions made about 
other parameters in the system.   

A shock velocity was calculated based 
on the duration of the scattered light signal.  
However, the following calculations show 
that the estimate of the shock velocity 
depends heavily on the alignment of the 
system.  Without better understanding of the 
relative alignment of the probe beam with the 
collection diagnostic slits, the error bars on 
the shock velocity calculation will be very 
large. 

2. Experimental Design 
 
 Figure 1 shows the setup of the 
experiment, the scattering vector diagram, and 
a three-dimensional image of the scattering 
volume and shock front. A more detailed 
description can be found in Reighard et al. 
[8].  
 

  
Figure 1: Target geometry and setup. a) 2D drawing of 
target features.  This gas-tight target was filled with 1.1 
ATM argon gas shortly before the shot. b) Scattering 
vector diagram. The probed ion-acoustic wave was 
parallel to the shock propagation direction.  c) 3D 
image of scattering volume, showing the relative size 
and direction of the shock.  
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A 20 µm thick, 2 mm diameter 
beryllium disk was attached to the end of a 
574 µm ID, 625 OD polyimide tube, 6 mm in 
length.  This cylinder was gas tight, and 
filled with argon via a hypodermic tube in 
other end of the cylinder.  A polyimide tube 
was mounted on this main assembly, pointed 
in the direction of the probe beam when the 
target was aligned, and had a 725 µm ID, 875 
µm OD.  The entrance hole of the larger tube 
was 2 mm from the axis of the main target 
assembly, was covered with 3000 Å of 
polyimide, and opened into a hole drilled into 
the main target wall at 4 mm from the 
beryllium disk down the cylinder’s axis.  
The other end of this tube was filled with 
epoxy to keep the target gas tight. A second 
hole pointed in the direction of the collection 
spectrometer when the target was aligned, and 
was also covered with 3000 Å of polyimide. 
 These experiments were performed on 
the Omega laser at Rochester, NY [9].  We 
focused 10 smoothed laser beams with a 
wavelength of λ = 0.35 µm (3ω) into a 1 mm 
spot in a 1-ns, flat-topped, square pulse 
centered on the beryllium disk, with the 
midpoint of the rising edge defining time t = 0.  
This laser pulse shocked the disk, and then 
accelerated it into the argon gas cell, driving a 
shock. The total drive intensity on target was 
5 x 1014 W/cm2. At t = 16 ns a single, 
unsmoothed, defocused 3ω beam at an 
intensity of 1.5 x 1014 W/cm2 removed the 
polyimide cover on the scattered light exit 
hole in a 2-ns square pulse. At t = 19 ns, a 4ω 
probe beam fired in a 2-ns square pulse with a 
wavelength of λ0 = 0.2633 µm, an energy of 
175 J, and a best focus spot size of 80 µm.  
The Thomson-scattered light was gathered at 
a scattering angle θ = 101° using a 1-m UV 
imaging spectrometer with a 3600 lines/mm 
grating and a 500 µm spectral slit width, 
giving a spectral resolution of 0.9 Å at 
FWHM.  It was recorded on a UV streak 
camera with a sweep window duration of 5 ns 
centered at t = 20 ns, and a 500 µm temporal 
slit width[10]. The scattered light was 
collected and imaged to the spectrometer with 
an optical magnification of 2.  
 
3. Scattering Volume  
 
 The scattering volume was defined by 
the overlap of 2 sets of orthogonal slits in the 
plane of the scattered light collection 

diagnostic and the 4-ω probe beam.  The 
scattered light diagnostic was located at θ = 
79.19, φ = 90.0 in the Omega chamber.  The 
slits were both 250 µm wide.  An image of a 
grid at target chamber center showed that the 
slits are rotated to a 66 degree angle from the 
view of the chamber port [11] in the plane of 
the spectrometer.  This volume is shock with 
the shock front in Figure 1c. 
 The probe beam issued from port P9 
in the Omega target chamber, at θ = 116.57, φ 
= 18.0.  It was an f/6.67 beam with an 80 µm 
diameter at it’s best focus.  When perfectly 
aligned, these overlapping features produce a 
skew cylinder that was approximately 80 µm 
x 300 µm x 300 µm in size. 
  
4. Scattered Power 
 
 Using Hyades [12], a 1D, Lagrangian 
radiation hydrodynamics code, we estimated 
the power scattered by the argon around the 
shock.  Though the unshocked gas was 
preheated to a few eV, it scattered a negligible 
amount of light.  The scattered power had a 
local peak at the peak of the electron 
temperature, just behind the shock front.  
Then, the scattered power continued to 
increase as the electron density increased, 
even as the shocked gas cooled radiatively.  
The electron density continued to rise despite 
cooling temperatures because of increased 
compression of the gas due to radiative losses 
[13].   

This scattered power was attenuated 
by bremsstrahlung absorption, which was 
significant in the shocked argon.  This 
absorption limited the scattered power to 
about 50 µm behind the shock front.  Details 
of the absorption profile, as well as the 
scattered light profile, will be published 
elsewhere [7].  This result was convolved 
with the calculated signal as a function of 
space, resulting in a simulated instrument 
function. 
 
5. Simulated instrument function 
 
 We used the above parameters to 
simulate the instrument function.  We 
defined a scattering volume based on the 
direction and best focus size of the probe 
beam (80 µm diameter).  Using the 
orientation and size of the slits, the probe 
beam was truncated to the volume the  
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Figure 2: Calculated signal levels as a function of space.  
Each curve represents a different offset of the probe 
beam with respect to the place of the target axis and 
spectrometer slits.  The signal is reduced to zero when 
the beam is offset by more than 220 µm. 
 
collection diagnostic could detect.  A delta 
function was then passed through the volume 
in the shock direction, and the signal from 
each step recorded.  This overall response 
function was then convolved with the 
scattered-power profile.  This gave the 
instrument function as a function of position 
of the shock.  

Figure 2 shows the calculated signal 
as a function of space.  Each curve shows a 
different offset from perfect alignment.  In 
these cases, the probe beam was offset in a 
direction perpendicular to the plane made by 
the collection diagnostic and the probe beam.  

Notice that the signal peak stays as 
high as the perfectly aligned case until the 
probe beam is misaligned by more than 120 
µm.  The signal did not disappear completely 
until the beam was offset by more than 220 
µm.   

Our relatively dim signal at high 
probe laser beam power suggests that the 
probe beam was significantly offset from the 
plane of the collection slits and the target axis.  
Note that other Thomson scattering 
experiments had stronger signal than ours 
using a 20 J or less probe beam [8],[10], 
whereas our probe beam energy was 175 J. 

Assuming a constant shock velocity 
through the scattering volume, we then 
calculated how fast a shock would have to 
move through our calculated profile to give 
the same duration as the scattered light data.  

The duration of the collected signal in the 
experiment at FWHM was 350 ps.   

Figure 3 shows the duration at 
FWHM as a function of the offset of the probe 
beam.  Each curve assumes a different 
constant shock velocity through the scattering 
volume.  The solid, horizontal line marks the 
duration of the collected data, at 350 ps.  
Note that all the curves cross this line, 
meaning the offset must be better 
characterized to use this method to determine 
the shock velocity through the scattering 
volume.  As a comparison to the actual data, 
Figure 4 shows the velocity as a function of 
offset that would give a calculated duration of 
350 ps, as a direct comparison to the data.  
From this, it is likely our experiment was 
offset more than 150 µm. 
 

 
6. Conclusion and Acknowledgements 
 
 The orientation of the collection slits 
with respect to the shock volume has a large 
effect when correlating the observed signal 
duration with a constant shock velocity 
through the scattering volume.   
 Better measurements of the 
instantaneous shock velocity through the 
scattering volume would give a better 
  

 
 
Figure 3: Signal duration as a function of probe beam 
offset.  Each curve represents a different shock velocity 
through the scattering volume.  The dark, horizontal 
line at 350 ps marks the duration of the measured signal.  
Each shock velocity curve crosses the horizontal line, 
giving a wide range of possible shock velocities, given a 
possible experimental misalignment.  
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Figure 4: Calculated velocity for a given offset between 
the spectrometer slit and probe beam, given that the 
detected signal lasted 350 ps.  The offset direction is 
perpendicular to the plane made by the slit and beam 
when they are perfectly aligned.  Note that the signal 
disappears when the slit and beam are offset by more 
than 220 µm. 
 
measurement of the compression of the 
probed gas, when measured simultaneously 
with the plasma flow velocity.  The 
compression of a radiatively collapsed shock 
in gas has not yet been directly measured. 
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the National Nuclear Security Agency under 
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DE-FG03-00SF22021, and by other grants 
and contracts.  This work was performed 
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Energy by University of California, Lawrence 
Livermore National Laboratory under 
Contract W-7405-Eng-48. 
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This paper describes an innovative laser diagnostic instrument, a two color FIR laser 
interferometer, under development at the National Institute for Fusion Science, aiming for the 
establishment of reliable density measurement techniques in the next step magnetically confined fusion 
devices. In the process of searching for new laser oscillation lines, we have successfully achieved the 
powerful laser lines simultaneously oscillating at 57.2 and 47.6 μm, which lead to the construction of a 
new type of two color laser interferometer. A two color laser interferometer has been developed and its 
original function, vibration subtraction, was confirmed in a test stand. 

 
1. Introduction 

Measurements of the refractive index of the 
plasma by using electromagnetic waves are a 
well-established tool for measuring electron 
density profiles in high temperature plasmas. In 
the Large Helical Device (LHD) [1], a 
13-channel far infrared laser interferometer [2] 
has been constructed and routinely operated for 
the precise measurements of the electron density 
profile almost every shot except in the case of a 
high-density plasma produced by an ice pellet 
injection. In the latest experimental campaign of 
the LHD, a super dense core plasma as high as 5 
x 1020 m-3 has been achieved [3] by an internal 
diffusion barrier created by the use of the local 
island divertor and multiple pellets injection. In 
these high density plasmas, steep density 
gradient is formed leading to the fringe jumps on 
the density traces measured by fringe counters. 
In order to overcome this difficulty we have 
been developing new laser sources in the wave 
length region of 40 to 70 μm, which is optimum 
value from view points of the S/N for an 
expected phase shift and the plasma refraction 
effect.   

In the interferometry, we need to develop 
short wavelength laser diagnostics to avoid the 
beam bending effect caused by the density 
gradient. However, it is also necessary to equip a 
second wavelength interferometer to compensate 
for a fringe shift due to mechanical vibrations of 
the optical components since the fringe shift 
caused by the vibrations is inversely 
proportional to the wavelength. In the LHD, a 
CO2 laser imaging interferometer [4] has been 

developed for detailed profiled measurements of 
density and density fluctuation. For the sake of 
vibration compensation a 1.06-μm YAG laser 
interferometer is employed. In this way,  the 
conventional  two color laser  interferometer 
systems use two independent laser 
interferometers [5-7] as is schematically shown 
in Fig.1. Probing laser beams (ω1 and ω2) are 
combined and made coaxial at the DM1 
dichromatic mirror, and divided into two beams 
at BS1, a probe beam and a beam which is used 
in the reference arm for a heterodyne signal 
detection. The probe beam is combined with the 
local beam which also contains two laser beams 
(with angular frequency ω1 + Δω1 and ω2 + Δω2) 
at BC1 after passing through the plasma, and 
then separated into two laser components by 
using the DM4 dichromatic mirror, and finally   

 

 

 

 

 

 

 

 

 

Fig. 1: Schematic drawing of the conventional two 
color laser interferometer of the Michelson type. Two 
laser oscillation lines are combined and separated 
with the dichromatic mirrors (DM).  
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detected by the appropriate detectors (D3 and 
D4). By using 4 output signals we can get 
information about the fringe shifts caused by the 
plasma and by the mechanical vibrations. In this 
type of the two color system, the fringe shift 
caused by the mechanical vibrations cannot be 
canceled out completely since the optical path 
difference between two independent 
interferometers remains and effects due to 
optically dispersive components are significant 
when the wavelength of two laser sources is 
different largely.  

In order to overcome these difficulties, new 
types of two color interferometers [4-6] have 
been developed to establish more reliable two 
color laser interferometers. At NIFS, we have 
been developing new laser sources operating in 
the wavelength region of 40 to 70 μm, which is 
suitable for high density operation of LHD and 
for future fusion devices. In the process of 
searching for new laser oscillation lines, we have 
successfully achieved many oscillation lines 
around 40 to 70 μm by the use of a CO2 laser 
pumped far-infrared laser [8]. Among these 
oscillation lines a unique laser operation was 
found by using CH3OD molecular gas excited by 
the 9R(8) CO2 laser line. This laser operation 
provides two laser oscillation lines (57.2 and 
47.6 μm) simultaneously, which lead to the 
construction of a new type of two color laser 
interferometer [9]. The new system has some 
excellent features as follows:(i) the wavelength 
of 57.2 μm is optimum value to avoid refractive 
effects in high density operation of LHD and 
future fusion devices, (ii) the optical components 
such as windows, beam combiners and beam 
splitters can be optimized at both frequencies, 
(iii) an additional laser instrument is not needed 
to compensate the fringe shift due to mechanical 
vibrations, (iv) both laser beams pass the same 
optical path in the interferometer without optical 
path difference, and (v) one detector 
simultaneously detects the beat signals of both 
oscillation lines, and each interference signal can 
be separated electrically. 

 
2. Two color FIR laser Interferometer 

Figure 2 shows the conceptual drawing of 
a new type of two color laser interferometer 

system of the Michelson type, which is a rather 
simple system compared with Fig.1. The optical 

 

 

 

 

 

 

 

 

 
Fig. 2: Schematic drawing of a new type of the two 
color laser interferometer of the Michelson type. The 
optical components are the same as a conventional 
heterodyne interferometer with single laser 
oscillation line. The detector output includes two 
heterodyne beat signals, Δω1 and Δω2. 
 

 

arrangement is similar to a single heterodyne 
interferometer system. The laser source is a twin 
optically-pumped CH3OD laser, which 
simultaneously oscillates at 57.2 and 47.6 μm in 
wavelength, which are pumped by the 9R(8) 
CO2 laser line. Each laser line has different 
polarization, so that a Martin-Puplett diplexer is 
used to make a co-polarized beam [9]. By tuning 
the cavity lengths, the beat frequency of each 
heterodyne interferometer can be set at an 
optimum value, around 500 kHz for 57.2 μm 
and 1.2 MHz for 47.6 μm, which is determined 
considering detector IF frequency band width, 
laser tunability and frequency characteristics of 
band-pass filters to separate beat signals of each 
laser interferometer. The main components to 
construct the system are beam splitters and beam 
combiners made of a silicon etalon with high 
resistivity, which is a low absorption material 
(absorption coefficient α = 0.56 cm-1 at 47.6 
μm) in the short wavelength FIR regime 
compared with quartz (αo, αe = 6.6 cm-1, 4.9 
cm-1). Visible light is not transmitted through 
silicon so that an YAG laser beam of 1.06 μm in 
wavelength is used for alignment of the optical 
axis with infrared sensor cards.  
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           Wavenumber (cm-1) 

One of the key issues to realize this 
diagnostic instrument is the development of high 
quality detectors with fast and sensitive 
heterodyne detection. There are three candidates 
used in FIR wavelength regime, a GaAs 
Schottky barrier diode mixer, a InSb He-cooled 
detector and a gallium-doped germanium 
detector.  The GaAs Schottky barrier diode 
mixer has widely been used in many FIR laser 
diagnostics since the detector can be operated at 
room temperature with high sensitivity. The 
sensitivity of the detector, however, decreases 
with operating frequency due to the cut-off 
frequency bellow several THz, and difficult to 
make tuning of the detector simultaneously to 
both frequencies. The InSb He-cooled detector 
with magnetic tuning [10] has been applied on 
JET tokamak to simultaneously detect a 195-μm 
DCN laser and a 118.8-μm CH3OH laser. The 
spectral responsivity of the detector, which is 
normally limited in the frequency region of 60 to 
600 GHz, can be tuned in the specified 
frequency up to about 3 THz by means of 
magnetic field, but not over than 3THz. Then we 
finally chose a gallium-doped germanium 
detector operating at liq.He temperature. Figure 
3 shows the interference   signals  detected  
by Ge:Ga photoconductive detectors, D1 and D2. 
The observed signal-to-noise ratio is excellent to 
be about 40 dB. This high signal-to–noise ratio 
was achieved when the input power to the 
detector was reduced by 30 dB. So, we can 
achieve a good signal-to-noise ratio even when 
the multi-channel system is constructed. 
 
 

 

 

 

 

 

 

 

              500 kHz, 10dB/div. 

Fig. 3: Two color beat signals detected by the 
gallium-doped germanium photoconductor.  

 

The Ge:Ga detector has almost the same 
sensitivity at both laser frequencies (Fig. 4), and 
the detected signals are separated electronically 
into two wavelength components. Each 
frequency component is fed into a phase 
comparator for phase measurement. 

 

Fig. 4: The overall response function of the detector 
system. 

 

The variations of the phase of the two color 
interferometer, 1φ  and 2φ , (for the 
wavelengths λ1 and λ2, respectively) caused by 
variation in the plasma density ne and by optical 
path length variation ΔL are given by following 
equations,  

 
13

1, 2 1, 21,2 2.82 10 2 /en dl Lφ λ π λ−= × + Δ∫      (1)  

      
By using two color interferometer (λ>λ2), we 
can compensate for the mechanical vibrations by 
using the following equation, 

 
1 2

p 21
φ γφφ

γ
−

=
−

                          (2)
  

    
 

where pφ  is the phase shift due to the plasma 
in the interferometer of λ, and γis the ratio of 
the wavelengths, λ2/λ.  

In order to develop new type of two color 
interferometer, a single channel two color 
interferometer system is constructed (Fig.5) and 
operated in the laboratory, where main key 
issues to establish this innovative diagnostics are 
as follows; 1) development of laser control 
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system to achieve stable simultaneous oscillation 
at 57 and 48 μm, 2) development of optical 
components to construct short wavelength FIR 
laser diagnostics such as beam combiner/splitter, 
polarizer, beam optics to compromise with two 
different frequencies and detectors. An example 
of vibration subtraction test is shown in Fig.6. In 
this case the reflecting mirror is placed on a 
piezo-electric transducer to confirm the idea of 
the two color laser interferometer and to find out 
what kind of problems need to be solved. The 
position of the mirror is modulated in a 
triangular waveform (Fig.6(a)) at 10 Hz with the 
amplitude of ~118 μm to change the optical path 
length. The displacements of the mirror 
measured by 57 and 48 μm laser interferometers 
are shown in Fig. 6(b). The difference of these 
displacements measured is also plotted in Fig. 
6(b), which shows the effectiveness of the 
vibration compensation using two color laser 
oscillations. At the present the phase noise level  
of the interferometer is about 1/25 fringes, 
which is mainly caused by cross talk of each 

 
 
 

  
 
Fig. 5: Photograph of the test stand under 
development for application of the two color laser. 
 

beat frequency component and will be reduced 
by the use of more proper electric filter and by 
setting the beat frequencies at proper different 
frequencies to attenuate the unwanted frequency 
component. 
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Fig. 6: (a) Waveform of the applied voltage on the 
piezo-electric transducer. (b) The measured 
displacements of the vibration mirror by a 57 μm and 
48 μm CH3OD laser interferometers, and their 
subtraction. The mechanical vibration is simulated by 
using a piezo-electric transducer.  
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ITER will have multi megawatt gyrotron systems at 170, 120, and potentially at 60 GHz for ECH, 
current drive, NTM control, start up, and CTS diagnostics. The ITER environment will therefore 
have significant background levels of stay radiation at these frequencies that can pose a problem 
to a number of diagnostic systems. Several deep, narrowband reject filter approaches have been 
examined.  These include fundamental mode waveguide filters, quasi-optical resonance filters, 
and molecular absorption gases.    

 
1. Introduction 

The current plans for ITER include 
twenty-four 1 MW 170 GHz gyrotrons for 
electron cyclotron heating (ECH), current drive, 
and neoclassical tearing mode (NTM) control [1], 
three 1 MW 120 GHz gyrotrons for start up [1, 2], 
and two proposed 1 MW 60 GHz gyrotrons for 
fast ion collective Thomson scattering (CTS) 
diagnostics [3]. Consequently there will be 
significant stray radiation at these frequencies 
and ITER diagnostics [4] with detectors having 
sensitivities to this radiation will be adversely 
affected. Diagnostics that operate at higher 
frequencies in the infrared such as density 
interferometry/ polarimetry and thermal emission 
bolometry can be shielded by high pass meshes 
[5] or dichoric filters [6]. However, 
millimeter-wave to terahertz diagnostics such as 
reflectometry, refractometry, electron cyclotron 
emission (ECE), and collective Thomson 
scattering (CTS) which operate around these 
frequencies will require narrow band notch filters 
with stop bands wide enough to block multiple 
drifting gyrotron frequencies [7] and at the same 
time have wide, low loss pass bands outside the 
notches.   

 Several notch filter approaches are possible. 
Fundamental mode rectangular waveguide filters 
with many side coupled resonator cavities have 
been successfully used up to 140 GHz with 
rejection depths of up to -100 dB [8, 9]. 
Quasi-optical resonance cavities with rejections 
up to -40 dB in the 100 – 140 GHz have also 
been reported [10, 11] and a molecular 
absorption gas (N2O) has been used at 778 GHz 
with a rejection of over -60 dB [12]. The relative 
merits of each of these technologies is briefly 
discussed here along with a new compact, rugged 
quasi-optical resonator notch filter design and 

candidate absorption gases for the ITER gyrotron 
frequencies.          

     
2. Fundamental Waveguide Filters 

Narrow stop band filters fabricated in standard 
rectangular waveguide with a dozen or more 
cylindrical side cavities tuned to the reject 
frequency are a well established technology [8, 9] 
and have been successfully used at many fusion 
plasma experiments in the 70 to 140 GHz range. 
Extending this technology to 170 GHz will be 
challenging because the dimensions for the 
waveguide and resonators become very small, 
making them difficult to fabricate and increasing 
ohmic losses with frequency will reduce 
resonator q and increase insertion losses. Another 
difficulty is that the pass bands on either side of 
the notch frequency are narrower that the 
waveguide band in which the filter is built.      

This limitation is illustrated in Figure 1 where 
a measured transmission spectrum for one of the 
110 GHz notch filters used on the TEXOR fast 
ion CTS system [13] is shown. The measurement 
was made with a millimeter-wave extended 
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Fig. 1: Transmission through TEXTOR CTS Notch B 
WR08 waveguide filter with 16 resonators. Central 
notch at 109.95 GHz is 200 MHz wide below 60 dB. 
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Agilent Model E8363B Network Analyzer. The 
deep notch at 110 GHz is flanked by low 
insertion loss (< 3 dB) pass bands that extent 
only about 6 GHz on the low frequency side and 
3.6 GHz on the high side due to other cavity 
modes in the filter. Such pass band limits would 
be a problem for very wide band diagnostics such 
as ECE and reflectometry.    

 
3. Quasi-Optical Resonance Filters 

Resonance filters based on optics are more 
easily extended to higher frequencies, but are 
more difficult to mechanically and thermally 
stabilize and to achieve high q in free space 
propagation. There are many possible 
configurations [11]. One that is easily 
implemented is a variation on the Fabry-Perot 
resonator [10] as illustrated in Fig. 2. The 
transmission for such a filter is given by:  

( )
( )

2 2

2 2

1 4 sin 2
1 4 sin 2

t l l
T

tl tl

δ

δ
− +

=
− +

       (1)  

where t is the transmission through the 
beamsplitter, l is the single pass transmission 
factor between the mirrors, and 4 Lδ π λ= for 
wavelength λ. The transmission characteristic has 
a series of notches separated by the free spectral 
range (FSR) of c/2L with the depth and spectral 
width depending on the beamsplitter transmission 
and single pass factor.  

The realization of this type filter in corrugated 
waveguide is shown in Fig. 3. The use of HE11 
corrugated waveguide makes it possible to avoid 
free space diffraction making it compact and 
mechanically rugged. This filter has an internal 
diameter of 20 mm with a corrugation depth and 
pitch for the 90 – 140 GHz range. The side 
mirror pugs are tuneable and both polyethylene 
and quartz beamsplitters have been used. 
Measurements with a quartz beamsplitter with a 
transmission t = 0.46 at 120 GHz for the E-field 

perpendicular to the plane of Fig. 2 are shown in 
Fig. 4.  The mirror separation in this case was 
about 26 mm corresponding to a FSR of 5.7 GHz. 
The repetitive notches have rejections of > -30 
dB over bandwidths of 56 MHz with a peak 
rejection approaching -40 dB, and 3 dB pass 
bands of 4.4 GHz with a minimum insertion loss 
of -0.7 dB. A plot of Eq. (1) shown overlaid on 
the measurement fits the data for single pass 
factor of l = 0.996. Measurements with a 
polyethylene beamsplitter with t = 0.69 at 110 
GHz resulted in l = 0.921 and peak notch depths 
of only -17 dB and minimum insertion losses of 
-0.2 dB. In another test the mirror separation was 
decreased closer to the diameter of the waveguide 
to increase the FSR to 6.7 GHz.   

This type filter could be used as a building 
block in units of two or more to tailor the stop 
band to the needed rejection depth and bandwidth. 

Beam-
splitter

L

Mirror

Signal

 
 
Fig. 2: Design of quasi-optical resonance notch 
filter  

 
Fig. 3: Quasi-optical notch filter range in corrugated 
waveguide shown with polyethylene beamsplitter. 
Internal dia. is 20 mm.  
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Fig. 4: Measured (solid line) and calculated for l = 
0.996 (dashed line) transmission through quasi-optical 
interference filter with 1.5 mm thick quartz beamsplitter 
for E-field polarization perpendicular to the plane of 
Fig. 2 
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Care would need to be taken in the spacing 
between such resonators since they reject by 
reflection and the potential for mutual 
interference would need to be considered. Also 
novel arrangements where additional filters of 
this type with different FSR are used as the 
mirrors for the main filter could be used to 
eliminate the repetitive pattern of notches at the 
expense of increasing the insertion loss to the 
beamsplitter transmission.  

 
4. Molecular Absorption Gases 

The rotational energy levels of many 
molecules occur in the millimeter-wave 
wavelength range. A successful notch filter 
molecule should be small (diatomic or triatomic) 
to minimize additional absorptions outside the 
notch frequency. A survey of the JPL NASA 
molecular absorption data base [14] revealed two 
common molecules with relatively strong 
transitions and simple spectra near the ITER 
gyrotron frequencies.  

 
4.1. OCS Molecule 

 The millimeter-wave absorption spectrum in 
the 40 – 250 GHz range for the carbon sulphide 
(OCS) molecule is shown in Figure 5 for three 
different pressures assuming Lorentzian line 
broadening with a half width of 6.22 MHz/torr 
[15] and summing over all transitions between 24 
and 280 GHz.  It has a series of rotational 
absorptions separated by 12.16 GHz with peaks 
at 60.8, 121.6, and 170.3 GHz having peak 
absorptions of 0.4, 3.2, and 8.0 dB/m, 
respectively, occurring close to the ITER 
gyrotron frequencies. Thus in principle this one 
gas could be used as a notch filter for all the 
ITER gyrotrons.   

In practice this gas filter would need to be 
used at low pressure (< 100 torr) to minimize the 
insertion loss between the absorbing lines.  The 
trade off between gas pressure and path length 
for a minimum rejection of -60 dB over a 500 
MHz wide notch at the 170 GHz transition is 
illustrated in Fig. 6. A path length of about 10 m 
at a pressure of 70 torr would achieve this 
specification with an insertion loss < 1 dB in the 
adjacent pass band centered at 163.6 GHz.  
However, with these parameters the filter cell 
would only have a peak rejection of 4.3 dB at the 
61 GHz frequency so it may be difficult to use 
this gas to simultaneously reject all the gyrotron 
frequencies. Also the many absorption peaks in 
this rotational band that come to a peak at 474 
GHz and extend well into the THz frequency 
range may not be a desirable feature for some 
diagnostics.  

 
4.2. H2S Molecule 

 The hydrogen sulfide (H2S) molecule has 
only two prominent features in the 40 – 250 GHz 
range with one at 168.8 GHz near the 170 GHz 
gyrotron frequency. The H2S absorption 
spectrum is shown in Fig. 7 for three pressures 
assuming Lorentzian broadening with 7.18 
MHz/torr half width [16] and summing over all 
transitions up to 370 GHz. At atmospheric 
pressure the 168.8 GHz transition is sufficiently 
broadened to have an absorption strength of 8.6 
dB/m at 170 GHz. A 7 m long path length would 
achieve 60 dB attenuation at 170 GHz with an 
insertion loss of < 3 dB below 144 GHz.  

The required pressure for a given attenuation 
could be lowered with longer path lengths or with 
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Fig. 6: OCS pressure - path length dependence for -60 dB 
minimum rejection over 500 MHz bandwidth at 170.3 GHz 
and insertion loss at 163.6 GHz (dashed line).  
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Fig. 5: Absorption spectrum of the OCS molecule at 
various pressures.  
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a gyrotron frequency closer to 168.8 GHz. 
Lowering the pressure would increase the pass 
bandwidth closer to the 168 GHz frequency and 
reduce insertion losses.             

Like OCS there are many stronger absorption 
lines in H2S above 250 GHz so this molecule 
would not be useful for diagnostics such as ECE 
requiring a broad pass band to over one THz. In 
addition, the infrared absorption bands of these 
molecules would need to be carefully examined 
to determine if they could be used as gyrotron 
blocking filters for infrared interferometry/ 
polarimetry or bolometer diagnostics.   

 
5. Conclusions 
   Filtering stray gyrotron radiation in ITER will 
be a challenging problem for ITER diagnostics. 
The need to filter up to three gyrotron bands 
with deep rejection in narrow bands, but not too 
narrow to accommodate multiple drifting 
gyrotron frequencies in each band, while at the 
same time having broad low insertion loss pass 
bands will be a difficult requirement to meet in 
many cases. The fundamental mode waveguide 
filters, quasi-optical resonance filters, and 
molecular absorption gases described here all 
have limits in terms of their rejection and pass 
band capability. Each diagnostic will need to 
customize its stray gyrotron radiation rejection 
approach. For example, the fast ion CTS 
diagnostic could use a combination of a 
fundamental waveguide notch filter at 60 GHz, 
H2S fill in the receiver waveguide for 170 GHz 
rejection and a blocking switch during start up 
for 120 GHz. Refectrometry diagnostics which 
will operate below 160 GHz could also use a 
combination of rejection filter technologies 
described here. On the other hand ECE 

diagnostics that need to cover a broad range of 
spectrum from 100 to over 1000 GHz will likely 
need to operate in low and high bands since 
none of the notch filter approaches described 
here have efficient transmission at 1000 GHz.      
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Fig. 7: Absorption spectrum of the H2S molecule at 
various pressures. 
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Microwave Imaging Reflectometry (MIR) is under development for 2-D/3-D measurement of the 
electron density fluctuations in Large Helical Device (LHD).  An adjustable ellipsoidal mirror 
has been installed inside the vacuum chamber of LHD in order to optimize the illumination 
beam angle vertically and horizontally.  The illumination and reflected beam paths near the 
reflection surface are calculated by using the ray-tracing code.  The illumination angles are 
optimized in the plasma experiment.  A novel MHD mode with harmonics is observed by using 
MIR during ICRH and NBI heated discharge in LHD. 

 
1. Introduction 

Microwave reflectometry is a radar technique 
for the measurement of the electron density 
profiles and its fluctuations by probing the 
density-dependent cut-off layer in the plasma [1].  
A multi-channel reflectometry system equipped 
with the imaging optics has been developed for 
the microwave imaging reflectometry (MIR) 
[2-6].  The MIR has a potential to obtain the 
2-D/3-D image of the turbulences and 
instabilities with good time and spatial 
resolutions.  The MIR system is under 
development in the Large Helical Device (LHD), 
which is a superconducting heliotron-type fusion 
device [7].  This paper describes the recent 
development of MIR system in LHD.  The 
system design will be presented in Section II, 
and the system performance is described in 
Section III, the recent experimental result is 
shown in Section IV, and followed by the 
conclusion in Section V. 
 

2. System Design 
Figure 1 shows a schematic view of the MIR 

system of LHD.  Illumination sources with 
frequency of 69, 66 and 53 GHz are utilized to 
probe beams.  The beam is launched from port 
4-O to the plasma center in the X-mode or the 
O-mode.  In the case of X-mode it is reflected at 
the right-hand cut-off layer in the peripheral 
plasma as shown in Fig. 1.  In the case of 
O-mode it is reflected at the plasma cut-off layer 
in the plasma core.  The cut-off layers of 
X-mode and is less bent and the wavelength of 
X-mode is shorter than O-mode. The X-mode 
illumination is better than the O-mode in the low 
density LHD plasma, because the X-mode cut-off 
layer is determined by both the density profile, 
which is sometimes hollow, and the magnetic 
field profile, which is parabolic.  The reflected 
beam is focused by the imaging optical system, 
and it is detected by the heterodyne receivers.  

The MIR system is combined with the 
Electron Cyclotron Emission Imaging (ECEI) 

 
Fig.1  Schematic of the microwave imaging system combined with MIR and ECEI in LHD. 
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[8-9] system for the measurement of the electron 
temperature profile.  The MIR/ECEI system 
share the same optical imaging system in vacuum, 
and their beam paths are separated by an 8 mm 
thick dichroic plate, which works as an optical 
high pass filter.  The optical layout enables to 
measure the cross-correlation between the MIR 
and ECEI signals at the same measurement point.  

The dichroic plate has a clear cut-off feature 
at 70 GHz, so that it can separate the operational 
frequency band for MIR (50 - 70 GHz) and for 
ECEI (70 - 140 GHz).  The dichroic plate 
contains close-packed circular holes with 2.5 mm 
in diameter and separated by 2.8 mm 
(center-to-center).  This configuration provides 
the cut-off frequency of 70 GHz.  The large size 
of the dichroic plate (300 mm x 260 mm, with 45 
degree incident angle) preserves the wave fronts 
of both illumination and reflected beams. 

The illumination beams are generated by 
high-power IMPATT oscillators (Quinstar 
QIO-5327CZ, QIO-6627CZ and QIO-6927CZ 
with output power of 0.5W).  They are 
combined to one beam with two 3 dB directional 
couplers and it is launched from a scalar horn 
antenna.  The polarization of the illumination 
beam can be changed by using twisted or straight 
fundamental waveguide behind the antenna.  
The launched beam is firstly diverged by a 
convex parabolic mirror (size of 110 mm x 80 
mm, focal length of 102 mm) and it is reflected 

by a plane mirror (size of 190 mm x 120 mm). 
And it is focused by an ellipsoidal mirror (size of 
290 mm x 216 mm, focal length of 310 mm). 
And then it passes through a beam splitter 
(acrylic plate with size of 260 mm x 200 mm) 
and it is reflected by the dichroic plate.  The 
launched beam converges at the fused quartz 
window (the diameter of 192 mm) in order to 
enter the vacuum vessel.  Finally the launched 
beam becomes parallel and illuminate the plasma 
by using the oval plane mirror (size of 300 mm x 
257 mm) and an ellipsoidal mirror (size of 500 
mm x 430 mm, focal length of 1064.7 mm), 
which are mounted in vacuum.  All mirrors are 
made of aluminium alloy by using a numerically 
controlled milling machine with the cutting pitch 
of 0.2 mm.  The mirror finish is necessary to 
check the beam focusing and the stray light by 
using of a bright halogen lamp.   

The LHD plasma has a twisted elliptical or 
triangular cross-section, so the elliptical 
cross-section is tilted downward near the 
equatorial plane at the port 4-O as shown in Fig. 
1.  Therefore, the optimum illumination angle is 
different between O-mode and X-mode.  For 
example, as the density is higher, the right-hand 
cut-off layer is more tilted.  And as the 
magnetic axis shifts to outboard, the illumination 
beam should be more tilted upward.  The 
illumination angle should be adjusted according 
to the inclination of the reflection surface.  The 
illumination and the reflection paths in the 
X-mode are simulated by using a ray-tracing 
code [10].  Figure 2(a) shows the simulation 
results in the previous setup.  The horizontally 
illuminated beams are reflected downwards as 
shown in Fig. 2(a).  To obtain considerable 
reflected power, the ellipsoidal primary mirror 
should be tilted by 3 degrees upward as shown in 
Fig. 2(b).   

In the new setup, the angle of the ellipsoidal 
primary mirror can be adjusted by using 
remote-controlled actuators with ultrasonic 
motors (Shinsei USR60-S3N).  Since the 
ultrasonic motor is non-magnetic, it doesn’t 
disturb the magnetic fields of plasma.  Figure 3 
shows the schematic of the rotating mechanism 
with three pushrods and one weight.  The 
ellipsoidal mirror is connected to a rectangular 
back plate with a horizontal rotation axis.  The 
back plate is connected to the base plate with a 

Fig.2 Simulation result of the ray-tracing nearby 
the right-hand cut-off layer. 

 

Fig.3  Schematic of the adjustable ellipsoidal 
mirror with the three pushrods. 
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vertical rotation axis.  Both the horizontal axis 
and the vertical axis pass the center of the 
concave surface of the ellipsoidal mirror.  The 
left hand side of the back plane is pushed by the 
actuator rod #1. The right hand side of the back 
plane is pushed by a free rod, which is connected 
with an ICF70 flange.  This flange is guided by 
two bars and is connected to the LHD vacuum 
vessel with a bellows.  The free rod can move 
freely in one direction and the atmosphere 
pressure pushes the ellipsoidal mirror with the 
free rod.  So the ellipsoidal mirror can be 
rotated around the vertical axis by controlling the 
actuator #1.   

The lower part of the ellipsoidal mirror is 
pushed by the actuator rod #2.  A weight is 
attached at the bottom of the mirror.  Since the 
gravitational force due to the weight pushes the 
mirror to the actuator rod #2, the ellipsoidal 
mirror can be rotated around the horizontal axis 
by controlling the actuator #2.  The thrust 
bearings are coated with the titanium nitride so 
that the friction is fairly reduced in vacuum.  
Non-magnetic stainless-steel (SUS304) ball 
bearings are used as well.  These mechanisms 
allow the smooth mirror rotation by one degree 
per second with the allowance of the mirror angle 
less than 0.1 degree.  

 
3. System Performance 

The mirror angle is optimized during the LHD 
plasma experiment.  The time-averaged 
amplitude of fluctuations in the MIR signal is 
plotted by scanning the mirror angle in the 
vertical direction as shown in Fig. 4.  The 
optimum illumination angle is about 3 degree 
upward in the O-mode, as shown in Fig.4 (a) and 
that it is about 1.5 degree upward in the X-mode, 
as shown in Fig.4 (b).  Since the profile is very 
narrow with half width of about 1 degree, the 
optimization of the illumination angles is 
required to detect the  reflected beam power 
from the twisted reflection surface.  

The wave number vector of the electron 
density fluctuation is measured with three 
receiving antennas, which correspond to three 
reflection points.  The first one is centrally 
positioned at the intersection of the optical axis 
with the reflection surface.  The second one is 
separated from it by about 8 cm in the direction 
parallel to the field line.  And the third one is 
separated from the central antenna by about 10 
cm in the direction perpendicular to the field line.  
The two cut-off surfaces of 66 and 69 GHz are 
separated about 4 cm in typical in the radial 
direction. 

The reflected power is measured by a 
multi-channel heterodyne receiver (Figure 1).  
The received signal is down converted by the 
wide band balanced mixer (Millitech 
MXP-15-RSXSL) to the intermediate frequency 
(IF) of 3, 6 and 10 GHz with the local oscillator 
signal of 63 GHz.  The resultant signal splits 
into 3 ways by the power divider and they are 
amplified by 23 dB.  They are band-pass 
filtered with the central frequency of 3, 6, 10 
GHz and the -3 dB bandwidth of 300 MHz, and 
then they are detected by Schottky-barrier diodes 
(Herotek DHM185AA).  The signal is amplified 
with the variable gain up to 40 dB in order to 
match the signal level to the input range of the 
PXI digitizer (National Instruments PXI-6133).  
It has a resolution of 14 bits maximum time 
resolution is 3 M-samples/sec, real-time 
recording.  Since the time resolution is usually 
set to 1 M-samples/sec.  The total time 
resolution of the MIR system is about 2.4 μsec.  

The beams pattern near the reflection surface 
are measured by using a metal rod and a 
vector-network-analyzer (ANRITSU 37397C).  
The rod is scanned along the toroidal direction or 

Fig.4 Optimized illumination angle in the case of 
O-mode (a) and X-mode (b) measured in 
the plasma experiment. 

 

Fig.5  MIR signals before and after the 
optimization of the mirror angle.  
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the radial direction around the reflection center.  
The wave reflected on the narrow region (with 
width of a few millimeters) of the rod surface 
reaches to the receiving antenna.  This profile is 
almost identical in the frequency range between 
45 - 60 GHz.  The beam waist of the reflected 
wave that is received by the antenna is about 3.3 
cm and the focal depth is about 1 m near the 
reflection surface. 

Typical MIR signals before and after the 
optimization is shown in Fig. 5.  By optimizing 
the beam direction, the MIR signal becomes high 
enough to measure the density fluctuation. 
 
4. Experimental Result 

By using the MIR system, a novel MHD 
instability is observed in LHD. A typical 
example is shown in Fig. 6.  The LHD 
configuration is as follows: R

ax
 = 3.575 m, a = 

0.6 m, B
t
 = 2.870 T, γ = 1.254 and B

q
 = 100 %.  

The plasma is heated by the co-injected NBI with 
the power of 8.6 MW and the counter-injected 
NBI with the power of 3.8 MW.  Fig. 6 shows 
time evolutions of the heating power, the beta β

dia
 

measured by the diamagnetic diagnostics, the 
line averaged electron density n

e
, the central 

electron temperature T
e0
, the central ion 

temperature T
i0
 and the MIR signal.  Fig.6 (e) 

shows the time evolution of the FFT power 
spectrum of the MIR signal.  A mode appears at 
t=1.5 sec.   

This mode has equally separated several 
harmonics.  The mode frequency looks 
depending on the ion temperature. The frequency 

decreases after turning off the perpendicular 
injected NBI with the power of 3.2 MW, and this 
mode disappears 0.2 sec after the perpendicular 
NBI turning off.  Right after turning on the 
ICRH with the power of 1.9 MW, a mode with 
equally separated several harmonics appears.  In 
this case, the number of harmonics is double of 
the former mode.  So, the heating of 
perpendicular ion component looks important to 
destabilize this mode.  By the improvement of 
the MIR system the notable MHD mode has been 
observed in the MIR signals for the first time.  
 
5. Conclusion 

In conclusion, we have found that the 
optimization of the direction of microwave beam 
is a key of the microwave imaging reflectometry, 
which is expected to be a powerful tool to study 
the turbulence in plasmas.  The illumination and 
reflected beam paths near the reflection surface 
are calculated with the ray tracing code.  We 
have developed a mirror rotation mechanism 
using three rods and two actuators driven by 
ultra-sonic motors.  The mirror angle is changed 
shot by shot.  The experimentally obtained 
optimum illumination angle in LHD is 3 degree 
upward in the case of O-mode and 1.5 degree 
upward in the case of X-mode.  These angles 
are similar to the simulation.  By optimizing the 
beam direction, the MIR signal becomes high 
enough to measure the density fluctuation. The 
novel MHD mode with harmonics is observed by 
using the new setup of MIR system in ICRH and 
NBI heated plasma of LHD.  
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Proposal of in situ Density Calibration for Thomson Scattering
Measurement by Microwave Reflectometry

Takashi Minami1

1National Institute for Fusion Science, Oroshi-cho 322-6, Toki 509-5292, Japan

An in situ density calibration for a Thomson scattering measurement by a microwave reflec-
tometry based on Bayesian estimation is proposed. A simultaneous calibration with a plasma
experiment is feasible, because it is not necessary for a vacuum vessel to be filled with N2, Ar
or H2 gases. The Bayesian estimation provides an accurate density calibration factor from a few
reflectometer measurements, which is confirmed by a Monte-Carlo simulation.

1 Introduction

The electron temperature and density profiles mea-
surement with the Thomson scattering method is a
basic diagnostic for the high temperature plasma ex-
periment. It is especially a crucial tool for the es-
timation of the thermal and particle diffusivities for
the transport study. Though the Thomson scattering
method is classical in the plasma diagnostics, the sev-
eral problems that should be resolved are remained.
One of the problems is the absolute calibration for the
density measurement.

Because the density measurement with the Thom-
son scattering is to measure an amount of the scat-
tered light, the calibration factor is affected by the
misalignment of a laser path and a collective system
of the scattered light, the sensitivity of polychroma-
tors and detectors, a laser beam profile and so on.
Most popular method for the Thomson density cal-
ibration is a gas scattering method, which utilizes
Raman or Rayleigh scattering of molecule[1]. How-
ever, the gas scattering method has a drawback: a
vacuum vessel needs to be filled with N2, Ar or H2
gases to an atmospheric pressure level[1]. Thus the
calibration in parallel with the density measurement
is difficult, although the calibration factor is modified
during the plasma experiment after the gas scattering
calibration. Consequently, another in situ calibration
method is required for the precise measurement of
the plasma density.

A preferable technique for the in situ calibration is
a method using plasma density values measured with
the other plasma diagnostic. In this paper, the method
of the density calibration by the microwave reflec-
tometer for the multipoint Thomson scattering sys-

tem is proposed. The specification of the reflectome-
ter for the density calibration is discussed. The den-
sity calibration factor is estimated on the Bayesian
theorem. The Bayesian technique is simulated by a
Monte-Carlo method.

2 Density calibration using the
microwave reflectometer

The Thomson scattering calibration factor CT for
the density measurement is defined as ne = CT S ,
where ne is the plasma density, S is an amount of the
Thomson scattered light. The factor depends on the
laser alignment, the collective system alignment and
so on. Though the calibration factor is stable, the fac-
tor have decades of continuous change. The purpose
of the calibration method by the microwave reflec-
tometry is improving the calibration factor to the real
value by the reflectometer measurement. The reflec-
tometer utilize a laws of physics that a wave propa-
gating in the plasma is reflected at the cut off point.
The plasma density can be measured by detecting the
reflected wave from the cut-off layer, because the lo-
cation of the cut-off layer depends on the plasma den-
sity. The calibration is performed by the simultane-
ous density measurement with both the multi point
Thomson scattering system and the reflectometer, as
shown in figure 1.

The compact and simple system is preferable as
the reflectometer due to the small space around the
thomson scattering device. Thus, I choose the FM
type reflectometer, which is the simplest one. The
FM reflectometer consists of a launching antenna, a
receiving antenna, a direct coupler, a mixer, waveg-
uides and a oscillator with frequency swept over wide

46



ranges[2]. The required sweep time is less that 10-
100µsec. The FM reflectometer measures phase de-
lay φ of the reflected wave at the cut-off layer. Be-
cause of the phase delay at lots of different frequen-
cies by the sweep oscillator so that the function φ(ω)
can be constructed. When the injected wave is ordi-
nary mode, the location of the cut-off layer is derived
from the following equation[3].

rc(ω) = a − c
π

∫ ω
0

dφ
dω′

dω′

ω2 − ω′2 (1)

, where the ’a’ is a location of the plasma surface,
’c’ is a speed of light. The FM reflectometer has
drawback that the measurement accompany a error
that is caused by a fringe jump[2]. However, this
drawback can be resolved by the Bayesian estima-
tion, which is explained in the next section. An an-
other candidate is AM type reflectometer, in which
the fringe jump problem is resolved using the two os-
cillators that have two different frequencies[2].

The density range that can be measured with the re-
flectometer is the determined by the frequency of the
injected wave, because the cut-off density depends on
the wave frequency. If the calibration is performed
only once, the calibrated thomson channels of the
profile measurement are limited to the region that de-
termined by the frequencies of the injected wave and
the plasma density. Avoiding this situation, the cali-
bration is repeated more than once for different den-
sity plasmas.! " # $ % & ' ( ) * + , � . / 0 1 2 3 4 5 6 7 8 9 : ; < = > ? @ A B C D E F G H I J K L M N O P Q R S T U V W X Y Z [ \ ] ^ _ ` a b c d e f g h i j k l m n o p q r s t u v w x y z { | } ~ P l a s m a

C u t o f f l a y e rT h o m s o n l a s e r p a t h
T h o m s o n s c a t t e r e d l i g h t

L a u n c h i n g A n t e n a D i r e c t C o u p l e r
R e c e i v i n g A n t e n a M i x e r O s c i l l a t o r

R e fl e c t o m e t e r s i g n a l
Fig.1 Conceptual diagram of Thomson
density calibration by microwave reflec-
tometry.

Figure 2 shows the result of the estimation of a
plasma frequency for the typical LHD plasma[4]. I
assume the density profile is parabolic: ne = ne(0)(1−
ρ2)α. In this estimation, I choose 0.3 as the factor
α, because the LHD density profile is typically flat-
ten. The central electron density ne(0) is swept form

1 × 1013cm−3 to 4 × 1013cm−3. If the oscillator fre-
quency is swept from 30 GHz to 50 GHz, the Thom-
son channels that corresponds to the almost half re-
gion of the plasma cross section can be calibrated by
measuring the different density plasmas, as shown in
figure 2(a). However, a peaked density profile is more
preferable, because the accuracy of the location of
the cut-off layer is better than the flatten profile. The
peaked density profile is produced by a pellet injec-
tion or a magnetic structure control in the LHD[4].
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Fig.2 Estimation of the plasma frequency
profiles (a) with corresponding density pro-
files (b). The profile shape is assumed as
the typical LHD one. The central electron
density ne(0) is swept form 1 × 1013cm−3

to 4 × 1013cm−3 (a). The yellow zone
shows the frequency range from 30GHz to
50GHz.

3 Density calibration method based on
Bayesian estimation

The Bayesian estimation is a probabilistic ap-
proach for estimating an unknown probability den-
sity function. The Bayesian theorem is defined as
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follows[5].

P(x|d) =
P(d|x)P(x)

P(d)
(2)

, where P(x) is a prior probability, P(x|d) is a pos-
terior probability and a conditional probability of x
given d, P(d|x) is a conditional probability of d given
x, P(d) is a normalized constant, and P(d|x)/P(d) is
a likelihood. The P(d) is defined as follows.

P(d) =
∫ ∞

0
P(d|x)P(x)dx (3)

For the purpose of the Thomson density calibra-
tion, the parameter ’d’ is the calibration factor derived
from the reflectometer measurement, and is defined
as follows.

d =
nre f

e

S
(4)

,where nre f
e is a plasma density measured with the

reflectometer, and the S is the amount of the scattered
light measured with the Thomson scattering device.

I assume that the prior probability function of the
calibration factor CT for the density measurement is
a gaussian destribution. The prior probability P(x) is
defined as follows.

P(x) =
1

√
2πwprior

exp
{
− 1

2
(

x −CT
prior

wprior
)2
}

(5)

, where CT
prior is a prior calibration factor, and

wprior is a error range of the calibration factor. The
first prior calibration factor (the initial value) can be
determined from the gas scattering experiment or the
estimation taking the solid angle of the scattering
light and the transmission efficiency of the collec-
tive optics and the spectrometer into account. It is
no problem that the first prior calibration factor in-
cludes an error, because the primal error is corrected
with the reflectometer measurement.

The probability function P(d|x) is derived form the
reflectometer measurement. I also assume that P(d|x)
is a gaussian distribution, and the P(d|x) is defined as
follows.

P(d|x) =
1

√
2πwd

exp
{
− 1

2
(

x − d
wd

)2
}

(6)

, where wd is a error range of the ’d’.
The modified calibration factor to the real value af-

ter the one reflectometer measurement is calculated
as the posterior value ,which is derived from the pos-
terior probability function P(x|d) (eq.(2)). The pos-
terior calibration factor CT

posterior and that error range
wposterior are derived from the following formulas.

CT
posterior =

∫ ∞
0

xP(x|d)dx (7)

wposterior =

√∫ ∞
0

x2P(x|d)dx − (CT
posterior)

2 (8)

The Bayesian estimation provides a sequential
analysis for the calibration factor determination tak-
ing the accuracy of the reflectometer measurement
into account. The simultaneous measurement of the
Thomson scattering and the reflectometer is repeated.
The posterior value of the CT and w are used as the
prior one of the next step, and the derivation of the
posterior probability function is repeated recursively.
The calibration factor is modified and come close to
the real value with the number of the times of the si-
multaneous measurements.

4 Monte-Carlo simulation for the density
calibration by the reflectometer

For confirming the effectiveness of the density cal-
ibration by the reflectometer based on the Bayesian
estimation, a Monte-Carlo simulation is carried out.
The calibration factor ’d’ derived form the reflec-
tometer measurement is simulated using a random
function based on a Gauss distribution. I assume the
reflectometer and the Thomson scattering measure-
ments include no systematic error. First, wd is deter-
mined by a random value from the Gaussian distri-
bution that is determined by the given standard de-
viation, then the calibration factor ’d’ is determined
from the random function of which standard devia-
tion corresponds with the wd.

I assume the worse situation as the calibration ex-
periment, such that the derived factors from eq.(4)
are considerably scattered due to the measurement
error caused by the reflectometer and the Thomson
scattering diagnostics: the standard deviation of the
Gaussian distribution is larger. The result of the sim-
ulated calibration factor eq(4) form the reflectometer
is shown in figure 3 (a). In this simulation, number of
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Fig.3 Monte-Carlo simulation of Thom-
son density calibration by microwave re-
flectometry. (a)Simulated 50 calibration
factors of eq(4) from the random function
based on the Gaussian distribution. (b) Es-
timated calibration factors CT using eq.(7).
(c) Estimeted error ranges w using eq.(8).

times of the reflectometer measurements is assumed
as 50, and the real value of calibration factor CT is
assumed as 12. As a result, the average of the 50
simulated reflectometer data is 12.22.

The estimated calibration factor CT using the
eq.(7) is shown in the figure 3 (b). I assume the case
that the initial value of CT is considerably different
from the real value of 12 (CT

prior=4). After a few steps
of measurements, however, the CT converge to the

close value of 12, then the value is stabilized near the
real value, though the simulated data of the reflec-
tometer is far from the real value, because the esti-
mated error range (w) is sharply reduced, as shown
in figure 3 (c). The final value of the CT after the 50
measurements is 11.99±0.02, of which value is close
to the real value of 12 compared with the average
(12.22) of the simulated reflectometer data shown in
figure 3 (a). When the other seed of the random func-
tion is given, the same tendency is observed. When a
type of laser on Thomson scattering device is a high
repetition Nd:YAG laser (10Hz), the 10-20 simulta-
neous measurements for the calibration is possible
during one discharge. Consequently, expected num-
ber of discharges for the density calibration is below
10.

5 Summary

I propose that the in situ density calibration for the
Thomson scattering measurement by the microwave
reflectometry. The procedure of deriving the calibra-
tion factor is based on the Bayesian estimation. The
FM sreflectometer used for the calibration is compact
compared to the Thomson scattering device. The si-
multaneous calibration with the plasma experiment
is feasible, because it is not necessary for the vacuum
vessel to be filled with the gas. The Monte-Carlo sim-
ulation shows that the Bayesian estimation provides
the accurate density calibration factor from a few re-
flectometer measurements.
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Fig. 1: Overview of the LHD Thomson scattering. 

Recent Progress of the LHD Thomson Scattering 
 

I. Yamada, K. Narihara, H. Funaba, T. Minami, H. Hayashi, and LHD experimental group 
 

National Institute for Fusion Science, 322-6 Oroshi-cho, Toki, 509-5292, Japan 
 

We developed the LHD Thomson scattering about ten years ago, and have made many 
improvements on it. The LHD Thomson scattering measures electron temperature and density 
profiles of LHD plasmas along with the LHD major radius at a horizontally elongated section. The 
LHD Thomson scattering has two kinds of YAG lasers, three 10 Hz/2.3 J lasers and four 50 Hz/0.5 
J lasers, and various operational modes are possible. Thomson scattered light is collected with a 
large gold-coated spherical mirror, and analyzed by conventional polychromators with five 
wavelength channels. In this paper, we describe recent progress of the LHD Thomson scattering. 

 
1. Introduction 

Thomson scattering is one of the most reliable 
diagnostics for measuring electron temperature 
and density profiles of fusion plasmas. We 
constructed the LHD YAG Thomson scattering 
about ten years ago [1][2]. The LHD Thomson 
scattering has worked well routinely and obtained 
a huge number of electron temperature and 
density profile data in the LHD plasma 
experiments. In the past one decade, we have 
continued our efforts to improve the performance 
and reliability of it.  

The LHD Thomson scattering measures 
electron temperature and density profiles of LHD 
plasmas along with the LHD major radius at a 
horizontally elongated section, as shown in Fig.1. 
It consists of several subsystems, laser system, 
light collection optics, polychromators, and data 

acquisition system. Typical specifications of the 
LHD Thomson scattering are summarized in 
table 1. The number of spatial points and typical 
spatial resolution are 144 and 25 mm, 
respectively. The temporal resolution is 
determined by laser repetition rate. In following 
sections, we describe the recent progress of the 
LHD Thomson scattering. 
 
Table 1: Typical specifications of the LHD Thomson 
scattering. 

Scattering angle 167o 
Solid angle  16 msr 
Number of spatial points 144 
Spatial resolution 25 mm 
Temporal resolution  10-200 Hz 
Te range  20 eV – 20 keV 
Ne range  1018 – 1021 m-3 
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2. LHD Thomson Scattering 
2.1. Scattering Configuration 

The LHD Thomson scattering has an oblique 
backward scattering configuration, in which 
typical scattering angle is 167o as shown in Fig.1. 
In such backward scattering configuration, 
Thomson scattering spectrum width becomes 
wider than those in conventional right angle 
scattering configuration. Then, it suits for low 
temperature region, while the spatial resolution is 
not as good as that of right angle scattering 
configuration. The lowest measurable 
temperature is about 20 eV in the LHD Thomson 
scattering.  
 
2.2. Laser System 

The LHD Thomson scattering has two kinds of 
lasers, high-energy low-repetition 2.3 J/10 Hz 
lasers (Thales SAGA 230) and low-energy 
high-repetition 0.5 J/50 Hz (Continuum NY-50). 
In the LHD Thomson scattering, flexible 
multilaser operations are possible [3][4]. For 
examples, four 0.5 J/50 Hz lasers can be used as 
a 2 J/50 Hz laser by firing the lasers 
simultaneously. They can be also used as a 0.5 
J/200 Hz laser by firing them at intervals of 5 
msec. Figure 2 shows comparison of electron 
temperature profiles obtained from the 
simultaneous firing mode of four lasers and one 
laser operation. The plasma performances of the 
two discharges were almost same under a fixed 
discharge operation. In the high-energy mode, 
both of the number of detected photons and 
signal-to-noise ratio are increased, resulting in 
higher data quality [4].  

 
2.3. Light Collection and Polychromator 

Thomson scattered light is collected with a 

large 1.5 m x 1.8 m Au-coated spherical mirror 
onto 144 optical fibers with the core diameter of 
2.0 mm, and then transmitted to 144 
polychromators [5]. Each Polychromator has five 
wavelength channels for Thomson scattering 
measurements, and additional sixth channel for 
Rayleigh calibration [6]. Figure 3 shows the 
schematics of the polychromator. The Thomson 
scattered light is separated by bandpass filters 
and detected with avalanche photo diode (APD) 
detectors. An example of the spectral 
responsibility of a polychromator is shown in Fig. 
4, together with Thomson spectrum at 50 eV, 500 
eV, and 5 keV. Since both of the characteristics of 
the bandpass filter and APD strongly depend on 
temperature, the temperature of polychromators 
is stabilized by temperature-controlled chilled 
water.  

 
2.4. Data Acquisition 

Detected Thomson scattering signals are 
digitized with the FASTBUS based data 
acquisition system, which includes extremely fast 
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Fig.2: Comparison of Te profiles obtained by (a)
single laser, and (b) four lasers. 

Fig.3: Schematic diagram of the 6-channel
polychromator. The 6th channel is used for
Rayleigh calibration.
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analog-to-digital converters. The system has a 
low cut filter, and then only fast components (>1 
MHz) can pass through. The method is good for 
eliminating slow plasma light influence 
efficiently, but we could not know plasma light 
intensity on the APDs. When APD is irradiated 
by intense plasma light, the performance of APDs 
is degraded and the detectors may be broken at 
the worst [7]. Then, we installed a new system 
for monitoring plasma light intensity on all APDs, 
which is based on the Lab VIEW PXI system. 
The plasma light monitor system has worked 
since the 10th LHD experimental campaign. 

 Figure 5 shows an example of raw data of 
Thomson scattering signals and plasma radiation 
detected by five wavelength channels in a 
polychromator. The upper and lower rows of 
circles are Thomson signals from high and low 
energy lasers, respectively, and the dots are 
plasma radiation. At the middle stage of the 
discharge, strong plasma light appeared suddenly, 
and the APD outputs were saturated completely 
in the wavelength channel #3, #4 and #5. In the 
period, Thomson signals disappeared due to the 
detector saturation. We have found that the 
intense background light is observed by only 
specific polychromators that see divertor plates. 
Therefore, we believe that the background light is 
originated from divertor plasma related 
phenomena. Although it is not easy to suppress 
the divertor light influence efficiently, we can 
properly judge the data reliability, and provide 

only reliable Thomson data [8]. 
 

2.5. Calibrations 
In order to obtain absolute electron densities, 

the Thomson scattering device should be 
calibrated absolutely whereas only relative 
calibration is required for electron temperature 
measurement. For absolute electron density 
measurement, we have tried Raman and Rayleigh 
calibrations [6][9]. In both of the calibrations, 
pure gaseous nitrogen or dry air was introduced 
into the LHD vacuum vessel up to 50 kPa. The 
calibration factors obtained from the Raman and 
Rayleigh calibrations show good agreements. 
However, we believe that Rayleigh calibration 
may be suitable to the LHD YAG Thomson 
scattering because more accurate calibration 
factors can be obtained. Figure 6 shows an 
example of measured electron temperature and 
density profiles of a super dense core (SDC) 
plasma discharge. The electron densities are 
calibrated absolutely by using Raman scattering. 

Next, We have checked long-term stability of 
the Thomson scattering through the 10th LHD 
experimental campaign by comparing electron 
line densities obtained from Thomson scattering 
and measured by the MMW diagnostics. Both of 
them measure electron density at LHD 
horizontally elongated sections, so the data can 
be compared directly without any assumption 
and/or additional analytical procedure. The ratio 
of the two line densities obtained from Thomson 
scattering and MMW shows some variations 
through the 10th LHD experimental campaign. 
Typical variation during a plasma discharge is 
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less than a few percents, typical weekly variation 
is estimated to be less than 6 %, and then overall 
variation in the 10th experimental campaign is 
less within 24 %. Therefore, we can conclude 
that the short-term stability of the LHD Thomson 
scattering is good, and weekly or monthly 
recalibration is recommended. 
 
3. Summary 

The LHD Thomson scattering, which is 
constructed about ten years ago, has worked 
routinely and obtained a huge number of electron 
temperature and density data of LHD plasmas. In 
the past one decade, we have continued our 
efforts to improve the performance and reliability. 
The LHD plasma performance has grown 
step-by-step, then measurable temperature and 
density ranges of the LHD Thomson scattering 
should be further improved so as to cover the 
LHD plasma performance. 
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The determination of the profile of the toroidal plasma current (safety factor) has been considered 
as essential diagnostic for ITER. In absence of neutral beam, the only reliable diagnostics which 
can provide the information on the q-profile is polarimetry. About ten viewing chords could cover 
significant part of the poloidal cross section of the plasma in a fan-like arrangement at the 
equatorial port. The probing beams enter the vacuum vessel through a penetration in the blanket 
modules at the low-field side. The four additional quasi-vertical viewing chords are inserted 
through the upper port. Retroreflectors at the high field side mirror the laser beams back towards 
the initial penetrations and allowed to measure Faraday rotation and phase shift. The present work 
considered the combined interferometer / polarimeter configuration for laser wavelength of about 
50 µm. At this wavelength the ellipticity is small but has to be taken for account. Thus, the 
promising Cotton-Mouton effect, which is considered as an alternative for plasma density 
measurements, will be difficult to implement. The initial optimization of the viewing chords 
arrangement for several ITER plasma scenarios (sensitivity to the toroidal current profiles) has 
been done. The additional issue of delivering laser radiation to the plasma will be addressed.  The 
advantages of the waveguide approach for beam focusing in the long (more than 50 m) optical 
path are shown.. 

 
1. Introduction 
  Control of the current density profile 
becomes a paramount issue for the future 
tokamak experiments. Polarimetry can 
provide information on the density and 
magnetic field from which current profile 
could be reconstructed. Previous system [1] 
was design to operate at λ =118.8 μm 
CH3OH oscillation line. It is well known that 
there are two main approaches to build the 
polarimetry system. To obtained information 
about magnetic field one have to measure the 
value of Faraday rotation angle αF, which is 
proportional to poloidal magnetic field Bp|| 
and electron density ne. 

( ) ( )13 2
F ||2.62 10 e pZ

n z B z dzα λ−= × ∫   (1) 

  From αF values profile of the poloidal 
component of the magnetic field could be 
calculated. It became obvious that the 
electron density along same beam line have 
to be known. For this purpose along beam 
chord a phase measurements by 
interferometer or measurements of the 
ellipticity angle αCM (Cotton-Mouton effect 
(CM)) have to be performed.  

( ) ( )11 3 2
CM 2.62 10 e tZ

n z B z dzα λ−= × ∫   (2) 

 
2. System discription 
  Maximum number of twelve probing 
beams comes into the plasma through the 
diagnostic plug at the low-field side (LFS). 
At the high field side (HFS) of the blanket 
shield module (BSM) small ( ∅ 37 mm) 
corner retroreflectors (CRR) are placed to 
reflect backwards the laser beams. Recently 
for ITER-scale experiments and for the 
plasma experiments on Large Helical Device 
(LHD) we have been developing short 
wavelength FIR laser. These research 
activities are carried out to overcome the 
common ‘fringe jumps’ phenomena which 
occurs because of electron density increasing 
during pellet injection experiments. On LHD 
13-channel 119 μm laser interferometer has 
routinely operated to provide information on 
the electron density profile.  
  The wavelengths of the new two-color 
interferometer are 57.2 μm (1.6 W) and 47.6 
μm (0.8 W) in a twin optically pumped 
CH3OD laser [2]. 
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Fig. 1: Calculated Faraday rotation (top) and ellipticity 
(center), line density (bottom) 57 μm. 
  For ITER experiments we advocate the 
classical dual interferometer / polarimeter 
approach for its considerable simplicity to 
reconstruct experimental data. We consider 
the propagation of polarimeter beams 
through a thin layer of plasma (thickness z0) 
in the presence of a magnetic field. This 
calculation takes into account both the 
Faraday rotation and the Cotton-Mouton 
effect. 
 
3. Alternated transmission line and numerical 
simulation of the expected values of the 
rotation angle and ellipticity 
The calculation of the expected values of 
Faraday rotation angle and ellipticity for 
chosen ITER ‘plasma burn’ scenario #2 
(plasma current Ip=15.0197 MA, q0 = 0.99, 
‘flat’ electron density profiles are shown at 
the Fig. 1. One can see that for the chosen 
wavelength of 57.2 μm Faraday rotation 
angle is about 25−30°, which is still large 
enough. 
  Recently for ITER-scale experiments and 
for the plasma experiments on Large Helical 
Device (LHD) we have been developing 

short wavelength FIR laser. These research 
activities are carried out to overcome the 
common ‘fringe jumps’ phenomena because 
of rapid raise of the plasma electron density, 
which occurs during pellet injection 
experiments. On LHD 13-channel 118.8 μm 
CH3OH laser interferometer has routinely 
operated to provide information on the 
electron density profile. The wavelengths of 
the new two-color interferometer are 57.2 μm 
(power 1.6 W) and 47.6 μm (power 0.8 W) in 
a twin optically pumped CH3OD.  

 
Figure 2: Calculated Gaussian beam radius (waist of 1/e 
intensity value) for wavelength 118 and 57 μm. 
 
  Since 47.6 μm and 57.2 μm have different 
polarization a Martin-Puplett diplexer is 
placed in front of the laser output. One of the 
most important issues is the developing of 
high quality heterodyne detection system 
with fast and sensitive characteristics. One of 
the main differences from 118.8 μm system 
is that instead of using quasi-optical 
transmission line (evacuated tubes of 90-120 
mm in diameter) 40 mm dielectric 
waveguides become an attractive candidate. 
Those waveguides were made from Pyrex® 
borosilicate glass (with relative dielectric 
constant εr = 4.6−5.0) or acrylic resin (εr = 
2.7−6.0)). From the other hand an oversized 
waveguides offer an attractive practical 
solution to transport light through the 
complicated geometry surrounding the fusion 
reactor.  

55



 
Figure 3: Poloidal polarimetry transmission lines and port 
plug to tokamak. 
 
  However, they can suffer from serious 
radiation-induced optical absorption and 
radioluminescence. Special fabrication and 
glass hardening techniques must be 
developed before suitable radiation 
-resistance dielectric waveguides can be used 
in ITER. By switching from pure 
quasi-optical (QO) beam free space 
propagation to ‘waveguide ideology’ for the 
transmission line that lies outside port plug 
(transmission line that correspond to the 
straight line at the Fig. 2) we can resolve 
several obstacles such as: mode matching / 
mode conversion, misalignment in the 
‘middle part’ of the polarimeter optical path, 
which will be very difficult to maintain.  

 
Figure 4: Coupling of Gaussian beam at the entrance of the 
dielectric waveguide. The inside diameter of the waveguide 
is 40 mm 
 

  From other hand waveguide system has 
precise mode matching (Fig. 2) (defined by 
waveguide diameter), easy alignment and 
more robust to mechanical vibrations. To 
deliver radiation from / to plasma each laser 
beam line is equipped with up to 8 
miter-bends, with small conversion losses 
(Fig. 3). To avoid beam power dissipation 
Gaussian beam must enter the waveguide 
hawing optimized diameter. The calculation 
of waveguide transmission coefficient have 
been done for λ=48, 57, 118.8 μm 

2
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1 exp RT F F
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waveguide radius and length, 2k π λ= - 
laser beam wavelength, r0-radius of the 1/e 
beam intensity level at the waveguide 
entrance, εr-waveguide material (relative 
dielectric constant) was chosen such as: 

2.1rε = . The calculation (refer to Fig. 4) 
shows that transmission coefficient values 
for 47.6 and 57.2 coupling into 40 mm 
diameter waveguide are about 99.6−98.42%, 
which is 7−8% higher than that for 118.8 μm. 
  The beam propagation inside the oversized 
dielectric waveguide have the same 
efficiency as for the free space, thus, 
preserves its polarization (99.6%). It was 
already confirmed by the long-term operation 
of FIR interferometer at LHD [5] (acrylic 
resin waveguide, length about 40m) and from 
several reports on JET polarimeter diagnostic 
(Pyrex® glass waveguide, length about 30m) 
that polarization of the laser beam in the 
waveguide remains almost constant. It was 
already shown [1, 3] by other research 
groups mechanical and optical properties of 
the corner retroreflectors became ultimately 
‘Achilles heel’ of the system. The positions 
of the retroreflectors are limited by 
mechanical design of blanket shield modules 
on HFS inner wall (see Fig. 5). It was found 
that for wavelength 118.8 μm previously, 
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which CRR can cope with misalignment up 
to 15 - 20 mm in poloidal plane without any 
serious effect on the reflectivity. For the 
shorter wavelength those values become 
twice smaller: up to 7.5 mm (see Fig. 6).  

 
Figure 5: Outline of the retroreflector block incorporated 
into the blanket shield module. Initially (without the plasma 
the beam is aimed at the center of the retroreflector. 
 
This gives us much more freedom to cope 
with beam displacement caused by 
mechanical vibrations and due to refraction 
in plasma. Present level of CRR 
manufacturing could deal with ‘ideal’ sharp 
corner to sustain desirable sharpness which is 
about 5% from the laser beam width.  
 
4. Final remarks 
Recently proposed poloidal high power 
polarimeter will operate at 47.6 μm, 57.2 μm 
infrared oscillation. The output power of 57.2 
μm laser is estimated to be over 1.6W and 
that of 47.6 μm is about 0.8W. Two color 
beat signals are simultaneously detected by a 
Ge:Ga detector with success. It was shown 
that preferable polarimeter-interferometer 
configuration will unveil some extra 
advantages in respect of ‘full-polarimetric’ 
system. Shorter wavelength laser will 
significantly improve (diminish) refraction 
problems. For present chord alignments and 
beam wavelength caused considerably small 
Cotton-Mouton effect. Alternated waveguide 
transmission line (with miter bends included) 
showed better focusing and tuning as well as 
much simple further maintenance, the 
Cotton-Mouton polarimeter becomes clear 

only in the case when the viewing chords are 
orientated in the equatorial plane, where the 
poloidal component of the magnetic field Bp 
is zero (pure toroidal polarimetry). Under 
some plasma condition there is a possibility 
of coupling Faraday and Cotton-Mouton 
effects. 

 
Figure 6: Beam displacement characteristics for the vertical 
fan of the chords at the position of the center of the 
correspondent corner retroreflectors. 
 
Small Faraday rotation angle along some 
central chords suggests that placing 
additional beam lines must be done to 
improve spatial resolution of the system. 
Promotion of the dielectric waveguide 
addresses the issue of the radiation effect on 
those components. The appropriate 
additional ‘shielding’ of the waveguides 
studies now under the consideration. Further 
research is needed to define the most adapted 
materials for dielectric waveguides for FIR 
polarimetry. 
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In this paper we show the feasibility of a 2D Thomson scattering diagnostic on the Large Helical Device. 
Nearly parallel four laser beam paths are set on the plane formed by the currently used laser beam path 
and the center of the observation window. The distance between the adjacent laser beams, which is 
limited by the focus depth of the light collection optics, is 5 mm. On a ribbon like region of 15 mm width 
and length longer than 250 mm, 4 x 19 scattering points are distributed. The four lasers are fired 
successively every 60 ns. The scattered lights from different laser beams are captured by a common fiber 
and transported to a polychromator, where they are spectrum-analyzed and detected. The output-signals 
from the polychromator are fed in parallel to four ADC modules (Lecroy FASTBUS:1885F 96ch, 15bit) 
gated by pulse signal from the corresponding laser. The maximum time difference among the lasers is 
180ns, which is short enough to see a fast MHD phenomenon. 

 
  
 
1. Introduction  
 

Time resolved two- and three-dimensional 
diagnostics is becoming more and more 
important in fusion plasma experiments [1]. In 
the case of Thomson scattering diagnostic (TS), a 
combination of laser beam paths and light 
collection optics gives arbitrary one-, two- or 
even three-dimensional Te (electron temperature) 
and ne (density) profiles, provided that the 
necessary number of lasers, collection optics, 
photo-diodes and ADCs are given. However, 
because these TS components are expensive, the 
cost of such a system will be tremendously high. 
Then, for the design to be realistic, we need ideas 
to reduce, for example, the number of detectors 
and ADC or to replace them with something like 
a CCD. The simplest one is to sweep the laser 
beam path transversely, with the focusing 
conditions of the collection optics being 
synchronously altered [2]. In this case, the 
plasma should be in a steady state during the 
sweeping, which is hardly the case for the 
phenomena of interest. The ASDEX Upgrade 
group firstly performed a quasi-simultaneous 
2D-TS measurement to investigate dynamics of 
ELM behaviors [3]. They aligned five laser 
beams along z-direction on a R-z plane with 2.7 
mm separation and fired them successively with 
0.5 μs interval. Over full time interval of 2μs 
‘exposure time’, the interested profiles are almost 
frozen. Recently, further advanced idea was 

proposed and tested in reference [4], in which 
equally separated five-times-folded beam-path is 
used for 2D-TS. Digital oscilloscopes sampling 
at a few GHz can separate the signals scattered 
from different beam-positions. In this paper, we 
examine the feasibility of operating a 2D-TS 
similar to that on the ASDEX Upgrade on LHD.  
 
2. Magnetic field structures of LHD 
 

Cross sectional view of a set of magnetic field 
lines cut at the toroidal angle φ=108˚(4O port), 
where 1D-TS measurement is done, is shown in 
Fig.1 [5]. The last closed flux surface (LCFS) is 
defined literally as the outermost flux surface 
from inside of which no field line leaks outside. 
Outside LCFS, there is the so-called stochastic 
region where many magnetic islands overlap. In 
the further outside, a slender bundle of field lines 
appears and extends to the wall. Inside the LCFS, 
there is a nested magnetic surfaces with intrinsic 
small islands embedded. Although Te and ne 
profiles are complex outcomes of heating, 
fuelling and transport, they, we expect, largely 
reflect magnetic structures described above. 
Considering that the present TS data is valid for 
ne >3·1018 m-3, we expect that rich structures may 
be measured around LCFS, the neighborhood of 
which contains both the nested magnetic flux 
surfaces and the stochastic region with 
measurable value of ne. Zoomed-in cut-views of 
magnetic field lines at the inner and outer regions 
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where we expect some interesting structure to 
exist are shown together with supposed laser 
beams for 2D-TS in Fig. 1(b) and (c), 
respectively. 

 
 

 
 
 

 
 
 

 
 
 

Fig. 1. (A): Cross sectional view of magnetic field lines at 
the toroidal angle φ=108°. Magnetic axis position 
Rax=3.75 m, γ=1.254, Bq=100%. (B): Zoom-in view 
around the R=4.5 m, where the LCFS interfaces the 
inner nested-flux-surfaces with the stochastic region. 
(C) The same as the above around R= 2.5m. Note 
that the distance between the adjacent laser beams is 
not correctly scaled. 

 
3. The 1D LHD Thomson scattering system 
and extension to 2D-TS 

The outstanding features of the LHD-TS [6], 
shown in Fig.2, are: (1) It adopts a highly 
back-backscattering configuration; (2) it uses a 
mosaic mirror for light collection. The image of  
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Thomson scattering system on LHD. The laser beam 

runs along a major radius at φ=108°. A large area 
mirror (1.5m x 1.8m) collects the scattered light onto 
an array of 200-tip of 2mm-dia optical fibers. 

 
 
the laser beam (reference beam) that runs along a 
major radius passing the magnetic axis, is formed 
onto the end surface of arrayed optical fibers of 
2mm in diameter. The tips of the optical fiber are 
cut at 55° so that they tightly contact to the image. 
Scattered light collected on a fiber tip is 
transported to a polychromator, and then divided 
in five spectra, each of which is detected by an 
avalanche photodiode and then analog-to-digital 
converted by charge ADC (Lecroy:1881M). 
Laser beams from four lasers are steered to run a 
reference beam path as closely as possible. For 
this purpose a compact elliptical mirror system 
was developed [7]. Although, in the present 
setting, the deviations of the beam paths from the 
reference path are small enough in the central 
plasma region, this is not the case in the edge 
region. This gives us a hint to developing a 
2D-TS on the present LHD-TS with small 
modifications: In the edge region, in which we 
are now interested, the laser beam paths from 
different lasers distribute two-dimensionally and 
yield 2D-TS naturally if we properly set the laser 
beam directions and discriminate scattering 
signals from different lasers. In this line of 
thinking, our first concern is how widely 
laser-beam-paths can be distributed. This 
depends on how the efficiency of collecting 
scattered light drops as the laser beam path 
departs from the reference beam path. The 
diameter of blurred image of a point source as a 
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Fig. 3. (A): Diameter of the blurred image of a point source 

as a function of the deviation from the reference path.   
(B): The efficiency of collecting light from the 
blurred image as a function of the deviation from the 
reference path. 

 
function of the separation ξ from the reference 
path is shown in Fig. 3(A). If the blurred image 
size is less than the fiber diameter (2mm), the 
light collection efficiency is 100%: Otherwise, 
the efficiency is η= (fiber dia/ blurred image 
dia)2. The η as a function of ξ is plotted in Fig. 
3(B). Here we assume that the clearly focused 
image size is 50% of the fiber diameter. Here we 
permit the loss of light due to blurring down to 
η=50%, then the laser beam can be located 9 mm 
apart from the reference path. We would like to 
make 4 laser beams run in almost equally 
distributed within ±9 mm from the reference 
beam path. The parameters to be used for 
controlling the laser beam are the position (x0) 
and inclination (x0´) of the beam at the laser exit, 
and the position of lens and the focal length fL. 
The distance between the laser exit and the 
focusing lens DLaser-Lens=40m. The transverse 
beam position x as a function of the distance z 
measured from the lens is given by 

′
⎥
⎦

⎤
⎢
⎣

⎡
+−+−= − 00 )1()1()( xz

f
zD

f
zxzx

L
LENSLASER

L

 
If we tune the first mirror so that x0´= - x0/ 
DLaser-Lens , x(z)= x0/ DLaser-Lens z. The present 
‘combining’ mirror system has x0=±40 mm and 
± 20 mm, which gives x(z)= ±1/2000z, and x(z)= 
±1/1000z, which are shown in Fig. 4. These laser 
beam paths are close to the reference path 
enough to yield intense signals.  
 
 
 

 
 
 
 
 
Fig. 4: Laser beam paths. Transverse direction is magnified 

150 times.   
 
5. Analog-to-digital converters 
 
As in other modern measurement instruments, 
analog-to-digital converter (ADC) is one of the 
key elements. We have two kinds of 
charge-ADC: 16-1881M (@64ch, total 1024ch, 
13bit), 4-1885F (@96ch, total 384ch, 15 bit). The 
currently operating ADC, 1881M, allows burst 
mode operation, in which up to 64 events are 
recorded every 12 μs. If this burst mode is used 
for the 4-laser 2D-TS, the overall delay time is 
36 μs, which is short enough for observing a 
phenomenon with characteristic frequency less 
than 30kHz. For observing much higher 
frequency phenomena, we will use four 1885F 
ADCs with each gated independently by the 
delayed pulses generated by the related laser. 
Ninety-five signals (19*5=95) from 19 
polychromators are fed to 4-1885F tightly packed 
together in parallel, as shown in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4: Wire-connections to four 1885F ADCs. The related 

laser gates each module.   
 
In considering the pulse width of the laser, the 
bandwidth of the detector amplifier (30MHz), 
and the minimum settable gate width of 1885F 
(50ns), we will fire the lasers every 60 ns. The 
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resultant overall delay-time of 180 ns is short 
enough even for MHz phenomena.  
 
 
6. Discussions 

 
We considered the easiest and most 

cost-effective way of extending the present 
1D-TS to 2D-TS.  Three laser beams are added 
in the depth-direction within the range of 
focal-depth. A combination of a fiber and 
polychromator can be used for all channels in 
depth-direction, thus saving the fibers and 
polychromators that would be necessary 
otherwise. The available number of lasers, 4, 
limits the number of usable channels in 
depth-direction. If we are satisfied with a slow 
observation (~ 20 KHz), full channels in 
R-direction can be used. Otherwise, dedicated 
ADC gated by each laser is necessary, which for 
now limits the channel numbers in R-direction 
to 19. The plane on which the 2D-TS grids lie 
makes angle 30º with z-axis. Scattering points 
along R-direction is almost the same as that of 
the currently used 1D-TS, which covers the 
region 2.1m<R<5m, while in the other direction 
( oo 30sinˆ30cosˆ ς+z ), scattering points of 4 
cover 12-16mm, which depends on the 
scattering position. Thus the observational 
domain is very slender ribbon. This 2D-TS may 
miss a large 2D structures such as islands, but 
will detect a slender or blob-like structures such 
as ELM.  

In conclusion, we showed that a 2D-TS on 
narrow ribbon-like region is possible with a 
small modification on the currently operating 
1D-TS on LHD. This will, we hope, capture a 
blob-like structure that is supposed to 
occasionally appear in LHD as in tokamaks. 
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A mm-wave interferometer has been developed for divertor density measurements in JT-60U. The 

measurements performed for several plasma phases indicated the feasibility of the system except 

for the ELMy H-mode phase. In the ELMy H-mode phase, the signal intensity was significantly 

reduced probably due to refraction. A sharp drop in the divertor plasma density was found during a 

transition to the ELM free H-mode phase concomitant with a sharp drop in D! emission intensity. 

Low frequency fluctuation of ~1.5 kHz was observed in the divertor plasma density during the 

quiescent H-mode phase. Feedback control of the divertor plasma density was successfully 

demonstrated using the mm-wave interferometer as a real-time monitor and the gas-puffing from 

the bottoms of the W-shaped divertor as an actuator. 

 

1. Introduction 

One of the most important issues on fusion 
plasma research is an optimization of divertor 
plasma performance for effective heat and 
particle control. Measurements of the divertor 
plasma density provide precious information to 
resolve the divertor physics and to control the 
divertor plasma actively. Several methods have 
been applied for the measurement of the electron 
density in the divertor plasma. Reciprocating 
probes have been installed in the divertor region 
of several tokamaks [1, 2] together with 
Langmuir probes mounted on the divertor plates. 
In the lower DIII-D divertor, a laser Thomson 
scattering system was also installed [3]. These 
diagnostics have a high spatial resolution. 
However, it is difficult to measure transient 
response of the divertor plasma density such as 
response during a transition from an L-mode to 
an H-mode confinement phase. Also, it is 
difficult to use them as a monitor for the 
real-time control. On the other hand, 
interferometer can measure time evolution of the 
line integrated density, which enables us to study 
fast response of the divertor plasma density and 
to demonstrate the real-time feedback control. In 
the W-shaped divertor of JT-60U, laser 
diagnostics are not suitable, because it is difficult 
to pass a laser beam due to its complicated 
divertor geometry. In contrast, the waveguide 
system allows flexible access of mm-wave to the 
divertor plasma. Therefore, a mm-wave 
interferometer has been developed in JT-60U [4] 
for measuring the line-integrated electron density 
in the divertor plasma.  

In this paper, we describe the system and the 
measurement results to show the feasibility of the 
system. The system is described in section 2 
together with other diagnostics used in this paper. 

The measurement results are presented in section 
3, followed by a summary in section 4. 
 
2. System description 

JT-60U is a large tokamak device with a 
major radius of ~3.4 m and an aspect ratio of ~4. 
A W-shaped divertor has been installed with the 
divertor pumping from both the inner and outer 
private flux regions [5].  

The waveguide system has been installed in 
the divertor region as shown in Fig. 1. The sight 
line passes horizontally near the X-point. A 
transmitter and receiver unit with a frequency of 
183 GHz was employed. A cut-off density of 
4.1x10

20
 m

-3
 is higher than the divertor plasma 

density expected using a 2D fluid divertor code 
(~1-2x10

20
 m

-3
). The transmitter/receiver was 

attempted to be unified not by using quasi-optical 
transmission but by using waveguide 
transmission. Thus, the G band frequency was 
chosen. The electromagnetic and vibration 

 
Fig. 1 : Schematic drawing of the waveguide system of 
the mm-wave interferometer and typical divertor 
configuration. Slight lines for D! emission intensity 
measurements and positions of the divertor probe (DP) 
used in this paper are also indicated. 
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analyses results indicated that the phase shift due 
to the mechanical movement is not a serious 
problem in the routine plasma discharge. The 
error due to the mechanical movement was 
estimated to be about 0.1 fringe, because it is 
expected that the movement of the antenna in the 
plasma discharge is one order of magnitude 
smaller than that during the disruption (~1 mm). 
Therefore, the vibration compensation using the 
two different frequencies was not adopted. The 
waveguide and antenna were made of stainless 
steel inside the vacuum vessel because of its 
feasibility against the stress due to thermal 
expansion and electromagnetic force. The 
antenna size is 20x16 mm, and the 1.3x1.3 mm 
square waveguide is basically used around the 
divertor region owing to flexible use for the 
transmission in both O and X modes. The X band 
oversize waveguides made of brass pass through 
the vertical ports and are connected to windows 
at about 4 m below the vacuum vessel. The 
vacuum window was made of sapphire and 
welded to the waveguide with a metallized ring. 
Due to the complexity of the transmission line 
inside the tokamak and the low electrical 
conduction in stainless steel, the insertion loss is 
as large as 65 dB. 

The source consists of a gun oscillator and a 
doubler, and produces 15.4 mW. The output of 
the source is divided into the signal and reference 
waves by the coupler. The receiver system (RX) 
comprises radio frequency (RF) unit and 
intermediate frequency (IF) unit, and a super 
heterodyne detection is adopted. In the RX-RF 
unit, the signal and reference waves are mixed 
with second harmonic wave of the local oscillator 
with frequency of 91 GHz. The RF frequency of 
1.5 GHz is produced. Forward tracking detection 
is adopted in the IF unit, and IF frequency is 
selected to be 2 MHz. By suppressing the leak of 
the reference wave to the signal detection line, 
the low equivalent input noise of -90 dBm was 
achieved. S/N ratio of about 20 dB was 
consequently obtained.  

The phase difference between the signal and 
reference waves with 2 MHz is detected in the 
fast digital phase detection circuitry with a clock 
frequency of 200 MHz. For the monitor of 
feedback control, the analogue phase detector is 
used. The data is recorded at a sampling time of 
1-5 µs.  

In Fig. 1, the diagnostics related to this study 
also indicated. The D! emission intensities were 
measured using a fiber array. In the present study, 
measuring chords covering the inner and outer 

divertor regions, as shown in Fig. 1, were used. 
The data was recorded at a sampling time of 5-40 
µs. The D! emission intensity signal from the 
outer divertor was synchronized with the divertor 
plasma density signal using the same data 
acquisition system. Langmuir divertor probes 
(DPs) placed on the divertor plates near the strike 
points were used for the measurement of the 
particle flux to the divertor plates with a high 
constant voltage of -150 V. The data was 
recorded at a sampling time of 40 µs.  
 

3. Measurement results 

3.1. Measurements in several plasma phases 

In order to demonstrate the feasibility of the 
system, the divertor density measurements were 
performed in several plasma phases. Figure 2 
shows typical waveforms of the discharge with a 
plasma current of Ip = 1.08 MA at flat top started 
from t = 3.3 s and a toroidal magnetic field of 
BT = 2.7 T. During the limiter phase with the 
configuration (I) (t = 0-0.8 s), the divertor plasma 
density was almost zero, and it started to increase 
when formation of the divertor configuration was 
started at t = 0.8 s. The D! emission intensity 
from the outer divertor also started to increase 
together with the divertor plasma density. With 
configuration (II), the divertor plasma density 
reached its peak value at t = 1.2 s. During the 
ohmic heating phase with the configuration (III), 
the divertor plasma density decreased as well as 
the main plasma density and the D! emission 
intensity with a small rate of the gas-puffing from 
the plasma top. From t = 3.6 s, the gas-puffing 
rate was increased to get the higher target density 
for the NB injection. The divertor plasma density 
increased together with the main plasma density 
and the D! emission intensity.  

A constant neutral beam (NB) heating power 
of PNB = 12 MW was applied from t = 4.05 s. The 
divertor plasma density and the D! emission 
intensity largely increased during the L-mode 
confinement phase. During the transition to the 
ELM free H-mode confinement phase, a sharp 
drop of the divertor plasma density was observed 
together with a sharp drop of the D! emission 
intensity, as shown by arrows in Fig. 2. The 
detailed behavior during the transition is 
discussed in 3.2. 

The divertor plasma density cannot be 
measured during the ELMy H-mode phase as 
shown by the hatched region in Fig. 2, because 
the signal intensity was reduced significantly. 
Refraction can be considered as a candidate for 
the physical procedure for reducing the signal.  
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3.2. Time evolution of the divertor plasma during 

transition to ELM free H-mode 

Figure 3 shows an expanded view of the 
divertor plasma density during the transition from 
the L-mode phase to the ELM free H-mode phase 
(t = 4.545-4.56 s) together with the D! emission 
intensities and the absolute value of the ion 
saturation currents. The D! emission intensities 
from the inner and outer divertor regions were 
simultaneously reduced as shown in Fig. 3 (b). 
The ion saturation current was also reduced at the 
same time for the outer divertor region. The ion 
saturation current for the inner divertor region 
seems to slightly increase at the immediate start 
of the reduction of D! emission intensity. This 
increase might be related to behavior of 
non-thermal electron flux to the divertor plate 
during the transition. The divertor plasma density 
began to decrease ~0.5 ms after the reduction of 
the D! emission intensities on a time scale of ~8 
ms. The delayed reduction of divertor plasma 
density indicated that the reduction of the heat 
and particle fluxes escaping from the main 
plasma decreases the divertor plasma density 
through the change of the recycling and/or the 

divertor plasma parameters, but it does not 
decrease the divertor plasma density directly. 
This transient behavior was reproduced using a 
2D fluid divertor code, when the recycling 
coefficient was assumed to decrease with a 
decrease in heat flux and increase with a decrease 
in particle flux [6]. 

 

3.3. Fluctuation of divertor plasma density in 

quiescent H-mode phase 

The operation region with small ELMs is 
attractive due to the reduction of transient heat 
load to the divertor plates. Quiescent H-mode 
(QH-mode) [7] is considered to be one of such 
attractive operation regions. In the QH-mode 
plasmas, edge harmonic oscillation (EHO) with a 
base frequency of ~10 kHz has been observed, 
and EHO is considered to be related with the 
disappearance of large ELMs.  

The time evolution of the divertor plasma 
density during the QH-mode with EHO was 
investigated with Ip = 1.0 MA and BT = 2.6 T. 
Figure 4 shows (a) D! emission intensity and (b) 
the spectrogram of the divertor plasma density. 
During t = 3.7-4.5 s, the D! drop was frequently 
observed, indicating a mixture phase. After 
t = 4.5 s, stable QH-mode phase was obtained. 
The fluctuation with a frequency of ~1.5 kHz was 
fragmentary observed in the divertor plasma 
density as shown in Fig. 4 (b). This frequency is 
lower than the base frequency of EHO (~10 kHz 
in electron temperature). The expanded view (Fig. 

 
Fig. 2 : Waveforms of (a) line-integrated divertor 
plasma density, (b) main plasma density, (c) D! 
emission intensity from the outer divertor and (d) 
gas-puffing rate (solid) and NB power (dashed). The 
hatched region indicates ELMy H-mode phase. Plasma 
configurations are shown in upper part of the figure. 

 

 
Fig. 3 : Expanded view of (a) line-integrated divertor 
plasma density, (b) D! emission intensities and (c) ion 
saturation currents during the transition to ELMy free 
H-mode phase. 
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4 (c)) of the divertor plasma density clearly 
shows the fluctuation. Spikes were also observed 
in the ion saturation current measured using inner 
DP with the same frequency. A 2D fluid divertor 
code indicated that the divertor plasma density 
slightly decreased with a time scale of ms when a 
thermal diffusivity was instantly reduced [6]. 
However, relation to the time evolution of the 
edge temperature was not found in this discharge. 
Physical mechanisms for the low frequency 
fluctuation should be investigated in future. 
 
3.4. Feedback control of divertor plasma density 

The mm-wave interferometer can be used for 
a monitor of feedback control of the divertor 
plasma density. The divertor gas-puffing rate 
(Qdiv) was determined using proportional and 
differential gains (!p and !d) as 

Qdiv = !p(nel
sig

-nel
ref

)+!d"(nel
sig

-nel
ref

)/"t,  
where nel

sig
 is the measured line integrated 

divertor plasma density and nel
ref

 is the 
preprogrammed reference value. The divertor 
gas-puffing was applied from bottoms of 
W-shape configuration. 

The feedback control of the divertor plasma 
density was demonstrated in hydrogen OH 
plasma. Figure 5 shows typical waveforms with 
Ip = 1.2 MA and BT = 3.5 T, where !p and !d 
were set to be 1.5x10

-13
 and 3x10

-15
, respectively. 

The feedback control was applied from t = 3 s to 
10 s. The reference value was set to be 3x10

18
 m

-2
 

during t = 5-7 s and 5x10
18

 m
-2

 during t = 9-10 s. 
It can be seen from this figure that the divertor 
plasma density was well controlled by the 
feedback control system. The main plasma 
density was also varied. Control scheme 
including actuators should be developed for the 
divertor plasma density control separated from 
the main plasma density control in future. 

 
4. Summary 

The mm-wave interferometer has been 
developed for divertor density measurements in 
JT-60U. The system showed its feasibility for the 
studies on transient response of the divertor 
plasma against the change of the main plasma 
edge. The system also indicated its feasibility for 
active control of the divertor plasma. 
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Fig. 5 : Typical waveforms of feedback control for the 
divertor plasma density : (a) line integrated divertor 
plasma density for measurement and reference, (b) 
divertor gas-puffing rate, (c) main plasma density. 
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Fig. 4 : (a) D! emission intensity in the QH-mode 
discharge. (b) Spectrograph of the divertor plasma 
density. (c) Expanded view of the divertor plasma density 
from t = 4.32 s to 4.325 s. 
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Effect of fluctuations on microwave reflectometry has been studied, using Kirchhoff integral, 
under parameterized configuration, including Gaussian launching and receiving beams, and 
sinusoidal cutoff surface deformation. Analytic expressions for the measured field responses to 
fluctuations were obtained. It was found that beam waist size, effective curvature of the waves on 
the cutoff surface, amplitude and wavelength of the fluctuations, and vertical plasma shift affect 
the linear and nonlinear responses. On the other hand, miss-alignment of the beam axis reduces 
the measured amplitude, but they do not affect the responses. 

 
1. Introduction 

Microwave reflectometry launches 
microwaves into plasmas, and uses reflection of 
the microwaves at a cutoff layer in the plasma. 
Since the phase of the reflected wave is a 
function of the optical distance, density 
fluctuations can be derived from the phase 
fluctuations. Although one-dimensional wave 
behaviour is well understood, two- or 
three-dimensional configuration causes 
complicated diffraction, and the relationship 
between the fluctuations and the measured 
complex electric field is not straightforward. In 
some cases, fringe jumps, phase runaway and 
nonlinear responses arise from fluctuations [1]. In 
order to design and construct microwave 
reflectometer which does not suffer from these 
effects, it is necessary to understand behaviour of 
measured complex electric field under 
generalized configurations.  

Since microwave reflectometry is sensitive to 
local fluctuations near the cutoff, basic features 
of wave reflection can be described by the 
Kirchhoff integral on deformed reflection surface. 
The Kirchhoff integral can describe scalar wave 
propagation and reflection in vacuum with finite 
number of discrete optics, including mirrors, lens, 
antennas and a cutoff layer [2]. This paper 
presents analytic expressions for measured 
electric field as a function of configuration 
parameters. In addition, guidelines for optimizing 
the design of microwave optics are presented.  
 
2. Analytical expression for measured wave 
2.1. Kirchhoff integral 

The Kirchhoff integral can be derived from 
the Helmholtz equation for scalar wave, and 

Green’s theorem. The Kirchhoff integral 
represents electric field at a specific point as a 
surface integral of wave field. Figure 1 shows a 
basic configuration, where wave is launched from 
a source O and the wave passes through a surface 
and detected (received) at a point-like detector Q. 
The field at Q can be written as 

∫ ⎟
⎠
⎞

⎜
⎝
⎛ ⋅

+
⋅

−= dS
kkr

euikv
ikr nknk 21

4
)Q(

π
,   (1) 

where k is the wavenumber of the wave, u is the 
local field of the launched wave, k1 and k2 are 
launched and received local wavenumber vectors. 

Q
n

k1

k2 r
O

S

u

 
Fig. 1 : Basic configuration of the Kirchhoff integral. 
 
 We consider a launching antenna and a 
receiving antenna instead of the source O and the 
detector Q. Then the transmitted field is 
proportional to 

∫ ⎟
⎠
⎞

⎜
⎝
⎛ ⋅

+
⋅ dS

kk
uv nknk 21

2
1  ,       (2) 

where u and v are local fields of the launching 
and receiving antenna patterns. More specifically, 
u is the field emitted from launching antenna, and 
v is the virtual field when waves are emitted from 
the receiving antenna. The field can be 
normalized by the integral 

∫ ⎟
⎠
⎞

⎜
⎝
⎛ ⋅∗ dS

k
uu nk1  .        (3) 
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When we set this integral as one, we can 
calculate the field transmission efficiency by Eq. 
(2). 

Choosing the cutoff layer as the integration 
surface and by changing the direction of k1 to the 
vector symmetric to the surface, we can calculate 
the configuration of a reflectometer. Note that 

nk ⋅1  is replaced by nk- ⋅1  and u is the same.  
 
2.2. Configuration  

We consider the configuration shown in Fig. 
2. The x, y and z axes correspond to toroidal, 
vertical and radial axes for the case of a toroidal 
plasma. Let us define a cutoff surface z(x,y) with 
curvatures Rx in x-z and Ry in y-z planes. Then, 
the surface is written as 

( ) )~sin(
22

),(
22

φ+Δ+
−

−−= yk
R
yy

R
xyxz p

y

s

x

 ,  (4) 

here the last term in the R.H.S represents a 
sinusoidal density fluctuations with wavenumber 
kp along y. ys denotes the vertical shift of the 
cutoff surface. 

Launching 
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z

y

zG1

yG1

Ry
yG2

zG2
Receiving 
Antenna

(yw, zw)θ

θ

Cutoff surface

(-yw, zw)  
Fig. 2 : Configuration of the cutoff surface, the launching 
and the receiving antennas. 
 

Launching and receiving waves are 
represented by a Gaussian beam with the same 
parameters, except that the position and direction 
are symmetric with respect to xz-plane. A 
Gaussian beam field is written as 
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where the subscript i denotes a coordinate 
attached with the launching (i=1) and receiving 
(i=2) beams. w(zGi), R(zGi) are the waist and 
curvature of the Gaussian beam. zGi  is the 
coordinate along the beam axis with the origin 
(0,±yw,zw) at the beam waist. yGi is the 

perpendicular coordinate. The coordinate 
transformation from (y, z) to (yG1, zG1) is 

,cos)(sin)(
.sincos    where
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where h represents the tangency radius of the 
Gaussian beam, and it is a measure of 
miss-alignment of the beam. The coordinate 
transformation from (y, z) to (yG2, zG2) is 

.cos)(sin)(
,sincos
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2
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2.3. Analytic expression 

Using these transformations, terms 2
2

2
1 GG yy + , 
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here zsinθ and 2(ysinθ+zcosθ) are neglected, 
because the former does not change largely on 
the cutoff surface, and the latter causes a constant 
phase shift. 

Using Eq. (2) with the opposite sign for 
nk ⋅1  the measured electric field E can be 

written as 
( )

dxdy
dS

k
yxvyxudxdyE

2
),(),( 12 nkk ⋅−

= ∫∫ .    (8) 

The launching field u and the receiving field v in 
this integration are represented by Gaussian beam 
fields defined by Eq. (5) with coordinate 
transformation given by Eqs. (6,7). In the 
following calculation, we assume effective 
perpendicular extent in xy-plane is small and the 
fluctuations are small, so that the cutoff surface is 
nearly perpendicular to z-axis. Then, 

1~/ dxdydS . We also assume 
( ) θcos~2/12 knkk ⋅− , which is valid when the 
beam waists are located far from the cutoff 
surface. Note that, these assumptions do not 
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modify the phase of the integrand, and they do 
not affect the results qualitatively.  

The measured electric field E can be rewritten 
as 
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Usually, w and R vary slowly with zG. In addition, 
we have assumed fluctuations and perpendicular 
extent are small as described above. Therefore, 
we can approximate w and R are constant on the 
cutoff surface, that is w(zG1)~w(zG2)~w and 
R(zG1)~R(zG2)~R. In this case, Eq. (8) can be split 
into x-integral Ex and y-integral Ey,  
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Ex is independent of fluctuation parameters (i.e., 
φ~ , , pkΔ ), and | Ex | approaches one when the 

curvatures R, Rx become large. Therefore, we 
consider only Ey. Changing the integration 
variable from y to y’=ycosθ, and introducing a 
corrected (poloidal) wavenumber kp’=kp/cosθ and 
corrected fluctuation amplitude Δ’=Δcosθ, Ey is 
written as 
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here we omit a constant phase 
shift )cos/(cos/ 222 θθ yS RRkyRkh ++ . 

yeffSS RRyy /=′  represents the effective vertical 
shift of the cutoff surface. Curvature 

( ) 1cos/1/1 −+= θyeff RRR  represents the 
effective wave front curvature along the cutoff 
surface. Reff can be infinite when we adjust the 
Gaussian beam curvature to satisfy 

θcosyRR −= . This condition is termed phase 
matching condition. h is the miss-alignment of 
the Gaussian beams, and it varies with the 
movement of the cutoff surface, and Ey decreases 
with h. 

Equation (10) yields the response of electric 
field on the fluctuations represented by the phase 
shift )~sin(2 φ+′′Δ′ ykk p . This is expected to be 
the same as the phase of Ey under an ideal 
condition. Figure 3 illustrates the integrand in Eq. 
(10) as a function of y. Gaussian beam width 
limits the y-extent to ~w, and phase iky2/Reff 
causes a rapid phase oscillation at large y. The 
latter can be represented by )/2( 22

FRyiExp , 
where kRR effF /2=  is proportional to the 

Fresnel zone radius FR2/π . When w is small 
or RF is small, integrand around y~0 contribute to 
the integration. The ideal condition, described by 

FRw << , 1<<′wk p  yields 

)~sincos2(~ φθkiExpEy Δ− , and the phase 
fluctuation is proportional to the density 
fluctuation. In this case, the linear phase 
sensitivity is (defined to be) one. |Ey|~1 and 
amplitude efficiency is one. 
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Fig. 3 : Example of integrand in Eq. (10). Figure (a) shows 
the phase terms, and figure (b) shows the real and the 
imaginary components. Parameters are k=2π/0.01 m-1, 
w=0.05 m, Reff=0.1 m, y’s=0, k’p=2π/0.05 m-1, Δ=0.002 m.  
 
2.4. Evaluation of response 

Here we consider a small fluctuation amplitude 
case: kΔ<1, and expand Ey in series of φ~sin n , 
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φ~cos n , where n is integer. Eq. (10) is rewritten 
as 
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Jn is the nth order Bessel function. To simplify 
the expression, y’, k’p are denoted by y, kp. 
Performing the integration and removing a phase 
offset, Eq. (11) is rewritten as 
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Miss-alignment h reduces the amplitude, but it 
does not change the ratio between different 
orders. 

When the fluctuation amplitude is small (i.e., 
kΔ<<1), higher order terms become small, and 
analytic formulas can be derived. Summing 
negative and positive order terms, 0th order and 
the ratio of higher order terms are 
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Here we discuss two analyses: one is phase 
analysis, and the other is complex amplitude 
analysis. We assume that 1<<σ . When we 

analyze the phase, fringe jumps and phase 
runaway should be avoided. This is achieved by 
the condition |Ey1/Ey0|<<1, which is rewritten as 

12~/2
22

01 <<Δ −− κκ ekJeJ . In this case, the 
linear phase sensitivity decreases as 

22

~/ 01
κκ −− Δ ekJeJ , and the third order distortion 

ratio, representing nonlinear phase response, is 
6/~// 228

1
8

313
22

Δ= −− keJeJEE yy
κκ . Note that 

the second order does not contribute to the phase. 
In order to achieve a linear phase sensitivity of 
around one, κ2<<1. Two extreme cases satisfy 
this condition, those are (i) pF kwRw /1 , <<<<  

and (ii) pFF wkRwR <<<<  , . Case (i) 

corresponds to a focused beam configuration. 
More precisely, large RF is achieved by a phase 
matching wave front and small w is achieved by a 
small illuminating spot. Case (ii) corresponds to a 
divergent beam configuration. Note that 0th order 
absolute field |Ey0| is reduced significantly in the 
latter case. In addition, kΔ<<1 is require to 
reduce the nonlinear phase response. 

When we analyse the complex amplitude, the 
first condition |Ey1/Ey0|<<1 is not required. The 
linear sensitivity is ~

2κ−e . The second order 
distortion 2/~//

22 3
1

3
212 Δ= −− keJeJEE yy

κκ  

arises as the nonlinear response. As in the phase 
analysis case, the conditions κ2<<1 and kΔ<<1 
should be satisfied. Therefore, the same two 
extreme cases exist also in this complex 
amplitude analysis.  
 
3. Summary 

Effect of fluctuations on microwave 
reflectometry has been studied, using Kirchhoff 
integral, under parameterized configuration. 
Normalized parameters kΔ, κ2(w,RF,kp), 
σ(yS,w,RF,kp) affect the linear and nonlinear 
responses, while h/w only reduces the whole field. 
Two extreme configurations, those are focused 
beam and divergent beam configurations, are 
found to achieve large linear response and small 
nonlinear response to fluctuations.  
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Probing plasmas using electromagnetic radiation allows only direct measurement of density 
fluctuations; however the deduced phase velocity can deliver information about potential 
fluctuations, which may reveal dynamics associated with zonal flows (ZF) and possibly the 
turbulent flux.  We consider the use of temporal and spatial wavelet/Fourier cross-correlation 
techniques for the extraction of edge poloidal velocity fluctuations from a 2D CO2 laser phase 
contrast imaging system, having a sightline passing normal to the edge of the plasma, and using an 
appropriate digital image filtering to localize along the line of sight, and radial velocity dynamics 
from a 1D phase contrast imaging system, having its sightline tangent to the edge of the plasma.  
A broad spectrum of poloidal velocity and density fluctuations is found. Because of insufficient 
spatial resolution, no clear signature of a ZF or geodesic acoustic modes is present in the 
frequency spectrum of either field.  However, a clear negative relationship between density 
fluctuation amplitude and velocity fluctuation amplitude is found, suggesting turbulence 
modulation by zonal flows.  Radial phase velocity fluctuations are analyzed in an attempt to 
calculate the turbulent particle flux (product of density and velocity).  While the link between the 
measured “flux” (product of line-integrated density and deduced radial velocity) and line 
integrated turbulent particle flux is unclear at this stage because of line integration effects, changes 
of the “flux” are found concomitant with changes in heating power in spite of little change in the 
density fluctuation level. 

 
1. Introduction 

Fluctuation diagnostics probing with 
electromagnetic radiation have the capability of 
measuring the properties of density fluctuations.  
However, in the last decade, attention has been 
drawn to the turbulent potential field which can 
reveal structures associated with non-linear 
processes, such as the inverse cascade, zonal 
flows and geodesic acoustic modes (GAMs) [1]. 
Zonal flows have no direct signature in the 
density field (apart from their interaction, such as  
through envelope modulation. Such structures are 
detectible through fluctuation of the poloidal 
velocity component.  Moreover, radial velocity 
fluctuation characteristics may give further 
information about the radial flux transport, as 
well as statistical properties such as intermittency.  
With sufficient localization, in principle the 
turbulent particle flux could be determined.  

Fluctuation diagnostics intrinsically measure 
the phase velocity; a strong contribution of the 
phase velocity comes from ExB flows in the 
plasma, both consisting of DC part and 
fluctuating part, which may arise from potential 
fluctuations at all spatial scales, from gyro-radius 

scale associated with the turbulence through to 
macro-scales such as Zonal flow and GAM 
structures.  Treatment of the fluctuating part 
requires caution that the spatial resolution of the 
deduced phase velocity fluctuation is at least 
several times larger than that of the density 
fluctuations, because by definition, phase 
velocity can only be measured by identifying 
wave-like structures. An additional caution is that 
since the phase velocity has higher statistical 
confidence with a higher level of density 
fluctuations, the statistics of the velocity 
fluctuations are intrinsically biased by those of 
the density. This will certainly bias any 
measurement of the (bi)coherence between 
density and velocity fluctuations.  To properly 
clarify what physical process can be measured 
with this technique (e.g. zonal flows, turbulent 
flux), for a given resolution and measurement 
SNR is beyond the treatment of this proceeding, 
however, we have started to approach this 
problem by performing simple 2D non-linear 
turbulence simulation results using the 
Hasegawa-Wakatani equation, described briefly 
in Sec 2b.   
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Fig. 1: Sightlines of 
core 2D PCI and edge 
1D PCI relative to 
flux surfaces 

The extraction of velocity fluctuations from 
density dynamics is not a new principle; Doppler 
reflectometry has been used to demonstrate the 
existence of GAMS [2].  Moreover, many 
density diagnostics have the capability of phase 
velocity determination.  By reducing the time 
window, the fluctuating part of the signal can be 
determined.  A great deal of attention has been 
given to the algorithms for extracting velocity 
fluctuations [3,4] from local data such as Beam 
Emission Spectroscopy and Gas-Puff Imaging; 
for line integrated data here, similar techniques 
are used however, in the case of 2D PCI, the 
additional analysis step of spatial localization is 
necessary. 

The CO2 laser imaging interferometer and 2D 
PCI system is installed on LHD [5].  The system 
has a set of sight lines spanning the entire 
vertically elongated cross-section.  For these 
experiments, the outermost set of chords was 
converted to a 1D imaging PCI system to be 
more sensitive to edge line-integrated density 
fluctuations for R~4.05-4.12.  Also, routinely 
the 2D PCI system also measures line-integrated 
density dynamics, along a chord passing close to 
the plasma core (R=3.63m), thereby having 
contributions from both edges of the plasma as 
well as the core.  For both drift and MHD 
instabilities with m/n ~ 1, the toroidal wavelength 
is much longer than the poloidal wavelength 
owing to the high aspect ratio and number of 
field periods of LHD (l=10).  Additionally, 
difference in the direction of the field lines on the 
top and bottom edges of the plasma is large 
(~80o).  Therefore, along a vertical line of sight, 
contributions from the core and either edge can 
be separated on the basis of their propagation 
direction [6,7].  The 2D PCI uses a 6x8 element 
detector array to simultaneously detect waves 
propagating in different directions within the 

image – which can 
then be mapped to 
different positions 
along the line of 
sight.  Spatial 
resolution of about 
dρ~1/(10k) where 
k is in cm-1, and 
the detectible 
wavenumber range 
is between ~1cm-1 
and 9cm-1 [8].   

Sight lines are 
shown in Fig. 1.  
The line 
integration effect 
results in only 
components of 
fluctuations 
propagating perpendicular to the sight line 
appearing in the signals.  For the 2D system, 
this consists of predominantly poloidal 
components at the edge and radial components in 
the core, while for the 1D PCI this is radial 
components at the edge.  The fluctuation 
amplitude profile extracted from the 2D PCI is 
peaked around the edge of the plasma as shown 
in Fig. 3.  Therefore, with this combined system, 
both the radial and poloidal dynamics of edge 
velocity fluctuations can be diagnosed.  For this 
analysis, different discharges are analysed with 
either system, however, in the future, it will be 
possible to analyze these simultaneously. 
2. Principle of velocity extraction 

Because the beam size and measurable k range 
is different between the 2D and 1D systems, 
different analysis techniques have been applied to 
diagnose velocity fluctuations. In simple terms, a 
velocity can be measured either by looking at the 
time delay between wavefronts at fixed locations 

Figure 2: Flowchart for analysis velocity fluctuations from 2D PCI 
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(time-domain technique) or at the spatial 
separation between frames with fixed time delay 
(spatial domain technique).  We choose to use a 
time domain technique for analyzing data from 
the 2D PCI, because it is a general extension of 
the analysis technique previously used [8].  For 
the 1D system, with no spatial localization, a 
larger number of channels (32) are available in a 
single direction, and the spacing many times 
smaller than the peak wavelength, meaning that 
the spatial propagation can be easily followed.  
To follow the dynamics of line integrated 
fluctuations, with only moderate sampling rate 
(generally ~500kHz), a spatial cross-corrleation 
technique is used.  It has been reported [4] that 
for time domain techniques, very high sampling 
rate is necessary to follow the fluctuating 
dynamics.  We employ the opposite approach 
here: to use very high spatial sampling. 

(2a) Poloidal Velocity fluctuations from 2D 
PCI analysis technique 

The analysis technique is briefly summarized 
as a flowchart in Fig. 2.  This technique is used 
for extraction of DC phase velocity.  Signals are 
first pre-processed using the 6th order Morlet 
wavelet transform to give a time/frequency 
dependent signal for each channel.  (Under 
conventional analysis, this is done simply using a 
windowed FFT method).  The wavelet 
technique allows for adaptive time resolution, 
giving high time resolution for high frequencies, 
and low time resolution for low frequencies. By 
forming pairs of channels, the cross-phase and 
cross-amplitude is calculated, though is not 

smoothed in time.  The cross-correlation is 
averaged over different pairs of channels with 
equivalent spatial separation.  This generates a 
2D cross-correlation matrix, which is then 
Fourier analysed to determine wave propagation 
directions, which can be associated with different 
spatial positions.  (When analysing larger time 
averaging intervals with a fixed time window 
using  FFT-based temporal Fourier transforms,  
we use a maximum entropy method, to improve 
the angular (spatial) resolution however, for 
wavelet analysis here with a large number of 
time/frequency points, we use a simple 
FFT-based method for computational simplicity 
and better statistical stability).  Then, mapping k, 
ω to velocity via v=ω/k, the distribution of 
velocities can be obtained. A spatial profile of the 
distribution of velocities, S(ρ,v) (under FFT time 
and maxent spatial analysis) is shown in Fig. 3.  
The velocity reverses about the core because of 
ExB and drift rotation in the lab-frame poloidal 
electron-diamagnetic direction.  The fluctuation 
power is also strongest towards the edges.  The 
spatial resolution is at best ~ 0.2a (where a is the 
minor radius), since the strongest amplitude is at 
lower k, even with the Maximum entropy method.  
With wavelet time and FFT spatial analysis, the 
spatial resolution is at least a factor of 2-3 worse 
~0.5a.  This means at best we can distinguish 
top and bottom fluctuations only with the present 
wavelet analysis since bleeding from the edge to 
the core cannot be separated from intrinsic core 

Figure 3: Velocity and spatial
distribution of density fluctuation
amplitude from Max. Ent. Spatial
analysis. 

Figure 4: Evolution of top & bottom velocity
and density fluctutation amplitude after
TESPEL pellet injection at t=0.6s. 

72



fluctuations. 
For each spatial position ρ, the first velocity 

moment is taken as a measure of the average 
velocity.  Finally, for each spatial position (for 
which we consider only top and bottom of the 
plasma), the time series envtn |)(~|  and v(t) are 
formed; higher frequency components 
contributing to faster changes by the nature of the 
wavelet-based temporal analysis at the first step 
of the analysis. The density fluctuation signal 
obtained is the envelope, i.e. 

2/122 ))(~()(~|)(~| >+=< tnHtntn env , where H 
denotes the Hilbert transform. 

A typical time-series of velocities, on both the 
top and bottom edges of the plasma, are plotted 
in Fig. 4.  At t=0.60 a TESPEL impurity pellet 
is introduced for a heat pulse experiment [9].  A 
corresponding change in velocity and density can 

be observed.  In this discharge, a core 
temperature rise is observed which cannot be 
explained by a diffusive or even local transport 
model.  Therefore, it is hypothesized that the 
action of inverse cascade and zonal flow/GAM 
activity may be important for this phenomenon. 

The FFT based spectrum of velocity 
fluctuations shows no clear peaks and has a broad 
spectrum (~200kHz bandwidth) similar to that of 
the spectrum of density fluctuations.  However, 
both the density and the velocity fluctuations 
exhibit strong burst-like intermittency.  There is 
no clear characteristic frequency of bursting, 
since the frequency spectrum is very broad, but 
there seems to be a link between the phase 
velocity and the density fluctuation level.  To 
compare density and velocity fluctuation 
amplitude, firstly a smoothed velocity time trace 
is calculated vsmooth(t)=<v(t)>τ, where τ is the 
averaging time. The fluctuating component is 
then associated with vfluc(t)=v(t)-vsmooth(t), and an 
rms is taken vfluc,sm

2(t)=<vfluc
2(t) + H(vfluc(t))2>τ. 

Time traces of v(t) and vsmooth(t) are plotted in Fig. 
5a. A smoothing window of τ=50μs is used, 
however the results do not depend strongly on the 
value used. From this, vfluc,sm(t) is extracted and 
plotted in Fig. 5b, on the right hand axis.  This 
is compared with the density fluctuation level 
(averaged) <|nenv(t)|>τ on the left axis in the same 
graph.  Immediately it is striking that there is a 
noticeable degree of anti-correlation between 
density and velocity fluctuations.  An 
anti-correlation between drift-wave energy and 
zonal flow energy is at the basic idea behind 
fluctuation mitigation by zonal flows, and has 
been observed, e.g. [10].  To show this 
anti-correlation more clearly, envtn |)(~|  is 
plotted against vfluc,sm(t) in Fig. 5c.  The curve 
clearly has a negative slope, with high envtn |)(~|  

Figure 5: (a) time series of raw velocity and
smoothed velocity; (b) time series of
fluctuating component of velocity compared
with density fluctuation amplitude; (c) link
between density and velocity fluctuations 

Figure 6: 
illustration 
of 
line-integrat
ion effects 
on velocity 
fluctuations 
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corresponding to low vfluc,sm. At low envtn |)(~| , a 
the distribution of vfluc,sm is broader, however the 
statistical distribution clearly favours higher 
vfluc,sm.   

The contribution to the quantitity vfluc,sm due to 
the self generated ExB field of the measured 
fluctutations (with k~2cm-1) is likely to be small, 
since only velocity fluctuations of larger scale 
structures can be diagnosed. The velocity 
fluctuations therefore would correspond to 
structures with k<kmin/2~0.5cm-1, which may 
include zonal flow activity.   

Zonal flows are known to have a radial 
wave/correlation length of the order of several 
cm, and oscillate in space and in time at low 
frequency (DC up to a few kHz) [1].  However, 
here, these velocity fluctuations persist up to high 
frequencies characteristic of the drift-wave 
turbulence.  However, this is not inconsistent 
with the action of zonal flows; since the statistics 
of density fluctuations, combined the limited 
spatial resolution (~0.6m compared with the ZF 
structure of 2cm), imply that the temporal 
dynamics of the zonal flows themselves are not 
detectible.  This illustrated in Fig 6, showing the 
line-integrated region passing through many 
layers whose flow velocity (relative to the 
steady-state ExB rotation) has opposite sign in 
each layer.  As vortices pass through the line of 
sight, they contribute a velocity characteristic of 
the layer which they are in.  However, since the 
integrated signal consists of vortices from all 
layers, and the drift-wave timescale (l1,2,3/v1,2,3 as 
defined in Fig. 6) is much shorter than the ZF 
correlation time, the determined velocity may 
take on the value from any layer (e.g. v1,v2,v3), 
including positive or negative sign.  This means 
that vfluc,sm(t) will have an amplitude 
characteristic of the spatially averaged ZF, but 
the time dynamics will be determined by the 
density fluctuations (lifetime and poloidal 
rotation velocity and wavelength). 

 
(2b) Radial velocity fluctuations from a 1D 

PCI analysis technique 
 
A spatial cross-correlation technique is used to 

compare 1D fluctuation images in successive 
frames.  The difference between frames can 
deliver the propagation velocity via 
cross-correlation techniques. The spatial signal 
for a fixed time is plotted in Fig 7. The spectrum 
is dominated by lower k components.   The 
evolution between successive frames motivates 
the use of a cross-correlation technique for 
identifying a propagation direction and 
dispacement, which can give the velocity directly 
via v=Δx/Δt. 

The motivation for the analysis is to extract 
density N(t), velocity v(t) and Γ(t)=<N(t) v(t)>.  
Because of strong oscillation, the average value 
of gamma to the rms value is of the order of 1%, 
and it does show a dynamic change associated 
with changes in heating power, as shown in Fig 
8.   

To relate the determined value of Γ to the 

anomalous flux, it is necessary to consider how 
line integration effects the signal.  To pursue 
this, we have performed simple non-linear 2 
dimensional turbulence simulations using the 
Haswegawa-Wakatani equations [11] using an 
approach similar to [12].  The simulation 
evolves self-consistently the density and potential 
(vorticity) fields based on resistive drift wave 
equations.  Although the model is simplified, it 
does include the non-linear ExB term, which is 
responsible for the dynamical evolution of 
turbulence and turbulent particle flux.  Though 
more advanced models may include more effects 

Figure 7: Single time-snapshot of edge 1D
fluctuation image 

1.4 1.6 1.8 2
0

0.5

1

AVERAGED FLUXES

TIME, S

FL
U

X
, A

.U
.

TESPEL

.
NBI2 stops

NBI3,NBI4 stops

Fig 8: Particle flux aΓ calculated from 
measurements on high β discharges #74926 
(upper trace) and #74937 (lower trace) 

74



(which may produce inward flux for example), 
only the ExB non-linearity is necessary to 
understand this diagnostic technique. Simulation 
results show that, due to particle flux, positive 
density fluctuations move outward and negative 
density fluctuations move inwards (in response to 
a prescribed negative density gradient).  This is 
the motivation for associating the determined Γ 
with the anomalous flux, since this method 
essentially looks at the motion of such structures.  
However, the flux calculated from line integral 
measurements can be inward or outward, whereas 
the line integrated local flux is always strictly 
outwards owing to poloidal phase separation 
between density and potential due to gradient 
drive.  This suggests that line-integration erases 
some of the local dynamics (ExB rotation around 
vortices) which are essential for producing 
anomalous flux.  Further work is necessary to 
make a more rigorous physical interpretation. 

  Nevertheless, the changes in the mean value 
of Γ are relevant to changes in turbulent 
properties.  The PDF of Gamma also has highly 
non-Gaussian wings associated with strong 
intermittency, as shown in Fig 9.  

3. Conclusions 

Analysis of velocity fluctuations from density 
dynamics has revealed oscillating poloidal 
velocity, which appears to regulate the density 
fluctuation level.  Further checking of the 
instrumental effects relating to this trend are 
necessary to show that this is not an instrumental 
artifact, however, this is unlikely. 

Analysis of the radial flux has revealed 
interesting dynamics.  Further theoretical 
modelling is necessary to ascertain what physical 
conclusions can be obtained. 
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The new High Resolution Thomson scattering system entered its operational phase during the 2006 

and 2007 JET experimental campaigns. The system measures electron Temperature and Density 

along the full outboard chord covering both the core and pedestal plasma region with a spatial 

resolution of up to 1.5cm (∆r/a=1.5%). The system’s performance is illustrated with a 

demonstration of raw data, first profile measurements and examples of the capabilities of this 

powerful new diagnostic. 

 

1. High Resolution Thomson Scattering at 

JET 

During the large EP1 shutdown at JET many 

new diagnostics were installed, including a High 

Resolution Thomson Scattering (HRTS) system 

[1] and [2], this new system is based on a 

conventional 90° scattering geometry, see 

figure 1. HRTS is the first conventional 

Thomson Scattering system on JET since the 

installation of the Core LIDAR system in 1986. 

It is designed to measure electron temperature 

and density profiles at 63 points along the outer 

radius (R = 2.9-3.9 m) close to the equatorial 

plane of the machine (Z ≈ +0.1m). The laser 

system is a commercial Nd:YAG laser, which 

produces a dual output of 15ns, 20Hz pulses of 

3J each, 6J total. This determines the sampling 

rate of 20Hz. The collection system is made out 

of 21 interference filter polychromators with 

Avalanche Photodiodes; in the design 

specifications each polychromator would be fed 

by three delay lines, which accounts for the 63 

spatial points. The polychromators are divided 

into two groups, a set of seven with filters 

suitable for low Te (50eV – 5keV) and the rest 

for high Te (0.5 – 20keV): they are respectively 

used for edge (R > 3.6m, r/a < 0.6) and core 

region (R < 3.6m, r/a > 0.6). Simulations have 

predicted that Te profiles can be measured with 

an accuracy better than 15% at ne = 1·10
19
m

-3
. 

Measurements of Raman scattering in N2 have 

been used for density calibration, spectral 

calibrations have been performed by illuminating 

each collection fibre and stepping through the 

wavelengths. 

During the last JET campaign the system was 

still in a commissioning phase, which meant it 

was limited to firing a maximum of 1 second, i.e. 

20 laser pulses, during a JET pulse, 

corresponding to a maximum of 20 HRTS 

profiles per JET pulse. A reduced number of 

delay lines meant that the system had 37 spatial 

points with a spatial resolution of about 45mm in 

the core, 25mm close the edge, and 15mm in the 

pedestal region. However, since in most plasma 

configurations the axis is above the equatorial 

plane, the effective resolution in the centre after 

mapping on to the midplane is better then 25mm 

due to flux surface expansion, but this does vary 

from JET pulse to JET pulse. 

 
 

 

Core LIDARCore LIDAR

Figure 1: Layout of the JET HRTS system beam path 
(blue). In red the JET core (horizontal) and edge LIDAR 
(diagonal) Thomson scattering systems are indicated. 
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2. Demonstration of raw signal 

The first measurements with the system were 

performed in October 2005, and the initial results 

showed a good signal to noise ratio promising a 

good diagnostic capability. Some improvements 

were made over time to reduce the amount of 

stray light produced by various sources; a) The 

laser power density on the machine inner wall 

was high enough to create a laser induced plasma 

on the stainless steel, knife edge blade, beam 

dump, this light is a broad band light source 

which can be seen on several channels and lasts 

for many nanoseconds. This was reduced by 

vertically enlarging the laser beam to reduce the 

power density to below the ablation threshold of 

the beam dump and to not affect the spatial 

resolution and collected light level. b) The 

lay-out of all spectrometers was improved so that 

the channel closest to the laser wavelength 

became the last channel and the angle of the 

filter was adjusted to improve rejection. And 

c) Because of the lay-out of the system in the 

JET Torus Hall, the laser beam passes in 

between the collection optics on the machine and 

the collection optics on the Torus Hall wall. This 

produces a Raman scattering from the air in the 

Torus Hall that is visible in a few spectrometers. 

This signal is at a different time to the actual 

Thomson Scattering signal. Because this signal is 

highly reproducible and only depends on the 

laser energy and air pressure it can be used as a 

laser energy monitor. All the mentioned 

adjustments result in an improvement in raw 

signal trace as shown in figure 2 and figure 3. 

The order of the channels has been swapped 

between figure 2 and 3 because of step b) 

mentioned above. 

This setup was used for the rest of the 

experimental campaigns in 2006 and 2007, 

C15-C19. Several of the diagnostics at JET can 

measure similar plasma properties, which makes 

it possible to compare and, if needed, cross 

calibrate diagnostics. The diagnostics the HRTS 

system can be compared to for electron density 

are the Core LIDAR and Edge LIDAR systems, 

see figure 4, and for the electron temperature 

measurements the ECE systems can be added to 

this, see figure 5. These graphs show that the 

HRTS measurements match the measurements 

from the ECE and two LIDAR systems very well. 
 

 

Time (ns) 

JPN 63863 (blue) and JPN 63865 (green) 

Raman Signal from air 

TS signal 

Stray-light signal 

TS and stray-light 

Visible slope due to broadband 

CH1 

CH2 

CH3 

CH4 

 
Figure 2: The signals before the improvements 
mentioned in paragraph 2, showing the long tail of the 
broadband light produced by the laser induced plasma, 
blue line is in empty vessel, green line is with plasma 
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Figure 3: The signals as they are after the improvements, 
still showing the Raman from air, but clearly the white 
light from the beam dump has disappeared. Green line is 
in empty vessel, blue is in plasma 

HRTS

ECE
Edge LIDAR

Core LIDAR

 
Figure 4: JET electron temperature profiles, showing the 
comparison between HRTS, ECE, Edge LIDAR and Core 
LIDAR 
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3. Examples of recently obtained results 

3.1 Error Field Correction Experiments 

A new JET scenario was tested, during which 

external magnetic perturbation (edge 

ergodisation) fields were applied to the plasma, 

in order to mitigate large type-I ELMs [3] and [4] 

in H-mode plasmas. Four ex-vessel error field 

correction coils (EFCC) have been placed around 

the JET machine each at 90º angles to each other. 

By applying currents to pairs of coils different 

phases of perturbation can be achieved. Figure 6 

shows the result of such an EFCC experiment on 

the ELM size and frequency. 

 

 
Figure 7 show the effect this perturbation 

field has on the plasma edge as measured by the 

HRTS system. Because these fields are machine 

area (octant) dependant it does matter in which 

section of the machine the diagnostics is located, 

in our case the HRTS system is at Octant 5. The 

system takes measurements at 20Hz and that 

these measurements are taken as the perturbation 

field is applied. In figure 7, it is clearly visible 

how the field moves the plasma pedestal inwards 

by as much as 3cm, it also reduces the pressure 

by up to 30%. Linear ELM theory [5] predicts 

that ELM mitigation correlates to an edge 

pressure gradient reduction, due to a reduced 

height and an increased width of the edge 

pressure transport barrier. Measurements like 

this shows this correlation and is only possible 

with a high rep-rate, high spatial resolution 

diagnostic like the HRTS system. The examples 

shown here are by no means a detailed analysis 

of the EFCC experiment, but merely serve to 

show the capabilities of the HRTS diagnostic 

system. 

3.2 Filamentation of the plasma edge 

Something previously observed at other 

fusion machines, first on MAST [6], [7], [8] and 

later on ASDEX-Upgrade [9], [10], is a 

phenomenon called ELM filamentation. At JET, 

this phenomenon has never been directly 

observed, only the result of filaments hitting the 

vessel wall was seen by the Infra Red camera 

diagnostics in 2006. Using the HRTS an effort 

was made to try to measure this phenomenon [4] 

and to try to measure their size and energy 

content, which is highly relevant when scaling to 

ITER. 

 

Figure 6: In the top graph the EFCC is displayed, while 

the bottom graph shows the effect on the ELM size. 

HRTS

Edge LIDAR

Core LIDAR

 
Figure 5: JET electron density profiles, showing the 
comparison between HRTS, Edge LIDAR and Core 
LIDAR 

 

 

 
Figure 7: Electron Temperature at the top, Electron 
Density in the middle and Electron Pressure at the 
bottom. For an EFCC of 45º. Red is before EFCC, green 
is during the ramp and blue when it is fully on. 
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Using the HRTS 20Hz capability, a picture of 

the ELM behaviour was built up over several 

laser pulses during a JET discharge. ELMs have 

been hit by a laser pulse during different phases 

of their life. Figure 8 shows just such a JET pulse, 

where the HRTS coincides with two ELMs. 

 
Two of these measurements occured during 

the first 100µs of the onset of the ELM. Figure 9 

shows the electron Density as measured by 

HRTS for 4 of the measurements of this plasma. 

 
As can be seen in figure 9, the ELM filament 

detaches from the plasma and then moves 

outward. In figure 10 it can clearly be seen that 

the signal arrives at the detectors at exactly the 

right time for a Thomson Scattering signal and it 

is very clearly distinguishable from the 

background noise signal. 

During the following campaigns more 

measurements like these will be performed and 

the statistics will be improved. 

 

5. Conclusions 

During the last campaigns, C15-C19, the new 

HRTS diagnostic at JET has shown to be 

powerful tool for measurement and analysis of 

fusion scenarios. It has shown to measure plasma 

edge parameters down to and accuracy of 1.5cm 

with error bars smaller than 15% for Te and 10% 

for ne. The system is expected to become fully 

operational during the next JET campaign. 
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Figure 10: This figure displays the raw data for the ELM 
filament measurements, clearly showing the signals and 
the fit to the raw data. 

 
Figure 8: Shows a typical section of a Type-I ELM Dα 
trace of a JET pulse. The red vertical lines are to indicate 
when the HRTS made a measurement. 

 
Figure 9: The turquoise line shows the pedestal region just 
after an ELM, see inset. The black line represents the 
pedestal just before an ELM, the dark blue and the red 
lines show the ELM filament during different phases. 
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We have developed ECE radiometer system for KSTAR plasma. In this paper, we describe mainly the IF 
system development utilized in the radiometer. We have constructed the down conversion module by using 
commercial components, and confirmed that the module is satisfied with required performances. The 
detector module has been able to constructed on the compact substrate by using MIC technology. 
 

1. Introduction of ECE radiometer system on 
KSTAR 

Electron cyclotron emission (ECE) radiometer 
is an essential diagnostics that is widely utilized 
in the fusion experimental devices [1-3]. 
Amplitude of ECE from optically thick plasma 
can be treated as black body radiation, ECE 
radiometer is able to measure electron 
temperature and its fluctuations. Frequency of 
ECE is proportional to the magnetic field 
strength, radial temperature distribution can be 
measured by resolving frequency component of 
ECE and its harmonics. In the recent study, this 
diagnostics has been expanded to not only radial 
resolved measurement but also poloidal resolved 
measurement by utilizing ECE detector array 
[4-6].  This study and development have been 
performed as a part of Japan Korea collaboration 
to develop the ECE radiometer system on 
KSTAR tokamak. Figure 1 shows block diagram 
of the signal flow of the ECE radiometer system. 
We utilize second harmonic frequency of the 
ECE, which frequency ranges from 110 to 
196GHz. In the pre-down conversion box, the 
detected signal is down converted to four signals 
by using power dividers, frequency mixers, and 
LO waves. In the box, the signals with 
frequency from 110 to 162GHz(T-band) and 164 
to 196GHz(G-band) are converted to two sets of 
the signal with frequency up to 26.5GHz and 
16GHz, respectively by using LO wave with 
frequency of 136 and 180GHz. These signals are 
then fed to 2nd down conversion modules in 
order to make the signals up to 9GHz. Then 
these signals are resolved by the band-pass filter 
bank with center frequencies from 2 to 9GHz by 
1GHz step, and detected by the video detector in 
the detector module. In order to achieve the 
frequency-resolved measurement from 110 to 
196 GHz by 1 GHz step, we prepare two 

pre-down conversion modules, four 2nd down 
conversion modules, and twelve detector 
modules. In this article, we will describe system 
development after the stage of pre-down 
conversion box. 

 
Fig. 1 Signal flow of the ECE radiometer 
 
2. Development of IF system and evaluation 

Figure 2 shows block diagram of the 2nd 
down conversion module. These components 
are composed from commercial components. 
First, signal from the pre-down conversion 
module is divided into 4 signals by the power 
divider. One of the four signals directly passes 
through to output of the module with same 
bandwidth to the input. This channel 
corresponds to most right branch in the figure. 
The other three signals are injected into the 
frequency mixers through high-pass filters with 
each cutoff frequency of 9, 15, 19 GHz.  

 

 

 
Fig. 2 Block diagram of the 2nd down conversion 
module 
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Then each signals are mixed with LO wave, 
which frequencies are 7, 13, 17 GHz. Resultant 
IF bandwidth of each mixer output is from DC 
to 9 GHz. We have evaluated the 2nd down 
conversion module by utilizing frequency 
synthesizer instead of pre-down conversion 
module output. Here, input power is fixed to –8 
dBm, which is considered to be almost same 
situation to real application (Te=5keV). Power 
from the IF outputs (IFOUT 1-4 in Fig. 2) are 
plotted versus input frequency as shown in 
figure 3. Power loss at port IFOUT1 is 
consistent with insertion loss of the power 
divider. Power losses at port IFOUT2-4 are 
consisted from insertion loss of the power 
divider and conversion loss of the mixer. 
Monotonic output power decrement with input 
frequency observed in each output channel is 
considered to be due to insertion loss of the 
coaxial cables connected between the 
components. Signals from 2nd down conversion 
module are then fed to the detector modules.  

 
Fig. 3 Power of the IF output is plotted as a function 
of input frequency. 
 
Figure 4 shows block diagram of the detector 
module. First, signal is amplified by 10 dB 
amplifier, and is then fed to low-pass filter. The 
low-pass filter is installed in order to reject the 
frequency component over 10GHz. This filter is 
especially important when the detector module 
receives signal from IFOUT1 with frequency 
range up to 26GHz. The filtered signal is 
divided into 8 channels by the power divider. 
Each signal is then fed to band-pass filters with 
center frequency from 2 to 9 GHz by 1GHz step. 
Bandwidth of each filter is 500 MHz. After the 
filter, the video detector detects the filtered 
signal. Here, we intend to construct these 
components utilized in the detector module by 

 

Fig. 4 Block diagram of the detector module 
 
using microwave integrated circuit technology
（ MIC ） . We have employed the MIC 
technology to construct the detector module, 
because it has advantages like optimum 
performance, compact size and low cost system. 
Figure 5 shows the layout of the detector 
module designed by electro magnetic simulator 
(Microwave office, AWR inc.). This layout is 
fabricated on Teflon substrate (NPC-F220A, 
NIPPON PILLAR PACKING CO., LTD.) with 
relative dielectric constant of 2.2 and thickness 
of 254 um. Thickness of the copper foils on the 
substrate is 9 um. Here, it has a distinctive in 
layout of the power divider and the band-pass 
filter region located in the center of the 
substrate. That is, the power divider is just 
replaced by a simple micro strip line, which end 
is terminated by 50 ohm resistor. The band-pass 
filters are arranged besides the micro strip line 
with proper gap. We employed inter-digital type 
filter as the band-pass filter [7]. The center 
frequency and the bandwidth are adjusted by 
changing coupled line length and number of the 
coupled line stage, respectively. By using this 
new layout type, broad-band and compact filter 
bank can be achieved. Then each band-pass 
filtered signal is fed to the video detector. We 
have designed these video detectors in order to 
achieve optimum impedance matching between 
the band-pass filters and the video detectors 
only within bandwidth of each band-pass filter 
[8]. This design policy has the advantage that 
we can acquire the high-sensitive detector, 
however, we have to design the individual 
detector for each band-pass filter. 

81



 
Fig. 5 layout of the detector module substrate 
 

Figure 6 shows transmission and return loss 
performances of the amplifier, low-pass filter, 
and band-pass filters combined with the power 
divider, and  detection characteristics of the 
video detectors. These characteristics have been 
evaluated by making individual microwave 
functional component into an unit substrate, e.g., 
an amplifier substrate etc. Major specifications 
of each component are described briefly as 
follows. The gain of the amplifier is about 10dB 
from 1.5 to 11 GHz with return loss below 
–10dB. Cutoff frequency of the low-pass filter 
is 10GHz. Insertion loss under –1.5dB and 
return loss over –9dB has been achieved within 
the pass range. While, signal attenuation attains 
over –20dB from 11 to 26GHz range. 
Transmission of the band-pass filter within the 
pass-band ranges from –13 to –9dB. Return loss 
is kept under –9dB within the pass-band. By 
adjusting the gap between the band-pass filter 
and the micro strip line, return loss performance 
is compatible with transmission performance. 
This is one of the advantages of employing this 
type of band-pass filter. Generally, return loss at 
input port of the power divider deteriorates 
significantly (about -3dB) when low-pass filters 
are simply connected to the power divider. 
Sensitivity of the video detectors ranges from 
4V/mW up to 10V/mW. Tangential signal 
sensitivity is under –50dBm, which limits 
minimum temperature. We can estimate that 
amplitude range of the detector output is 
between 15 and 80 mV from ECE with 
temperature of 5 keV. The dynamic range of the 
system is estimated to be about 30dB, which 
indicates that minimum measurable temperature 
is about 5 eV. 

 
3. Summary and future work 

 In summary, we have developed the IF 
system for ECE radiometer system on KSTAR. 
The 2nd down conversion module has been 
composed by using commercial components. 

 
Fig. 6 Characteristics of the low-pass filter (a), the 

broadband amplifier (b), the band-pass filter bank 
(c), and the video detectors are plotted from top to 
bottom. 

 
We have confirmed that this module works 

properly according to the catalogue 
specifications. The detector module has been 
fabricated by using MIC technology on the 
substrate. We have also confirmed that the 
performances of individual functional 
components. 
. In the present filter, difference in transmission 
within 500MHz is at most 3dB as shown in 
figure 6. We have been working on flattening 
transmission performance of the band-pass 
filter bank within the bandwidth of 500MHz 
under 1dB. In order to adapt tiny amplitude of 
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the detector output to a digitizer (10 V peak to 
peak), we prepare video amplifiers. We also 
plan to apply our IF system to LHD plasma 
before installation of ECE radiometer system to 
KSTAR in order to confirm applicably of our 
system to the fusion experimental device. 
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A new dispersive element named as quantum-dot-array diffraction grating (QDADG) [L. F. Cao, Chinese 
patent, 2004, 200410081499.X] for visible light has been developed and characterized experimentally. A 
large number of quantum dots distributed on a substrate as sinusoidal function can be used to diffract 
x-rays without higher-order diffraction. The experimental patterns show that the higher-order diffractions 
which inevitably exist in the spectrum recorded using traditional diffraction gratings can be eliminated 
effectively by this newly designed element. It indicates that quantum-dot-array diffraction grating could 
be an attractive alternative of presently used diffraction grating in soft x-ray spectroscopy application to 
get rid of the higher-order diffractions distortion. 
 

1. Introduction 
Diagnoses of soft x-ray emissions from 

laser-heated targets are vital to understanding 
laser-plasma interactions.1, 2 For many years, 
transmission gratings (TGs) have been widely 
used in soft x-ray spectroscopy. The 
straightforward construction and ease of 
alignment of TG spectrometers led to their wide 
spread usage in the areas of plasma spectroscopy 
and x-ray lasers.3-8 Unfortunately, the inherent 
higher-order diffractions of so-called black-white 
TGs commonly used lead to distortions in the 
recorded spectra which are the main source of 
errors in spectral analysis.9,10 To eliminate the 
higher-order diffractions disturbance from the 
experimental data, it is necessary to perform an 
unfolding process which should be validated 
carefully. By introducing sinusoidal TGs, 
higher-order diffractions can be avoided.11 
However, sinusoidal TGs with high spatial 
frequency (≥1000 line/mm) has not been 
fabricated so far. 

Recently, a new concept of x-ray dispersive 
element named as quantum-dot-array diffraction 
grating (QDADG) has been proposed by L. F. Cao 
et al.12, 13 A large number of quantum dots 
distributed on a substrate as sinusoidal function 
can be used to diffract x-rays without higher-order 
diffraction. Based on the concept, a QDADG for 
visible light is developed for the first time as 
described in this paper. The diffraction properties 
of this element are characterized by using a 
wavelength-adjustable visible monochromatic 
light source. It shows good agreement with the 
theoretical prediction.12, 13  

 
2. Development of DADG 

Black-white TGs consist of a series of parallel 
slits on an opaque screen. When a plane wave 
normally incident to a space-infinite black-white 
TGs, the transmission function of the grating can 
be written as: 
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Where L,3,2,1,0 ±±±=n ,  is the width of a 
transparent bar of the grating, and is the 
grating’s period width. Equation (1) can be 
expanded into Fourier series in infinite space: 
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.                                     (3) 
From equation (3), one can see that after 
modulating by the black-white TG the incident 
plane wave changes into  plane waves. 12 +n

Different from black-white TGs, the 
transmission function of the sinusoidal 
transmission grating can be written as: 
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When a plane wave )2exp(0 λπizA  is 

incident to a sinusoidal TG, the transmitted wave 
can be written as: 
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From equation (5), one can see that after 
modulating by the sinusoidal TG only the 0th and 
the 1st order diffraction exist, while there are no 
higher-order diffractions.  
 

 
Fig. 1 The microstructure of QDADG as seen through a 
microscope with a magnification factor of 1000 

 
Sinusoidal TGs are of great benefit to X-ray 

diagnostics. However, sinusoidal TGs with high 
spatial frequency (≥1000 line/mm) have not been 
developed so far due to the limitation of 
fabrication technologies.  

QDADGs for the visible light region can be 
more easily fabricated due to much larger 
dimension of such quantum dots than that for the 
X-ray region. A QDADG is developed by 
depositing a large number of Au dots on a quartz 
substrate. Fig.1 shows the microstructure of such 
a grating as seen by a microscope with a 
magnification factor of 1000. The dot density 
obeys sinusoidal distribution periodically along 

horizontal axis with the same period of the 
black-white TG. Along the vertical axis, the dot 
density is quasi-randomly distributed. For visible 
light, the quartz substrate is transparent and dots 
are opaque. The quantum dot is 2 µm×2 µm 
square, and the space frequency of QDADG is 25 
lines / mm. 
 
3. Diffraction properties of QDADG  

The design of the experiment conforms to two 
conditions. First, the light source must be 
monochromatic; and second, the detector needs to 
be sensitive enough. The first is achieved by 
coupling a tungsten lamp to an optical 
multi-channel analyzer (OMA) as monochromatic 
light source, while the second is realized by using 
a scientific charge coupled device (CCD). In this 
experiment, the OMA is equipped with a grating 
of 600 lines / mm, and the CCD is a PID1100 chip 
manufactured by Princeton Instruments Co., 
which is back-illuminated, with 1100×330 pixels 
(each pixel is 24 µm-square).  

 

 
Fig. 2 Experimental arrangement for the characterization of 
the QDADG. 

 
Experimental arrangement is shown in Fig. 2. 

Entrance and exit slits width of the OMA are 
adjustable to ensure the intensity of emissive light 
is suitable. Lens-1 is placed between the OMA 
and a diaphragm in order to collimate the incident 
light. The grating diffraction pattern is imaged on 
the CCD by the lens-2. Both lense-1 and lens-2 
are 300 mm foci. A coded computer controls the 
scanning stage, the shutter, and triggers of the 
CCD. The TG efficiency is defined as the ratio of 
transmitted flux to incident one and the sensitivity 
factor of the CCD detector is included in the 
calculations, where the flux is conveniently 
expressed in units as the counts per second per 
pixel.  

In order to reduce the influence of background 
noise, the calibration experiment was carried out 
in a darkroom. The wavelength of monochromatic 
light with a bandwidth of 1nm can be varied from 
460nm to 1100nm with 20nm step. Diffraction 
patterns were acquired by the CCD, and the 
intensity and position of the 0th and 1st order 
diffraction spectrum could be read easily.  
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Fig. 3 (a) Diffraction pattern recorded on the CCD and (b) the 
corresponding intensity profile when the incident light is 
640nm.  

 
A typical diffraction pattern recorded using the 

QDADG and the corresponding intensity profile 
are shown in Fig. 3 (a) and (b) respectively. 
Obviously, the QDADG can get rid of the puzzle 
of high order diffraction, and only the 0th and 1st 
order diffractions exist which is consistent with 
theoretical prediction. The spectra from the 
QDADG offers much higher S/N ratio compared 
to black-white TGs. Fig 4 shows the intensity 
profiles of the recorded diffraction pattern at 
different wavelengths with their 0th order 
intensities are normalized to the same level. It 
clearly shows the intensity ratio of the 1st order to 
the 0th order diffraction varies little.  

 

 
Fig. 4 X-ray line intensities .vs. axial position ( all 
normalized by 0th order peak values) 
 

We define the relative diffraction efficiency as 
the ratio of the flux in one wing of the first order 
diffraction spectrum to that of the transmitted light, 
and the absolute efficiency is the ratio of the flux 
of one wing of the first order diffraction spectrum 
to that of the incident light. Fig. 5 shows the 
variation in the relative and absolute diffraction 
efficiencies of the QDADG in the wavelength 
range between 460 nm to 1100 nm. From the 

figure, it can be seen that both the relative and 
absolute efficiencies of the QDADG are nearly 
constant within the measurement errors in the 
wavelength region of interest. 

 

 
Fig. 5 The relative and absolute diffraction efficiencies of the 
QDADG vs. wavelength. 
 
IV Conclusion 

Based on the concept of x-ray dispersive 
element named as quantum-dot-array diffraction 
grating, a QDADG for visible light is developed 
for the first time, and the diffraction properties of 
this element are characterized in detail. The 
results show that this element can suppress higher 
orders of diffraction; only the 0th and the 1st order 
diffraction exist, which shows good agreement 
with the theoretical prediction. The transmission 
efficiency of QDADG has an attractive flat curve 
over the whole investigated region, and the 
diffraction position rises linearly with wavelength. 
Both these properties are convenient in the 
spectrum analysis. The emission spectral lines of 
Hg light have also been measured by using the 
element which shows superior properties in the 
spectrum analysis.  

The QDADG for visible light can be used to 
disperse light without higher-order diffractions in 
optical range, and it can become a potential 
alternative for x-ray, extreme ultraviolet, or 
microwave diagnosis. As the fabrication 
technology improves it may become possible to 
deposit smaller dots and optimize the dot 
distribution. If so, QDADGs can be used to 
replace black-white TGs for soft-x-ray 
diagnostics.  
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Spatiotemporal distributions of Mg atoms emitted from an MgO surface during the surface 
discharges operated at He 50 torr were directly measured using the laser induced fluorescence 
(LIF) technique. The results showed the existence of diffused Mg atoms sputtered intermittently 
during the surface discharge, and the complicated spatial distribution due to the diffusion of the 
intermittently emitted Mg atoms was observed.  Based on the results, we evaluated the sputter 
and the diffusion processes during the surface discharge, which is useful for understanding of the 
degradation process of the MgO protective layer used in the plasma display panel electrodes. 

 
1. Introduction 

The beginning of the digital terrestrial 
broadcasting has provided an opportunity to 
popularize the plasma display panels (PDPs), 
rapidly. However, further efforts are required to 
enhance luminous efficiency and lifetime, and to 
decrease power consumption. We focused on the 
improvement of the life time. One of factors 
which influence the lifetime is sputtered particles 
from the electrode materials. The sputtered 
particles deposited on phosphors whereby the 
luminous intensity decreases and the life time is 
gradually shortening.  

An MgO layer in PDP cell plays a very 
important role for the protection of the electrode 
layer and for the promotion of the discharge 
efficiency. Although the sputter yield of MgO is 
relatively lower than those of other materials for 
the protective layer of PDP, the sputtering due to 
discharges can’t be avoided. 

Drive Circuit
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UV Filter

Mirror

Mirror
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Photodiode

Lens
f=150mm

Monochromator Photomultiplier Oscilloscope PC

Synchronous Circuit

Dye Laser Nd:YAG

Delay Generator

Lens 
f=100mmIn this study, measurements of spatiotemporal 

behaviours of Mg atoms sputtered from an MgO 
layer during surface discharges operated with the 
repetition rate of 20 kHz were performed by the 
laser induced fluorescence (LIF) technique. The 
general operating gas for PDPs is a mixed gas of 
Xe and Ne, and the operating gas pressure is 
around 500 torr. However, we operated the 
surface discharges at He 50 torr. This allows us 
to simplify the evaluation of sputtering 
phenomenon although the further computer 
simulations at 50 and 500 torr are required to 
fully understand the actual sputter and deposition 
phenomena for PDP. 

 

2. Experimental methods 
A schematic arrangement of experimental 

apparatus with better optical accesses is shown in 
Fig. 1. A chamber with a series of baffles and 
Brewster windows for reducing the stray light 
level was made of stainless steel, and its inner 
diameter and height were 286 mm, 400 mm, 
respectively. An electrode system for formation 
of the surface discharge was arranged at the 
center of the chamber filled with He at 50 Torr. 
The typical operating gas for PDP discharge is a 
mixed gas of Xe and Ne; however, we used only 
He to simplify the evaluation of Mg sputtering 
phenomenon.  

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1:Schematic arrangement of the experimental 
apparatus. 

 
A two-level system, in which Mg atoms at the 

ground state of 31S0 are excited to an upper 
metastable state of 31P1 by the excitation laser 
beam with a wavelength of 285.2 nm and then 
the fluorescence form 31P1 to 31S0 are detectable, 
was used for the LIF measurements. The light 
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source was a dye laser pumped by a Nd:YAG 
laser with a pulse duration of about 7 ns, a 
repetition rate of 10 Hz and a line-width of 2.5pm. 
The excitation wavelength of 285.2 nm was 
obtained through a SHG crystal and an UV filter, 
and was calibrated with optogalvanic signals. The 
light injection was controlled by a synchronous 
circuit to synchronize the laser injection with the 
surface discharge. The laser beam was injected 
into the chamber at right angles to the chamber 
axis using a 100-mm-focal-length lens, and 
focused 1 mm above the MgO layer. The focal 
spot size was estimated as about 0.2 mm. The 
fluorescence light was collected by a 
150-mm-focal-length lens (detection solid angle 
0.06sr), and was directed into a double 
monochromator connected to a photomultiplier 
(PMT). The observation volume was 0.2 × 0.6 × 
10 mm3, determined by the laser beam diameter, 
the slit height and the width of the double 
monochromator. A PIN photodiode was placed 
near a Brewster window to make external triggers 
for a digital oscilloscope and a photomultiplier. 
The signal intensity increased linearly against the 
power of excitation beam and reached an obvious 
saturation value when the laser power was higher 
than 400 μJ.  Therefore, the laser power was 
kept at 400 μJ in all experiments reported here.  
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CurrentFigure 2 shows an electrode configuration and 
measurement loci. The MgO with thickness of 
500 nm and the surface area of 4 × 37 mm2 was 
formed on an electrode layer made of Cr of 4 μm 
thickness and the quartz glass of 3 mm thickness. 
The surface discharge was sustained over the 
whole area of the MgO layer by a drive circuit 
whose maximum voltage and output frequency 
were 270 V and 20 kHz, respectively. 
Measurements of spatial profiles were carried out 
from the center (lh = 0 mm) of the electrode gap 
to lh = 0.8 mm at intervals of 0.2 mm. 

 
 
 
 
 
 
 
 
Fig. 2: Electrode configuration and measurement loci. 
 
 
 
 

3. Experimental results 
Figure 3 shows waveforms of the driving 

voltage of 270 V and the discharge current. In 
this figure, “t = 0 μs” denotes the supply time of 
the repetitive driving voltage. The discharge 
current consists of the displacement current due 
to capacitance of dielectric electrode and the 
pulse current due to the surface discharge which 
is delayed from the voltage application. As can 
be also seen from Fig. 3, the discharge terminated 
within 5 μs. The surface discharge propagates on 
the dielectric surface, and the accumulated 
charges on the dielectric surface lead to the 
reduction in the electric field in the discharge 
region. Then, the discharge terminated within a 
short time. The sputtering of Mg atom might be 
caused at the initial stage of the short-lived 
surface discharge. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3:Waveforms of the discharge voltage and the 
discharge current. 

 
The temporal profiles of LIF signals and the 

driving voltage pulse are shown in Fig. 4. The 
LIF signal was obtained at lh = 0 mm. The LIF 
signal increases with the time elapsed from the 
voltage supply and reaches a peak at t = 1.5 μs 
and thereafter gradually decreases. Additionally, 
it should be noted that LIF signals are also 
observed even before the voltage supply, i.e., at t 
= -3.0 and -1.5 μs. Because the surface discharge 
was chocked within 5 μs from the voltage supply, 
the signals might be due to Mg atoms emitted at 
former discharge periods. 

The spatial profile of LIF signals obtained at t 
= -1.5 μs is shown in Fig. 5. The profile has peak 
at lh = 0.2 mm, i.e., at around electrode edge 
where the electric field is higher than those at 
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other regions. In addition, the profile at t = -1.5 
μs was relatively flat as comparison with that at 
3.0 μs. The reason why the profile has a peak at 
the electrode edge will be treated later. 

Figure 6 shows a temporal variation of LIF 
signals at lh = 0.2 mm after the final supply of 
driving voltage. Mg atoms gradually decreases 
and observed until t = 600 μs, which indicates the 
minimum required time for the diffusion of Mg 
atoms from the MgO layer to the LIF 
measurement point. From Figs. 4, 5 and 6, it was 
found that Mg atoms existed around the MgO 
surface for a relatively long time.  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 4: Temporal profiles of LIF signals and the driving 
voltage pulse. 
 

 
 

t= -1.5μs 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: Spatial profiles of LIF signals obtained at t = -1.5 μs. 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Temporal variation of LIF signals at lh = 0.2 mm 
after the final supply of driving voltage.  

 
4. Discussions  

The surface discharge was produced at He 50 
torr; therefore, collisions between sputtered Mg 
atoms with He and Mg atoms play the main role 
of diffusion process. The energy loss for the 
collision process is characterized by the relative 
velocity of the colliding particles. In the case of 
collision between Mg atoms, the ratio of kinetic 
energy after collision to that before was 0.5. For 
the case of collision between Mg and He, the 
ratio of kinetic energy is 0.76. Even if the energy 
of sputtered Mg atoms is around 10 eV, it 
immediately becomes low as that of gas atom 
after the Mg atoms experienced collisions of 10 - 
20 times. That is, the sputtered atom was 
immediately thermalized and would experience 
about 1000 collisions from the sputtered point to 
the observation point. Taking into account that 
the sputtered Mg atom has collisions with atoms 
of another species, the mean free path (λ) of the 
atom can be expressed as follows (1): 
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Mg is the mass of the gas atom (He), vrel is the 
relative speed of the colliding atoms, ρ is the 
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radius corresponding to the collision cross 
section, P is the gas pressure of He, k is 
Boltzmann’s constant, Tg is the gas temperature, 
erf(x) is the error function. Following Eq. (1), λ 
was calculated as 2.8 μm. The diffusion 
coefficient could be calculated with the collision 
frequency obtained for the calculation process of 
λ, and the time required for the diffusion from 
the surface of MgO layer to the LIF measurement 
point was calculated as 1.1 ms. Therefore, the 
detected signals reflect the floating Mg atoms 
sputtered at former discharge periods. 
  Incidentally, it is considered that the LIF peak 
shown in Fig. 4 is brought by another fact. Figure 
7 shows temporal variations of optical emission 
at 388.8 nm (He), 631.1 nm (MgO), and 285.2 
nm (Mg). The optical emissions were observed 
with the slit width of 0.2 mm and the slit height 
of 10 mm of the monochromator. The central axis 
of optical observation system was set to the 
center of the electrode gap. The supply voltage to 
a photomultiplier was kept at 1400 V. An optical 
emission of Mg has a peak at t = 1.5 μs just as the 
temporal variation of LIF signal shown in Fig. 4. 
As mentioned above, some sputtered Mg atoms 
are thermalized through collisions and diffuse; 
however, others recombine with O atoms. In Fig. 
7, the obvious emission due to MgO is seen and 
has peaks at t = 1.1 μs. The optical emission due 
to He has a peak at t = 0.9 μs. That is, emission 
peaks appear in the order, He, MgO, Mg. This 
indicates that some MgO molecules produced by 
recombination of sputtered Mg and O are 
dissociated by high energy electrons in the 
surface discharge. The laser beam for LIF 
measurements was focused 1 mm above the MgO 
layer, and the focused point was in the surface 
discharge. The detected LIF signals were 
considered to be due to diffused Mg atoms from 
the sputtered point and ones re-dissociated by the 
surface discharge.  

Additionally, the electric field at around the 
edges of electrodes is higher than those at other 
areas. The sputtering and the dissociation of 
MgO due to high energy electrons at the edges of 
electrodes become remarkable. Therefore, the 
LIF signals at the edge of the electrode gap 
becomes relatively larger than those at other 
regions. 

 
 
 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7: Optical emissions due to He, MgO and Mg. The 
supply voltage to the photomultiplier was fixed. 

 
5. Conclusions 

Measurements of Mg atoms sputtered during 
the short-lived surface discharges were 
performed using a laser induced fluorescence 
technique. Based on the results, we evaluated the 
diffusion process of sputtered Mg atoms. It was 
found that some sputtered particles were 
immediately thermalized through collisions and 
diffused from the surface of MgO layer to 
measurement points. For the diffusion process, 
some Mg atoms were recombined with O atoms. 
Some MgO molecules produced by the 
recombination were dissociated by high energy 
electrons in the surface discharge, and then the 
dissociated Mg atoms were detected with ones 
diffused from the MgO layer.  
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A vortical structure with anti-E×B flow has been observed in an argon plasma. It is considered 
that the anti-E×B flow is generated by interaction between the background neutral flow and the 
ion fluid. To confirm the new mechanism of vortex formation, we are developing the high 
resolution laser induced fluorescence (LIF) spectroscopy system for neutrals. Wavelength 
resolution of this LIF system is 14 fm, which corresponds to a velocity 6 m/sec. High 
performance in wavelength resolution is attained by using a tunable external cavity diode laser 
(ECDL), whose spectral width is typically 3 fm. Preliminary results on neutral flow velocity 
measurements using newly developed LIF system are presented.  

 
1. Introduction 

In understanding dynamical behavior of 
plasma, the effect of neutrals on the motion of 
ion fluid has been neglected (collisionless). Even 
it is considered, the contribution of neutrals is 
included as a small dissipation term, which 
slightly modifies the motion of ion fluid. In these 
circumstances, large-scale flow structure in a 
plasma is mainly determined by E×B drift. 

However, it is experimentally found that there 
exists a class of vortices [1], which rotate to the 
opposite direction of E×B drift (referred to as 
anti-E×B vortex). One typical example is tripolar 
vortex, and is shown in Fig. 1. The result 
suggests that there is a force acting on ion fluid 
and it does exceed the electric field. The problem 
is then what produces this force.  

As is shown in later section, anti-E×B vortices 
always accompany deep density depletion in the 
background neutrals, which strongly suggests 
that the interaction between neutrals and ions 
plays an essential role on generating the force 
exceeding the electrostatic force (see Fig. 2) [2]. 
To understand the effect of neutrals on the 
behavior of ion dynamics, visualization of neutral 
flow field is of primary importance. However, 
method for measuring neutral flow velocity has 
not been established yet. The reason is that 
neutral flow velocity is expected to be two-order 
slower than ion flow velocity, and consequently 
high resolution laser induced fluorescence (LIF) 
system is needed. 

We have been developing a high precision LIF 
system using a tunable diode laser. It is capable 
of observing Doppler shift of about 9 MHz (14 
fm), which corresponds to a velocity of about 6 

m/sec. In this paper, a newly developed LIF 
system is described as well as the preliminary 
results on neutral flow velocity measurement. 

 

Fig. 1 :  
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CCD image of tripolar vortex. Three vortices,
d two satellites, rotate to the anti-E×B direction. 
0

1.0

2.0

3.0

4.0

5.0

s

-60-40 -20
0

20
40

60

0

1

2

3

4

5

-60
-40

-20
0

20
40

60

Pressure : 1.0×10-2Torr(Ar)
Power : 5kW

ne
ut

ra
l d

en
si

ty
 (a

.u
.)

y (m
m)x (mm)

Fig. 2 : Density depletion of background neutral



2. Measurement of neutral flow 
The experiments have been performed in the 

high density plasma experiment (HYPER-I) 
device at National Institute for Fusion Science, 
(Fig. 3). The vacuum vessel is 0.3 m in diameter 
and 2 m in axial length. Plasmas are generated 
and sustained by electron cyclotron resonance 
(ECR) heating of argon with pressure of 1.0×10-2 
Torr. The frequency of microwave is 2.45 GHz, 
and the input power (Pw) is changed from 40 W 
(low power operation) to 5 kW (high power 
operation). 

 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
The LIF system (laser and collection optics) 

has been first developed with the plasma in low 
power operations, in which the LIF signal is easy 
to observe. The anti-E×B vortex appears in the 
high power operations.  

The schematic diagram of LIF spectroscopy 
system is shown in Fig. 4. A tunable diode laser 
(external cavity diode laser), whose bandwidth is 
2 MHz (3 fm) and output power is 15 mW, is 
tuned at a frequency 430281.8 GHz (696.7352 
nm) and is introduced into the plasma. 
Metastable argon atoms are excited to an upper 
energy level (3s23p5(2Po

3/2)4s→3s23p5(2Po
1/2)4p), 

and then deexcited by 3s23p5(2Po
1/2)4p →

3s23p5(2Po
1/2)4s transition, emitting fluorescence 

photons of 362646.6 GHz (826.6794 nm). A 
photomultiplier tube (PMT) with collection 
optics is installed on the top viewing port of the 
vacuum vessel, and receives the fluorescence 
light collected by a lens. The laser beam is 
modulated by an optical chopper, and the PMT 
signal is detected by a lock-in amplifier to 
improve the signal to noise (S/N) ratio. The 

distance between the object point and the 
collecting lens is 250 mm, and the effective 
diameter of the lens is 45 mm. The solid angle of 
collection optics is 0.012 sr (the latest version of 
collection optics is 0.065 sr).  
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Fig. 4 : Schematic diagram of LIF spectroscopy system laser beam 
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 Fig. 3 : HYPER-I (High Density Plasma Experiment) device. 

A laser beam is introduced along x axis.  
The laser beam is split into two parts, and the 

sub beam is fed into two optional units; one 
consists of Fabry Perot interferometer, which 
gives a frequency scale, and the other consists of 
an iodine cell, which gives absolute wavelength 
reference. The free spectral range of the inter- 
ferometer is 300 MHz, and the absorption lines 
of iodine located at 430277.1 GHz and 430282.7 
GHz (696.7428 nm, 696.7337 nm, respectively) 
are used as the wavelength references. 

Sweeping the laser frequency (15 GHz), we 
have obtained the LIF spectrum, which is 
proportional to the neutral distribution function. 
The velocity of neutrals is determined by the 
Doppler shift of distribution functions.   

 
3. Experimental results 

To confirm the existence of metastable atoms, 
we carried out absorption spectroscopy experi- 
ment. The maximum absorption was 34 % in the 
low power operation (Pw = 40 W), while 8 % in 
the high power operation (Pw = 5 kW). This result 
means that the number density of metastable 
atoms decreases in the high power operation due 
to collisional deexcitation process, and is 
anticipated a reduction in S/N ratio. 
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After confirming the presence of metastable 
atoms, we measured the LIF spectrum at Pw = 40 
W, which is shown in Fig. 5. The observed 
spectrum is quite well fit by a Gaussian 
distribution, and the temperature is 0.034 eV. 
Measuring the LIF spectra and determining the 
Doppler shift at different points along the 
horizontal axis, we have obtained the radial flow 
velocity profile. Inward flow with a velocity 12 
m/sec (maximum) has been observed. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the high power operations, the level of 

background light increases by 20 times higher 
than the low power case (see Fig. 6), which 
causes further reduction in S/N ratio in addition 
to the decrease in metastable atoms. The LIF 
spectrum obtained with the same LIF system as 
in the low power case gives unphysical result as 
shown in Fig. 7. This means that S/N ratio is not 
sufficient for this case. The reasons for the result 
are already mentioned above, i.e., depletion of 
metastable atoms and increase of background 
light.  

In order to overcome the reduction of S/N 
ratio, we have improved the collection optics so 
as to receive more LIF signal. The solid angle is 
increased to 0.065 sr, and the modulation 
frequency fm is raised up to 100 kHz. As shown 
in Fig. 8, the output signal originates from the 
background light decreases with increasing the 
modulation frequency, and is minimum in a 
frequency range between fm = 100 kHz and 600 
kHz. 
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Fig. 5 : LIF spectrum for a low power case (Pw = 40W, fm 
= 4 kHz). The neutral velocity distribution function is in 
well agreement with a Gaussian distribution. 
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Fig. 7 : LIF spectrum at Pw = 5 kW, fm = 10 kHz. The 
measurement doesn’t work. 
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When the modulation frequency of lock-in 
amplifier is set at 100 kHz, several ten times of 
increase in S/N ratio is expected compared with 
that of 4 kHz modulation. Then, we have 
modified LIF spectroscopy system by intro- 
ducing an electro-optical modulator, and carried 
out high frequency lock-in detection. The result 
is shown in Fig. 9. As seen in the figure, the 
expected LIF spectrum is clearly recovered. The 
temperature of neutrals in this case is 0.11 eV.  

Radially measuring the distribution function of 
neutrals at different points, we have found that 
there is inward flow at a velocity 80 m/sec 
(maximum). In the present experiments, the 
spatial resolution (radial) of collection optics is 
suppressed down to 5 mm in order to receive 
much of LIF photons. Further improvement of 
S/N ratio with good spatial resolution is left for 
future work.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Conclusion 

A high resolution LIF spectroscopy system for 
neutral flow velocity measurements is described. 
The preliminary experiments show that this 
system is capable of measuring weak velocity 
field flowing at a velocity as low as 10m/sec. To 
extend this performance into the order of m/sec, 
there is still a few problems to be solved. 
Wavelength stabilization (long term and short 
term) is the most important. The present limit of 
wavelength resolution is close to the stability 

limit of the laser system (ECDL). Therefore, by 
introducing an additional external feedback 
circuit, the stability problem will be overcome. 

The improvement of S/N ratio is still left for 
future work. It will be raised to a certain extent 
by increasing the laser power because the LIF 
signal does not saturate at the present power level 
(15 mW). 

In addition to radial flow velocity, azimuthal 
flow velocity measurement is of interest from the 
viewpoint of ion-neutral interaction. The distri- 
bution function consists of neutrals from the wall 
and those from the ions through charge exchange 
collisions, the latter of which constitute fast 
rotating component. Therefore, measuring the 
azimuthal distribution will give us important 
information of the rate of ion-neutral interaction. 

Our system can be applied to ion flow velocity 
measurements with choosing an appropriate 
ECDL, which is tuned to a certain energy level of 
ion. Comparison of the ion velocity distribution 
functions obtained by LIF spectroscopy and that 
with a directional Langmuir probe provides a 
systematic and in-situ calibration of probes 
(directional probe or Mach probe), which is still 
under discussion in case of supersonic regime.  
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Fig. 9 : LIF spectrum for a high power case. (Pw = 5 kW, 
fm = 100 kHz). By increasing modulation frequency fm, 
LIF spectrum comes to be observable. A smooth solid 
line is a Gaussian fits to the experimental data. 

fm = 100 kHz

 Tn = 0.11 eV 
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Diode laser absorption spectroscopy at the Balmer-α line was applied to high-density hydrogen 
plasmas for detecting the n=2 state of atomic hydrogen. We evaluated the density and the 
temperature of the n=2 state from the broadening and the amplitude of the absorption line profile, 
respectively. We examined the temporal variation of the n=2 temperature after the ignition and the 
termination of the discharge. From the time constant of the temporal variation, we evaluated the 
power consumed for gas heating. We also compared the temperatures of hydrogen and deuterium. 
In addition, we examined the density ratio of hydrogen and deuterium at the n=2 state as a 
function of the mixing ratio of the feedstock H2 and D2. Based on this experiment, we propose 
diode laser absorption spectroscopy as a method for monitoring the D/T fuel ratio in nuclear 
fusion plasmas. 

 
1. Introduction 

rf power
supply

Matching
box

Diode laser

Monochromator
PMT

The present work is driven by the following 
two motivations. The first motivation is related to 
plasma-aided material processing. The gas 
temperature in a low-pressure, nonequiribrium 
plasma has attracted much attention in the 
development of plasma-aided material processing. 
This is because the gas temperature has a direct 
influence on the absolute density and the 
distribution of neutral radicals in plasma reactors, 
kinetics and transport of radicals in the gas phase, 
and surface reactions. In addition, from the 
viewpoint of discharge physics, the gas 
temperature is important in considering the 
power balance of the discharge. Regarding the 
first motivation, we measured the temperature of 
atomic hydrogen at the n=2 state by diode laser 
absorption spectroscopy [1]. We evaluated the 
power for gas heating from the rise time of the 
n=2 temperature after the ignition of the 
discharge. 

The second motivation is related to nuclear 
fusion research. An issue in the diagnostics of 
burning fusion plasmas is how to evaluate the 
D/T fuel ratio. A simple method is optical 
emission spectroscopy at the Balmer-α line, but 
spectrometer used in this method requires a very 
fine wavelength resolution since the wavelengths 
of the Dα and Tα lines are close. We propose 
diode laser absorption spectroscopy as a method 

for monitoring the D/T fuel ratio in nuclear 
fusion plasmas. The advantages of diode laser 
absorption spectroscopy are the fine wavelength 
resolution, the compact diagnostic system, and 
the maintenance-free operation of the laser 
source. Regarding the second motivation, we 
measured the density ratio of D(n=2) and H(n=2) 
as a function of the partial pressure ratio of 
feedstock D2 and H2. 

Fig. 1: Schematic of the experimental 
apparatus. 

 
2. Experiment 

The experimental apparatus is shown in Fig. 1. 
High-density hydrogen plasmas were produced 
by helicon-wave discharges in a linear machine 
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with a uniform magnetic field, which radially 
confined a slender plasma column of 1.6 cm in 
diameter. The rf power at 13.56 MHz was 
pulse-modulated at 10 Hz with a duration of 4 ms. 
This plasma source was used as a divertor 
simulator [2], and was specialized for producing 
high-density hydrogen plasmas. The maximum 
electron density obtained in this plasma source 
with pure H2 was 1x1013 cm-3 at an rf power of 3 
kW. Pure H2, pure D2, and the mixture of H2 and 
D2 were used in the present experiment. The laser 
beam used for absorption spectroscopy was 
launched into the plasma from the radial direction. 
The laser beam passed through the plasma five or 
seven times to obtain sufficient absorption signal 
by elongating the absorption length. The 
temperatures of H(n=2) and D(n=2) were 
evaluated from the Doppler broadening of the 
absorption line profile of the Balmer-α line, 
while the densities of H(n=2) and D(n=2) were 
obtained from the absorption amplitude. 

 
3. Results and discussion 
3.1 Absorption line profile 

Figure 2 shows an absorption spectrum of the 
Dα line. The vertical axis is –ln(It/I0), which 
represents the profile function of the absorption 
line (I0 and It denote the incident and transmitted 
laser intensities, respectively). The plasma was 
produced at an rf power of 3 kW in a mixture gas 
of H2 and D2. The partial pressure of both H2 and 
D2 were 20 mTorr. 

The Balmer-α line of atomic hydrogen is 
composed of seven fine structure components. 
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We fitted the absorption line profile with the 
superposition of the seven components having 
Gaussian profiles with the same widths. The 
amplitude ratio was assumed by considering the 
transition probabilities and the statistical weights 
of the relevant sublevels [3]. In Fig. 1, the dashed 
curves show the fine structure components, and 
the solid curve is the superposition of the dashed 
curves. The absorption line profile observed 
experimentally was fitted well by the 
superposition of the fine structure components, 
indicating the statistical distribution among all 
the D(n=2) sublevels. The temperatures of 
D(n=2) evaluated from the width of the 
absorption line profile was 0.16 eV. 
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Fig. 3: Temporal evolution of the H(n=2) 
temperature after the initiation of the 
discharge. Fig. 2: An example of the absorption line 

profile of the Dα line. 

 
3.2 Temporal variation of the H(n=2) 
temperature 

Figure 3 shows the temporal variation of the 
H(n=2) temperature after the initiation of the 
discharge. The rf power was 3 kW, and the gas 
was pure H2 at a pressure of 50 mTorr. The 
increase in the temperature was fitted by T = T0 + 
∆T (1-exp(-t/τr)), where τr is the time constant for 
the increase in the temperature. The solid curve 
illustrated in Fig. 3 shows the result of data 
fitting, and the time constant for the increase in 
the gas temperature was evaluated to be τr =140 
µs. 

The temporal variation of the H(n=2) 
temperature after the termination of the rf power 
is shown in Fig. 4. The discharge conditions were 
the same as those in Fig. 3. The rf power was 
terminated at t=4 ms. It was found that the decay 
of the H(n=2) temperature had two 
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components. The faster decay in the initial 
afterglow had a time constant of tf1=70 µs. At 
0.08 ms after the termination of the rf power, the 
decay of the gas temperature was switched to a 
slower one with a time constant of τf2=360 µs. 

 
3.3 Estimation of the gas heating power 

The steady-state gas temperature was 
achieved by the balance between heating and 
dissipation such that W=Q/τc with W, Q, and τc 
being the heating power, the energy stored in gas, 
and the confinement time of the stored energy, 
respectively. Under the assumption that the 
H(n=2) temperature is equal to the temperatures 
of H(n=1) and H2, the stored energy Q is 
estimated from ∆T, the specific heats of H and H2, 
the densities of H and H2, and the volume of the 
plasma source. Under assumptions based on the 
experimental observations, we estimated Q=0.11 
J at an rf power of 3 kW and a gas pressure of 50 
mTorr. On the other hand, the time constant of 
the increase in the gas temperature τr may give a 
rough estimation of the confinement time τc. By 
assuming τc=τr, the heating power is estimated to 
be W=Q/τc=0.8 kW. This means that 
approximately 30% of the input rf power is 
consumed for gas heating. 

 
3.4 Comparison between the H(n=2) and 
D(n=2) temperatures 

The H(n=2) and D(n=2) temperatures were 
measured in H2/D2 mixture plasmas with various 
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gas mixing ratios. The rf power and the total gas 
pressure were fixed at 3 kW and 50 mTorr, 
respectively. As shown in Fig. 5, the D(n=2) 
temperature was  higher than the H(n=2) 
temperature at all the gas mixture ratios. 
However, the difference between the H(n=2) and 
D(n=2) temperature was dependent on the gas 
mixture ratio. At a small amount of D2 admixture 
into H2, the temperatures of H(n=2) and D(n=2) 
were roughly the same. On the other hand, the 
D(n=2) temperature increased with the partial 
percentage of D2, while the H(n=2) temperature 
decreased slightly, resulting in the large 
difference in the H(n=2) and D(n=2) 
temperatures. 

Fig. 4: Temporal decay of the H(n=2) 
temperature after the termination of the 
discharge. 

Fig. 5: H(n=2) and D(n=2) temperatures in 
H2/D2 mixture plasmas as a function of the 
gas mixing ratio. 

 
3.5 Consideration for the difference in the 
H(n=2) and D(n=2) temperatures 

It is pretty sure that the temperatures of 
H(n=2) and D(n=2) are the same as those of 
H(n=1) and D(n=1), respectively, since the 
interchanges between the n=1 and n=2 states are 
very frequent due to the radiation trapping of the 
resonance Lyman-α line [4]. Therefore, the 
difference between the H(n=2) and D(n=2) 
temperatures means the difference between the 
temperatures of H and D atoms. 

According to the simple assumption that the 
steady-state gas temperature is determined by the 
balance between heating and dissipation, the 
candidates for inducing the temperature 
difference are the differences in the heating 
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power and the heat confinement time. We 
compared the temporal variations of the H(n=2) 
and D(n=2) temperatures after the ignition and 
the termination of the discharge. As a result, it 
was found that the rise and decay time constants 
of the H(n=2) and D(n=2) temperatures were 
completely the same. The same decay time 
constants of the H(n=2) and D(n=2) temperatures 
indicate that particle transport is not the dominant 
dissipation mechanism of the H(n=2) and D(n=2) 
temperatures. 

The same rise and decay time constants 
suggest that the heating power is deposited into D 
atoms more efficiently than H atoms. This is 
rather puzzling, since in low-pressure plasmas, 
the electrical power is firstly transported to 
electrons and the heat transport from electrons to 
neutral species is more efficient when the mass of 
neutral species is closer to that of electron. 
Further investigation is necessary to obtain full 
understanding on the heating mechanism of 
neutral species in low-pressure glow discharges. 

 
3.6 Comparison between H(n=2) and D(n=2) 
densities 

Finally, we describe the comparison between 
the densities of H(n=2) and D(n=2). Figure 6 
shows the ratio of the D(n=2) to H(n=2) densities 
as a function of the gas mixture ratio. As shown 
in the figure, the ratio of the D(n=2) to H(n=2) 
densities coincided with the gas mixture ratio. 
Since the production rates of H(n=2) and D(n=2) 
are determined by the densities of H and D atoms 

in the ground states, respectively, this result 
means that the ratio of the D to H densities also 
coincides with the gas mixture ratio, indicating 
both the production (dissociation of D2 and H2) 
and loss rates of H and D in the ground states are 
also the same. Based on the result shown in Fig. 
6, we propose diode laser absorption 
spectroscopy at the Balmer-α line as a method 
for estimating the fuel ratio between D and T in 
fusion reactors. Since the wavelength difference 
between Dα and Tα is small, diode laser 
absorption spectroscopy with a fine resolution 
has an advantage in comparison with optical 
emission spectroscopy. 

 
4. Summary Fig. 6: The ratio of the D(n=2) to H(n=2) 

densities as a function of the gas mixture 
ratio. 

We measured the temperatures of H(n=2) and 
D(n=2) in helicon-wave H2, D2, and H2/D2 
mixture plasmas by diode laser absorption 
spectroscopy. We examined the temporal 
variation of the H(n=2) temperature after the 
ignition and the termination of the discharge. 
From the time constants of the temporal 
variations, we evaluated the power consumed for 
gas heating. We also compared the temperatures 
of H(n=2) and D(n=2). It was found that the 
D(n=2) temperatures in H2/D2 mixture plasmas 
were higher than the H(n=2) temperatures. The 
difference in the H(n=2) and D(n=2) temperature 
was dependent on the gas mixture ratio. In 
addition, we examined the density ratio of 
hydrogen and deuterium at the n=2 state as a 
function of the mixing ratio of the feedstock H2 
and D2. Based on this experiment, we propose 
diode laser absorption spectroscopy as a 
monitoring method of D/T fuel ratio in nuclear 
fusion plasmas. 
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Laser aided diagnostics of a neutral helium beam 
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Laser absorption spectroscopy applicable to measure a metastable population density in a helium 
neutral beam is developed. Density resolution of the measurement system, which is evaluated 
using a hollow cathode discharge plasma, is determined to be 5×1013 m-2. Some improvements 
will enable us to measure the metastable density in the beam. Practical design of a multiple 
reflection cell using parallel plane mirrors, which is less affected by Doppler shift, is proposed. 

 
1. Introduction 

A diagnostic neutral beam using helium atom 
is proposed to measure the spatial and energy 
distributions of alpha particles in fusion 
plasmas[1,2]. If the neutral beam includes 
considerable amount of metastable atoms, it 
causes undesired beam attenuation. The neutral 
beam should be well controlled regarding the 
population of helium atoms in a metastable state. 

The helium neutral beam is produced not 
directly from charge exchange of positive beam 
but from an autodetachment of a negative ion 
beam, where the negative ion beam is converted 
from a positive ion beam through an alkali vapor 
cell.[3,4] In this method almost all neutral 
helium is expected to be in ground state.[2] 
However there are few reports on experimental 
verification of metastable fraction after 
autodetachment. An experimental research has 
recently been started, where production of a 
helium neutral beam is performed using 
above-described method for proof of 
principle[5,6]. Current of the helium neutral 
beam produced in the proof of principle 
experiment is about 10 µA for 100 keV of the 
beam energy. Then the beam density is about 
5×1011 m-3. Thus a measurement system 
applicable to ultra-low density metastable atom 
is required. Density resolution in the system 
should be about one order less than the beam 
density. 

We have proposed a measurement system 
using diode laser absorption spectroscopy[7], 
which is a popular method to measure atomic 
density in laboratory plasmas[8-10]. On the 
other hand, applying the method to beam 
diagnostics could be regarded as ambitious since 
the beam density is much lower than that of the 
plasmas. Evaluation of the density resolution is 

essential for development and improvement of 
the measurement system. 

In order to assure sufficiently long absorption 
length, optical design of absorption region is 
also important. Some multiple reflection cells 
are used for absorption analyses of gases[11]; 
those cells achieve about a hundred meter of a 
absorption length. On the other hand, not only 
absorption length but also effect of Doppler shift 
in each laser pass will be affected for absorption 
spectroscopy applied to beam diagnostics. 

In this paper, development of a measurement 
system using laser absorption spectroscopy is 
described, which is applicable to diagnostics of a 
helium neutral beam. In the following section, 
experimental apparatus of laser absorption 
spectroscopy and a metastable source using a 
hollow cathode plasma are described. Design 
concept on a multiple reflection cell is also 
given in section 2. Evaluation of density 
resolution is shown in section 3, where 
improvements of the density resolution are also 
discussed. Summary is given in section 4. 
 
2. Apparatus 
2.1. Laser absorption spectroscopy 

A schematic of the measurement system using 
diode laser absorption spectroscopy is shown in 
Fig. 1(a). An external cavity-stabilized diode 
laser (DL100, Toptica photonics) was used for 
laser absorption in metastable (23S1) helium 
atoms. The wavelength is tuned to 1082.9 nm, 
which corresponds to a 23S1-23P0 transition. 
When the wavelength is scanned using a piezo 
actuator placed in the external cavity, the 
wavelength and longitudinal modes are 
monitored by means of a multi-wavelength 
meter and an optical spectrum analyzer. When 
the scan-speed of the piezo-voltage is smaller 
than 4 V/s, a single mode laser beam without 
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mode hop is emitted. The scanning range of the 
single mode laser is about 5 GHz (0.02 nm), 
which is sufficiently wider than the Doppler 
broadening (1 GHz) at a room temperature. The 
signal detected by a photodiode was then 
averaged to reduce high frequency noise. The 
averaged data consist of about 20 
samplings/GHz in the laser frequency scale. This 
is sufficient for Gaussian fitting based on the 
Doppler broadening. 
 
2.2. PROMESTA device 

The experiments were performed in a hollow 
cathode-discharge device for production of 
metastable atoms (PROMESTA device) in 
Tohoku University[12]. A schematic of the 
PROMESTA device is shown in Fig. 1(b). A 
cylindrical cathode made of aluminum and two 
cylindrical anodes positioned at both ends of the 
cathode are contained in a Pyrex glass tube. 
Inner diameter of the cathode is 10 mm and its 
length is 40 mm. The two anodes have the same 
inner diameter as the cathode. Both ends of the 
vacuum chamber contain a window to allow a 

laser beam to pass through the PROMESTA 
device. 
 
2.3. Practical design of multiple reflection cell 

Typical multiple reflection cells, such as 
White cell and Herriot cell, have concave 
mirrors. Thus an angle variation ∆θ ~ D/L arises 
in a direction of each laser pass, where D is a 
mirror diameter and L is a distance between the 
opposed mirrors. Schematic of the optical layout 
is shown in Fig. 2(a). Then variation of Doppler 
shift is of the order of ∆vD ~ vb sinθ ∆θ, where vb 
is the beam velocity, and θ is the angle between 
a beam trajectory and a laser pass. Due to 
limitation of mode-hop-free scanning range 
∆fMHF, the variation of Doppler shift is limited to 
be ∆vD/c << ∆fMHF/f, where c and f are the light 
speed and laser frequency, respectively. Then 
maximum value of the ratio of the mirror radius 
to the mirror distance is determined as follows: 

D/L << (∆fMHF/f)(c/ vb sinθ). 
This relation means that the laser pass reflected 
near the edge of a large diameter mirror is not 
absorbed within the laser scanning range ∆fMHF. 
Even if nearly parallel (θ ~ 0) configuration is 

Fig. 2 : Schematics of laser absorption configurations. 
Dashed lines represent laser passes. (a) Multiple 
reflection cell with concave mirrors, (b) parallel plane 
mirrors with oblique beam trajectory, (c) the same as 
(b) but with the right angle beam injection, (d) detail of 
the laser pass near the edge of the mirror in (c) and (d).

Fig. 1 : Schematics of experimental setup. (a) 
Absorption measurement system using a diode laser, (b) 
a hollow cathode device for production of metastable 
atoms (PROMESTA device). 

101



applied, finite minimum angle is determined by 
the size of the mirror itself, that is, θ ≥ D/L. 
Maximum mirror diameter is then determined 
D/L << 5×10-2 for ∆fMHF ~ 5 GHz and vb ~ 2×106 
m/s (100 keV of beam energy). 

To avoid the variation of Doppler shift, 
parallel plane-mirrors configurations [Fig. 2(b) 
and (c)] are candidates of our absorption cell. 
The order of the angle variation is then 
estimated by a size of laser spot d and mirror 
distance L: ∆θ ~ d/L. In this configuration 
limitation due to finite mode-hop-free range is 
expressed by 

d/L << (∆fMHF/f)(c/ vb sinθ), 
which means sufficiently long mirror distance 
enables us Doppler shift free configuration. With 
almost parallel  (θ ~ 0) configuration, practical 
absorption length of about 1m is achieved. 
Typical layout of mirrors is shown in Fig. 2(b). 
The laser passes contributing to absorption are, 
for example, that from left to right, while the 
counter parts are not affected due to different 
Doppler shift. An effective absorption length 
1.05 m with 12 reflections (0.15m for one pass) 
is achieved under the following conditions: θ = 
4 degree, D = 50 mm, L = 0.8 m, d = 2.5 mm, 
and helium-beam diameter is 10 mm. In this 
configuration severe stability of the beam energy 
is required. On the other hand, with the right 
angle (θ = π/2) configuration, robust 
measurement against unexpected variation of 
beam velocity is available. When mirrors with 
diameter of 50 mm are opposed with a distance 
1 m and the beam trajectory passes through the 
center of the opposed mirrors with the right 
angle [Fig. 2(c)], absorption length of 
approximately 0.1 m will be achieved. 
 
3. Results and discussion 
3.1. Laser absorption spectroscopy applied to the 
PROMESTA device 

The line density of the metastable helium 
atoms in the PROMESTA device was measured 
using the diode laser absorption spectroscopy. 
When the laser light is absorbed in a length l of a 
swarm of metastable atoms, the population 
density n* = n(23S1) of metastable atoms is 
obtained by n* lσ(f) = -ln(I(f)/I0) [11], where f is 
the laser frequency, and I(f) and I0 are the laser 
power after and before the absorption, 
respectively. The absorption cross section σ(f) is 
deduced from a Doppler-broadened spectrum. 

Absorption spectra obtained at some 
discharge current are shown in Fig. 3. To avoid a 
saturation of absorption, the laser power was 
attenuated to be less than 50 µW. The line 
density increases with the discharge current up 
to 9.03±0.19×1014 m-2 [Fig. 3(d)], while in the 
case of the lowest discharge current a line 
density of 8.4±4.8×1013 m-2 is obtained [Fig. 
3(a)]. The temperature of the metastable helium 
atoms remains constant near room temperature. 
This result suggests that a line density more than 
5×1013 m-2 is accurately measured by the present 
measurement system. 
 
3.2. Improvement of density resolution 

A density of the helium neutral beam 
produced for the proof of principle 
experiment[5,6] is 5×1011 m-3. A less than 10% 
metastable fraction resolution is required for 
diagnostics of the helium neutral beam. Thus a 
density resolution of 5×1010 m-3 is required. 
When a 1 m absorption length is configured, the 
density resolution in the present measurement 
system is about 5×1013 m-3. However, three 
orders discrepancy is overcome by the following 
improvements of the measurement system. 

(i) Applying larger statistical weights of the 
upper state (gj) results in much greater 
sensitivity. Applying laser absorption excitation 
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Fig. 3 : Laser absorption spectra obtained at various 
discharge current: (a) 3 mA, (b) 10 mA, (c) 30 mA, (d) 
50 mA.
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to the 23P2 state leads to a level of sensitivity 
five times higher than the present excitation 
scheme using the 23P0 state. 

(ii) Using a more sensitive detector is 
required and planned for the diagnostics in the 
beam experiment. The sensitivity ~0.1 A/W at 
the wavelength 1083 nm is almost the upper 
limit of the sensitivity curve of the silicon 
photodiode. An InGaAs photodiode is more 
sensitive than silicon's one at 1083 nm; the 
typical sensitivity is about 0.7 A/W. Thus, an 
approximately seven-fold improvement is 
expected by changing the photodiode detector. 

(iii) Noise reduction is also available. 
Because the detector emits white noise, applying 
lock-in detection is the most effective method. 
Commercial lock-in amplifiers, for example, 
have a -60 to -100 dB dynamic reserve, while 
data averaging applied to the present experiment 
equivalently has less than -20 dB. To reduce the 
noise caused by the fluctuation of laser power, 
another detector intended to obtain a reference 
signal will be added in the system. Then the 
noise produced by the fluctuations in laser 
power will be canceled by the absorption signal 
and the reference signal. 

With these improvements in the detection 
system, the density resolution is expected to be 
three to five orders higher than that of the 
present system. Hence, the measurement of a 
metastable fraction of the helium neutral beam 
produced in the proof of principle experiment 
will be easily achieved. 
 
4. Summary 

Laser absorption spectroscopy is applied to 
measure a helium metastable population density. 
Density resolution of the measurement system, 
which is evaluated using a hollow cathode 
discharge plasma, is determined to be 5×1013 m-2. 
Some improvements will enable us to measure 
the metastable density in the beam. Practical 
design of a multiple reflection cell using parallel 
plane mirrors is proposed. Combination of the 
improved measurement system and the cell will 
become a suitable method to measure the 
metastable population in a neutral helium beam. 
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A local diagnostic for hydrogen atom and molecular densities based on quenching the line 
emission of excited hydrogen atoms by laser ionization has been developed at the FT-2 
tokamak. A special multi-pass intracavity system has been proposed to provide a high 
diagnostic accuracy. Local densities of hydrogen atoms in the 3rd and 4th excited levels were 
measured by quenching the Hα and Hβ line intensities. The ground state atom density has been 
derived assuming a radiative-collisional equilibrium. The local density of hydrogen molecules 
at the plasma edge has been calculated from excited atom densities as well.  

1. Introduction 
Local measurements of hydrogen atom density 

with Laser Induced Ionization (LII) [1] in confined 
plasma is based on laser ionization of excited atoms 
and quenching their line emission. The LII method 
takes important advantages over widely used Laser 
Induced Fluorescence [2] technique. It utilizes more 
simple laser and light detection system since the 
laser and emission wavelengths are well separated 
from each others.  

The diagnostic utilizes lasers with photon energy 
exceeding the ionization energy from the atom level 
of interest and requires probing beam intensity in 
plasma ~10 MW/cm2 for strong domination of laser 
ionization over recombination rate. These 
conditions should be combined with a large laser 
beam cross section and long pulse duration to get 
high quenching signals. The diagnostic sensitivity 
referred to the local density of excited atoms nk at 
the level with principal number k at dominating 
photon counting noises is estimated as:  

ηΔΩΔ
=

km

kL
k AtSD

n
n 12 2min .  

where nkL is the density of excited hydrogen 
atoms integrated along the line of sight, S is the 
cross section the observed radiated volume, D is the 
deepness of radiated volume along the line of sight, 
ΔΩ is the solid angle of light collection, Akm is the 
probability of spontaneous radiation decay from kth 
to mth atomic level, Δt is the measurement time 
interval and η is the light detection efficiency 
including both the detector quantum efficiency and 
collection optic transmission.  

The diagnostic sensitivity improves 
with probing cross section and pulse 
duration. A new multipass system has 
been developed for LII diagnostics to 
increase these values keeping high laser 
beam intensity in plasma. The system has 
been used in FT-2 tokamak with ruby 
laser which is capable to ionize hydrogen 
atoms starting from k=3 and to measure 
quenching both Hα and Hβ line emissions.  

2. Diagnostic system 
General layout of the LII diagnostic 

system in the FT-2 is shown in Fig.1. A 
single ruby laser distanced from plasma 
by ~10 meters generates a beam (20 mm 
diameter, 1 mrad divergence) which is 
focused in the plasma center by a lens of 
F=3300 mm. The beam polarization is 
oriented so that to get minimal reflection 
from Brewster windows. The multipass 
system consists of two spherical mirrors 
80 mm diameters, 2000 mm curvature 
radii and distanced by 2525 mm from 
each other. The beam comes in 16 cm 
diameter plasma through a 10 mm hole in 
the top spherical mirror, passes plasma 22 
times and escapes the multipass system 
through the entrance hole in the direction 
of the ruby rod. Fig. 2 shows the beam 
path in the multipass system and the 
sequence of beam reflections denoted by 
numbers. Plasma light is collected along 
the beam fan in the vertical direction. The 
new multipass system combines a wide 
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radiation volume and long pulse duration which 
allow a high diagnostic sensitivity.  

 
After amplification in the rod, the beam is 

reflected from rear mirror (1) back to plasma. So, 
the rear mirror and multipass system form a laser 
cavity of 75 m long and takes advantages of laser 
intracavity multipass probing [3] – multiple 
generation of laser pulses with the total probing 
energy as high as 750 J. (see Fig. 3).  

 
 
 
 
 

 
 
 
 
 

The beam cross sections in the plasma center are 
shown in Fig.4. The upper section presents ray-
tracing of laser beams emitted from the ruby rod 
face within 1 mrad divergence angle. The numbers 
indicate the pass numbers. The cross section of 
laser beam fan (4*25 mm) is much bigger than that 
of the multipass system for Thomson scattering in 
the FT-2 [3] shown in the figure as well.  

The image of the laser fan cross section in the 
plasma center shown in Fig. 4b is well consistent 
with ray-tracing calculations. It was taken as 
reflections of even pass beams from Brewster 
window placed near the bottom mirror (14). High 
intensity of the 2-nd pass beam relates only to 
enhance reflection of small S-polarized portion of 
incident beam which completely reflected out after 

a few passes. Then, the reflected beams 
keep their intensity indicating low light 
losses in the multipass system (Fig. 4c).  

 
Fig.1: Diagnostic system layout 
1. Rear flat mirror, 2. Laser objective, 3. Ruby rod,  
4. Saturable absorber, 5,6. Flat glass plates 7,8. Laser 
energy meter heads, 9. Fast photodiode, 10. Focusing 
lens, 11. Flat steering mirror, 12,14. Spherical mirrors, 
13.Plasma, 15. Collection objective, 16. Optical filters,17. 
entrance slit, 18. Notch filter, 19. Objective for PMT, 20 
PMT, 21, 22. Amplifiers, 23. Gate integrators, 24. ADC 
10 MHz, 25. ADC 40 MHz. 

 

 
Fig. 4: Laser beam fan cross sections 
a. ray tracing, b. beam image, c. central image slices. 

Light was collected from 15 mm high 
radiated volume within 0.009 steradians 
solid angle by an objective (F=260 mm, 
f/2.5). Ηα or Ηβ line were separated by ~2 
nm pass band optical filters having 30% 
transmissions. Additional notch filter 
rejected the ruby laser wavelength out. 
The collected light was projected onto the 
photocathode of Hamamatsu R943-2 
photomultiplier (15% QE).  

PMT and laser signals were recorded 
by two 40 MHz 12 bit ADCs. A slower 
ADC couple of 10 MHz 12 bits stored 
these signals integrated during laser 
pulses and immediately afterwards.  

R=2000 ì ì , L=2525 ì ì , N=22
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Quenching Ηα plasma emission at r=6 
cm in steady state Ohmic discharge is 
shown in Fig. 5. The quenching signals 
are better seen in Fig. 6 in a lager time 
scale. There are nine time windows 30 μs 
wide each, corresponding to laser pulses. 
The 10th window contains noise signal 
measured at steady-state illumination 
level corresponding to plasma Hα 
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Fig.2: Beam path in the 
multipass system
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Fig. 3: Laser oscillation 

Fig. 5: Quenching Ha by laser probing pulses
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emission. Smoothed background Ηα emission was 
polynomial fitted outside laser pulse within 30 μs 
time window and subtracted from the measured 
signals. The resulting LII signals together with laser 
pulses are presented in the same figure beneath. The 
integrated LII signals shown by circles demonstrate 
a high measurement accuracy.  

Fig. 7: Time broadening LII 
signals 

-8 -6 -4 -2 0 2 4 6 8

106

107

108

Photons

y, cm

 Chord emited photons
 quenched photons
 ChordCalc

 
Fig.10: Chord and 
quenched Hα emission 

 
3. Saturation of quenching 

Analysis of saturation of LII signals should 
precede any measurements for correct LII data 
elaboration. The saturation of the 3rd energy level of 

hydrogen atoms is revealed as time and spatial 
broadening Ηα LII signals in respect to laser 
probing pulse shape (Fig.7) and laser beam 
intensity profile (Fig. 8).  

The saturation intensity IS3 of the 3rd energy level is 
found to be 6.5 MW/cm2 from fitting these 

saturation function I/(I+I

normalized LII data versus probing intensity I with 

, 
lig

nd molecular densities 
we

r to the number 
of

urements in 
a s

S3) (Fig. 9). The 
saturation intensity of the 4th energy level 
measured for Nd laser beam is 1 MW/cm2 
[1]. For ruby laser it gives IS4~5 MW/cm2 
taking into account λ-3 scale of the 
photoionization cross section with laser 
wavelength [4].  

Thus, to meet the saturation conditions
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Fig. 6: LII signals and laser pulses in expanded time 
scale 

ht was collected from 3 mm strip along 
the laser beam fan cross section and LII 
signals were elaborated for laser probing 
power higher than 10 MW only.  

4. Measurements 
Hydrogen atom a
re measured at steady state part of 

ohmic discharges. Main discharge 
parameters are: BT=2.2 T, IP=22 kA, 
ne(0)=3*1013 cm-3 and Te(0)=400 eV. Fig. 
10 and 11 show measurement data in 
terms of the number of photons collected 
for Ηα and Ηβ spectral lines when the 
collection system scanned plasma. Two 
gas puffing pipes were located at the 
tokamak bottom in opposite poloidal cross 
sections distanced by 90o angles from the 
diagnostic cross section.  
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 photons collected correspondingly 
along the viewing plasma chord and 
quenched in the observed radiated plasma 
region of 1.125 cm3. Dash curves present 
chord emission calculated from the 
measured local emission assuming axial 
symmetry of hydrogen atoms in plasma. 
The difference between the measured and 
reconstructed chord emissions reveals a 
significant asymmetry of hydrogen atom 
distribution both in the tokamak major 

radius and vertical direction.  
The statistical error of meas

Fig. 8: Spatial broadening 
LII signal 

ingle laser pulse scales from ~3% at the 
edge to ~30% in the plasma center. 
Averaging all laser pulses in the train 
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Fig.11: Chord and 
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Fig. 9: Saturation of quenching 
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Fig. 13: Local densities of ground state hydrogen 
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improves the central error down to ~10%. The 
errors expected from the collected photon flux are 
~1.5% at the plasma edge and 9% in the center. 
Poorer errors are accounted for preamplifier noises. 

5. Analysis 
Local den

rd and 4th energy levels are calculated 
straightforward from the LII signals for Η  and Η  
lines and shown in Fig. 12.  

α β

atoms and molecules.  

ocal ground state atom densities (Fig.1
rived from the excited atom densities assuming 

collisional-radiative equilibrium in plasma and 
using tabulated population coefficients [5]. Two 
profiles are obtained independently from Ηα and Ηβ 
quenching are in a good agreement to each other.  

Measured n3 and n4 profiles allow the calculatio
 molecular hydrogen density in plasma. 

According [6], the population of hydrogen atoms at 

collisional-radiative model is given by  
eHkeHkk nnRnnRn

2

21 +=  

ing this formula and tabulated population 
coefficients Rk

1,2 from two measured excited atom 
densities n3 and n4 and known electron density and 

temperature. The resulting local molecular 
density profile is shown in Fig. 13. Solid 
blue triangles were obtained from 
tabulated R values (Te<100 eV), while 
opened triangles give estimation of the 
molecular density from R values 
extrapolated to Te=350 eV. Error bars 
denote the statistical error of the 
measurements. But uncertainty of 
molecular density is most determined by 
irreproducibility of plasma because n3 and 
n4 values were measured in different 
discharges. A simultaneous measurement 
of latter densities improves significantly 
reliability of molecular hydrogen density 
profiles.  

6. Conclu
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Local diagn
nsity based on laser induced ionization 

and using new multipass intracavity 
probing system is capable to measure 
hydrogen ground state density as low as 
108 cm-3 at 10% accuracy.  

A good consistency of

Fig. 12: Local density of excited hydrogen atoms  

drogen densities measured 
independently with quenching Hα and Hβ 
emission lines has proved the collisional-
radiative model for the FT-2 experimental 
conditions (ne=3*1012-3*1013 cm-3 and 
Te=30-400 eV).  

The molecul
lculated from laser quenching Hα and 

Hβ emissions is as high as 10 times higher 
than edge hydrogen atom density. 
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Application of Laser Thomson Scattering to PDP Micro-discharges 
 

Y. Sonoda, A. Akune, K. Tomita, S. Hassaballa, K. Uchino 
 

 Kyushu University, 6-1 Kasuga-kouen, Kasuga, Fukuoka 816-8580, Japan 
 
In order to avoid laser perturbations for Xe containing discharges, the Laser Thomson scattering 
(LTS) system having an infrared laser at a wavelength of 1064 nm as a light source has been 
developed. It was found that linear LTS signals could be obtained if the power density of the 
infrared laser would be adjusted properly depending on the condition of discharges in the Ne/Xe 
gas mixture. The basic behaviour of electrons in the Ne/Xe discharges was investigated by using 
the infrared LTS system. Furthermore, it was demonstrated that the measurement of the electron 
energy distribution function was possible up to the electron energy corresponding to the excitation 
energy of the Xe atom. 

 
1. Introduction 

The plasma display panel (PDP) is leading the 
competition for the large-area flat panel display. 
One of the most important issues for PDP is 
improvement of its low luminous efficiency. In 
order to improve the efficiency, understanding of 
the PDP micro-discharges through direct 
measurements of the discharge parameters, such 
as the electron density (ne) and the electron 
temperature (Te) are necessary. For this purpose, 
we have applied laser Thomson scattering (LTS) 
to measure both ne and Te in PDP micro- 
discharges [1]. 

LTS is the non-intrusive method for 
measurements of plasma properties. In the 
incoherent regime, the scattered spectrum reflects 
the Te, and the scattered intensity is proportional 
to ne. 

So far, using the visible LTS system, which 
has the frequency doubled Nd:YAG laser (λ=532 
nm) as a light source, we have performed 
measurements of ne and Te of PDP micro- 
discharges produced in Ne/Ar gas mixtures [2, 3]. 
However, visible laser beams perturb Xe 
containing plasmas [4]. In order to overcome the 
situation, we have developed an infrared LTS 
system, which uses the fundamental output of the 
Nd:YAG laser (λ = 1064 nm). Using this system, 
we could measure ne and Te of the plasmas 
produced in Ne/Xe gas mixtures. Results of 
measurements for Ne/Xe plasmas are reported. 
 
2. Summary of LTS measurements using a 
visible LTS system 

For our first LTS system, we used the 
frequency doubled Nd:YAG laser as a light 
source.  When we applied the LTS method to 

micro-discharge plasmas, there were two main 
difficulties, namely the small scattering volume 
and the high stray light level.  The small size of 
micro-discharge plasmas implies a small 
scattering volume, which results in a very small 
Thomson scattering signal. This difficulty could 
be overcome by using the photon counting 
accompanied by data accumulation method.  

The second difficulty is that the stray laser 
light is very strong because the wall of the 
discharge cell is very close to the discharge 
volume.  In order to overcome this problem, we 
designed a special triple grating spectrometer 
(TGS).  The stray light rejection factor of the 
TGS was measured to be 10-8 at Δλ = 1 nm away 
from the laser wavelength.  This high rejection 
allowed us to apply the LTS method to micro- 
discharge plasmas. 

We achieved the spatial resolution to be below 
50 μm for the LTS measurements. Then, we 
could perform LTS measurements at points as 
close as 60μm from the electrode surface for 
micro-discharges produced in a Ne/Ar gas 
mixture. 

The structure of the PDP plasma was 
investigated by performing measurements of ne 
and Te distributions. We paid attention to the 
striation phenomenon which had been universally 
observed above the anode of ac-PDP [5, 6]. The 
mechanism of the striation phenomenon is not 
clear yet. The discharge was produced in the 
Ne/Ar (10%) gas mixture at a pressure of 200 
Torr. Results of the LTS measurements showed 
modulations in both ne and Te profiles above the 
anode, and these modulations had a similar trend 
to striations appeared in the optical emission 
images. Also, it was found that the modulations 
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in ne and Te were out of phase [3, 7]. In order to 
examine the structures of ne and Te distributions 
more precisely, we performed LTS measurements 
for the discharge at a pressure of 100 Torr. In this 
condition, the pattern of the striation was large 
enough to be resolved by the LTS measurements. 
Figure 1 shows spatial distribution of ne and Te 
measured above the anode for the plasma 
produced in the Ne/Ar (10%) gas mixture at a 
pressure of 100 Torr. The modulations in ne and 
Te were clearly observed, and the phase 
difference was about 180 degree. 

 

Fig. 1: Measured profiles of ne and Te for Ne/Ar 
(10%) at a pressure of 100 Torr. 
 
3. Experiments using an infrared LTS system 
3.1 Experimental setup 

The configuration of the electrodes used in this 
study is shown in Fig. 2. The structure was 
similar to the sustaining electrodes of a coplanar 
ac-PDP. The electrodes were built on a glass 
substrate which has a width of 2 mm and a 
thickness of 3 mm. The electrodes had a 
discharge gap of 0.1mm. The electrodes were 
covered with a 15 μm glass layer, followed by a 
0.5 μm MgO layer.  

Figure 3 shows the schematic diagram of the 
experimental setup. The system was similar to 
the system using a visible light source. 
Differences were the laser light source having a 
wavelength of 1064 nm and the optical 
components, such as achromatic lenses and 
gratings used in the triple grating spectrometer 
(TGS), which were designed for 1064 nm. Also, 
the detector was for 1064 nm, namely an infrared 
photomultiplier tube (Hamamatsu, R5509) which 

had a quantum efficiency of ~5 % at 1064 nm 
and could be used for the photon counting mode.  
  The electrode substrate was housed in the 
chamber. After evacuating the dischage chamber, 
the Ne/Xe mixture was introduced. Alternating 
voltage pulses with a square waveform were 
applied between the electrodes at a frequency of 
20 kHz and duty ratio of 0.4. The peak value of 
the applied pulse voltage was 270 V. 

The performance of the LTS system was 
examined by conducting Raman scattering 
measurements from hydrogen gas. One of the 
rotational Raman scattering lines of the hydrogen 
gas was observed at about 41 nm away from the 
laser wavelength on the longer wavelength side. 
The observation wavelength of the system was 
tuned to this line by rotating the three gratings of 
the home-made infrared TGS, and we confirmed 
that rotation angles of these gratings were just as 
calculated, indicating that the optical components 
of TGS were properly arranged at designed 
positions. Also, we confirmed that the signal 
intensity was linear against the gas pressure. The 
absolute intensity of the observed Raman signal 
was 80 counts per 1000 laser shots when the laser 
energy was 20 mJ and hydrogen gas pressure was 

Fig. 2: Schematic diagram of the structure of the 
electrodes. 

Fig. 3: Experimental setup. 
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Fig. 4: LTS signal intensity against laser energy.

100 Torr. This Raman signal corresponds to the 
Thomson scattering signal from the plasma 
having an electron density of 2×1018 m-3. For the 
actual measurements, the Thomson scattering 
spectra should be analyzed by observing the 
scattering intensitiy at several differential 
wavelengths. Nevertheless, we can expect 
enough signal-to-noise ratios for Thomson 
signals when the electron density is more than 
1×1019 m-3. After confirming the performance of 
the infrared LTS system to be sufficient, we 
performed measurements of ne and Te 
distributions in plasmas produced in Ne/Xe gas 
mixtures. 
 
3.2. Results and discussion 
3.2.1 Laser Perturbations 

In order to know the influence of the 
fundamental output of Nd:YAG laser on the 
plasmas in Ne/Xe gas mixtures, linearity of LTS 
signals against the laser pulse energy was 
examined. The variations in LTS signal intensity 
against the laser energy are shown in Fig. 4 for 
Xe percentages of 10 % (a), 20 % (b), and 30 % 
(c). In Fig. 4, the solid lines show the signal is 
linearly proportional to the laser energy and 
dotted lines show the signal is proportional to the 
4th power of laser energy. Here, the laser energy 
of 4 mJ corresponds to the laser intensity of 1015 
W/m2. These measurements were carried out at 
the points where largest LTS signals were 
observed. Other conditions were fixed as follows. 
Gas pressure was 200 Torr, observation time was 
270 ns from the start of the discharge, and the 
observed wavelength was at Δλ=2.6 nm from the 
laser wavelength (1064 nm). 

It can be seen from Fig. 4 (a) that the LTS 
signal is linearly proportional to laser energy in 
the range < 20 mJ. While for laser energy > 20 
mJ, the LTS signals deviate from the linearity 
and proportional to the 4th power of laser energy. 
This 4th power dependence can be due to the 
photo-ionization of meta-stable Xe atoms by 3 
photon absorption. For higher Xe percentages, as 
shown in Fig. 4 (b) and (c), LTS signals deviate 
from the linearity at lower laser energy. This can 
be due to the increase of the excited Xe density 
with the increase of Xe percentage.  

Obviously, LTS measurements must be done 
with the laser energy in the linear ranges of Fig. 4. 
Therefore, for new discharge conditions, signal 

linearity against laser energy must be checked 
before the full measurements of scattered spectra. 

 
3.2.2 Results of LTS measurements 

Figure 5 shows distributions of the LTS 
signals along the electrode surface for different 
Xe percentages of 5, 10, and 30 %. 
Measurements were performed at a fixed height 
of 100 μm above the electrode surface and at a 
fixed wavelength (Δλ=2.6 nm). The signal 
intensity at this wavelength is relatively 
insensitive against Te in the range Te =1.5 – 3 eV. 
Therefore, these distributions can be considered 
to indicate electron density distributions in the 
relative scale.  It can be seen from Fig. 5 that the 
LTS signals increase with the increase of the Xe 
percentage. 

In addition, height distributions of ne and Te 
above the electrode surface were measured at the 

110



gap for different Xe percentages. Results showed 
that the positions of the density peaks were found 
to be inversely proportional to the Xe percentage, 
being closer to the electrode surface for the 
higher Xe percentage. This is because the 
effective mass of the discharge gas becomes 
heavier for the higher Xe percentage, and then, 
the diffusion of plasma particles are suppressed 
for the heavier effective mass of the gas. 

The most remarkable characteristics of PDP 
micro-discharges are its unsteadiness and 
non-uniformity. Therefore, the electron energy 
distribution function (EEDF) of PDP micro- 
discharge plasmas would not be Maxwellian. If 
EEDF was non-Maxwellian, the measured Te 
would not reflect the component of the 
high-energy electron. The excited energy level of 
Xe gas corresponding to 147 nm line lies at 8.3 
eV above the ground level. The population of this 
level directly concerns with the luminous 
efficiency, and the excitation to this level are 
done by electrons having an energy > 8.3 eV. 
Therefore, measurements of electron components 
having energy > 8.3eV is very important. 

Figure 6 shows a Thomson scattering spectrum 
measured for the discharge plasma produced in 

the Ne/Xe (20 %) gas mixture at a pressure of 
100 Torr. The measurement was performed for 
the point at a height of 130 μm above the 
electrode surface, and at time of 270 ns from the 
start of the discharge pulse. In Fig. 6, Thomson 
scattering intensitiy are plotted in a logarithmic 
scale in the ordinate against the square of the 
differential wavelength from the laser wavelength 
(Δλ)2, which is proportional to the electron 
energy, in the abscissa. From the straight line of 
the Thomson spectrum, we concluded that the 
EEDF was Maxwellian up to 8.5 eV, and from 
the slope of the spectrum, we obtained an 
electron temperature Te of 2.5 (±0.6) eV. The 
Raman scattering calibration of the whole optical 
system gave the electron density ne to be 5 (±2) × 
1019 m-3. 
 
4.Conclusion 
  We have developed an infrared LTS system. It 
was found that the system was very effective for 
measurements of ne and Te of PDP 
micro-discharge plasmas produced in the Ne/Xe 
gas mixtures. Also, we succeeded for the firsts 
time in collecting LTS signals from electron 
components having an energy more than the 
excitation energy of the Xe meta-stable atom.  
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Fig. 6: Laser Thomson scattering spectrum.
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Development of a System for Measuring Flow Vector using Planar Laser
Induced Fluorescence

E. Kawamori1 , S. Akanuma2 , C. Z. Cheng1 ,Y. Ono2

1 Plasma and Space Science Center, National Cheng Kung University, Ta-Hsueh Road, Tainan 70101, Taiwan
2 Graduate School of Frontier Sciences, University of Tokyo, Kashiwa-shi, Chiba 277-8568, Japan

A novel method to measure two-dimensional (2-D) spatial profiles of flow velocity vector in Scrape-Off
Layer (SOL) is proposed on the basis of Planar Laser Induced Fluorescence (PLIF) technique using RApid
Frequency Scan (RAFS) Dye-Laser. This method will enable us to diagnose various flow structures in SOL of
burning plasmas. At present status, the RAFS laser system and the measurement system of time dependent
LIF signal that is used to obtain the poloidal components of flow velocity vector have been designed and are
under construction.

1. Introduction

In recent years, significant progress has been
made toward understanding the role and
importance of plasma flow in scrape-off layer
(SOL). Attempts to elucidate the mechanism of
the flow generation and to control the flow by
puff and pump or the divertor shape have been
made intensively. Plasma flow toward divertors,
which balances with the thermal force of
impurity ions, is needed to confine impurities
such as argon or neon seeded in order to reduce
peak heat flux to plasma facing components and
sputtered from the first wall in divertor region.
Therefore, especially in burning plasmas,
multipoint measurement of flow from SOL to
diverter will be required for sustainment of high
performance discharges.

The following two techniques have been
mainly utilized for flow measurement in SOL so
far: One is conventional Mach probe
measurement with fast-scanning technique,
which has been applied to JT-60U [1], Alcator C-
Mod [2] and so on. This method led to reveal
existence of “flow reversal” near separatrix in
SOL in many Tokamaks. Another is tracer-gas
injection technique which is developed in Alcator
C-mod [3]. Gaseous impurities are injected from
the tip of the probe inserted to the SOL plasma.
CCD cameras view the toroidal and poloidal
dispersion of the resultant visible-light emission
plumes through selected optical interference filter.
Although high spatial resolution and time
resolution can be achieved by using fast scanning
Mach probe method, it has some drawbacks such
as being in-situ method, ambiguity of flow
direction and absolute value of flow and so on.

On the other hand, tracer-gas injection technique
is a powerful tool which makes us to understand
phenomena visibly. However this technique lacks
quantitative accuracy. In this paper, a novel
method to measure two-dimensional (2-D) spatial
profiles of flow velocity vector in Scrape-Off
Layer (SOL) is proposed on the basis of Planar
Laser Induced Fluorescence (PLIF) technique
using RApid Frequency Scan (RAFS) Dye-Laser.
This method will enable us to diagnose various
flow structures in burning plasmas.

Fig. 1 : Schematic view of proposed method measuring flow
vector on poloidal plane of SOL region.
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2. Proposed method to measure two-
dimensional spatial profile of flow vector

Figure 1 shows a schematic of proposed
method to obtain two dimensional (2-D) spatial
profile of flow vector on poloidal cross section in
SOL region. Planar laser beam is injected into a
measuring plane (poloidal plane) in order to
induce fluorescence of the ions. Then spatially 2-
D Doppler spectroscopy along viewing lines
perpendicular to the poloidal plane provides
toroidal components of flow velocities. This
spectroscopy is done by a monochrometer. By
employing two planar laser lights along different
directions and scanning the frequencies of planar
laser light with different scanning speed
respectively, time evolution of fluorescence
emission can be converted to ion distribution
function in poloidal velocity space. The time
trace of fluorescent light is acquired by
photomultipliers (PMTs). In this method,
however, time resolution is limited by repetition
rate of the lasers. In near future, this drawback
may be solved because recent progress of YAG
laser is making its repetition rate reach a range of
1-5 kHz with its energy of 1-3 J [4].

3. Design of the system

The measurement system using the proposed
idea has been now developed to install in the
UTST (University of Tokyo Spherical Tokamak)
device at University of Tokyo [5].

3.1. RAFS Nd-YAG/ Dye Laser

Scanning the frequencies of planar laser light is
accomplished by using Rapid Frequency Scan
(RAFS) Dye-laser [6]. We designed to employ

PZT driven etaron as the frequency scanner of
RAFS Dye-laser. The center wavelength of
transmittance of the etaron is 611.492 nm
because the excitation of 3d2G9/4-4p2F7/2
(611.492nm) of ArII is considered. We utilize a
dye laser (LAS, LDL Integra) with a pumping
Nd-YAG laser (200 mJ at wavelength of 532 nm)
as laser light source of the RAFS Dye-laser
system.

 Because LIF is a resonant process, the cross
section for absorption of the laser photon is large,
resulting in lower power requirements for the
laser light. When the electron absorbs a photon
and is excited into a higher energy level, it can
decay back to the original state, or some other
state, through a spontaneous or stimulated
transition. For the spontaneous transition rate Aij,
is related to the lifetime in the excited state,
independent of any external factors. The
stimulated transition rate (the Einstein
coefficient) Bij is determined by the spectral flux
intensity of the laser source. A laser having
sufficient spectral flux intensity will cause the
population of the upper level of the transition to
reach saturation. This occurs when the ratio of
the electron populations of the upper to lower
levels equals their statistical weight factors.
When the stimulated absorption rate is equal to
the spontaneous transition rate, the required laser
power I to obtain saturation is given by the
equation below,
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where ΔλFWHM is the linewidth of the laser or the
homogeneously broadened absorption linewidth,
whichever is greater. A2i is the spontaneous
transition rate from the upper level to all possible
lower energy states, A2i is the transition rate of

Fig. 2 : Schematic view of RAFS Nd-YAG/ Dye Laser system and the measurement of line width of the laser light by spectrum
analyzer. The result is shown in top right.
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the level that is excited by the laser, c is the speed
of light, and h is Planck’s constant. In the case of
an atom or ion in a plasma, the situation is further
complicated due to collisionally induced
excitations.

At first we determine the finesse F of the PZT
driven-etaron with air gap d. The maximum
scanning range of laser light wavelength δλscan is
limited by the free spectral range FSR of etaron
as shown below:

Line width ΔλFWHM of transmittance at
λ=611.492 nm is expressed by FSR and F.
Therefore, if the scanning range of the velocity
and ΔλFWHM are assumed ±1/4 of the sound speed
of argon with temperature of 100 eV and δλscan

/10 respectively, the air-gap should be limited as
shown below,

As a result, effective (total) finesse of the etaron
F is required to be more than 10. The etaron
constructed on the basis of the design is shown in
the photo of fig. 2. Total transmittance T of the
etaron is estimated at 40 %. Δλ FWHM is about 2
pm from the measurement as shown in the right
plot of fig. 2.

Next we estimate the required laser energy
WDye for our configuration of the laser system.
Here, WDye corresponds to the laser energy at the
location of 2 in fig. 2. Taking the transmittance of
etaron T into account and using 100 times value
of eq. (1), WDye can be calculated as

where Δλ before etaron, A and Δτ are the line width of
the laser light just before the frequency scanner
etaron, area of cross section of the planar laser

light and pulse width of the laser light,
respectively. The relation between the required
laser energy and pulse width is drawn by blue
line in fig. 3 (b). Longer pulse width is better for
our proposed scheme as long as the relation
expressed by eq. (2) is satisfied because the pulse
width should much larger than the life time of the
spontaneous transition 4p2F7/2-3s2D5/2. In fig. 3 (a),
time traces of the laser light intensity of Nd-YAG
laser used as pump of the Dye laser are shown.
By changing the angle between the beam line and
the Pockels cell of Q-switch, pulse width was
expanded although the pek intensity and total
energy of the laser light dropped markedly.
Closed circle in fig. 3 (b) shows the energy and
pulse width measured at the location of 2 in fig. 2.
At present status, the pulse width could be
expanded to 20 ns.

3.2. Measurement system of time dependent
LIF signal

Figure 4 shows the toroidal cross section of
the configuration of the optical system in the
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UTST device. Fluorescence emission induced by
the planar laser light is collected by the lenses
installed outside the window of the UTST
vacuum chamber and transported and divided
into a monochrometer and PMTs by two set of
optical fiber bundles. Viewing region of each
channel is also shown in fig. 4 (yellow and red
lines). Optical system including lenses, band pass
filters and fiber bundles was optimized by using a
ray trace code in the design phase. Spatial
resolution of the system is 40 mm both for radial
(r) and axial (z) directions. The light transported
to the monochrometer with a grating of 2400
grooves/mm (focal length is 50 cm, MC-50,
Ritsu Kogaku) is analyzed to obtain the Doppler
shift, which represents the toroidal component of
the plasma flow.

Another light transported to the PMTs (R928,
HAMAMATSU) is acquired temporally through
the band pass filter and current-voltage
converters by digital scopes. By employing two
planar laser lights along different directions and
scanning the frequencies of planar laser light with
different speed respectively, time evolution of
fluorescence emission can be converted to ion
distribution function in poloidal velocity space. If
we assume the electron density and temperature
of argon plasma are 2.5×1019 m-3 and 20 eV,
metastable fraction is about 0.4 % [7]. Then the
power Wl collected by one lens and the current
converted by the PMT are estimated as,

€ 

W1 =
g2

g1 + g2
A21n1(0)V

hc
λ
dΩ
4π

= 3.65 ×10−3 [W],

IPMT =ηlensη filterη fiberηcoupleηPMTWl

≈ 0.1[mA] ,
where, ηlens, ηfilter, ηfiber ηcouple and ηPMT are the
efficiency of the lens-fiber coupling,
transmittance of the band pass filter, the fiber
transmittance, efficiency of coupling between
fiber bundle and photocathode of the PMT and
conversion efficiency of photon-current of the
PMT, respectively. Here, ηPMT= 70 mA/W at λ
=461 nm. Total system transmittance is estimated
at 0.37. As a result, expected current converted
by the PMTs is the order of 0.1 mA, which may
achieve good signal-to-noise ratio.

4. Summary

A novel method to measure 2-D spatial
profiles of flow velocity vector in SOL is

proposed on the basis of PLIF technique using
RAFS Dye-Laser. At present status, the RAFS
laser system and the measurement system of time
dependent LIF signal that is used to obtain the
poloidal components of flow velocity vector have
been designed and are now under construction to

install in the UTST device.
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The report discusses measurements of fast plasma events in TEXTOR plasmas with the multipulse 
TV Thomson scattering diagnostics. The diagnostic capabilities for fast dynamic measurements 
are analysed and illustrated by measurements of electron temperature and density profiles in 
magnetic islands, at ELM activity and during plasma disruption. Further upgrade of the 
diagnostics for faster and more accurate dynamic measurements are discussed.  

1. Introduction 
Fast dynamic measurements of electron 

temperature and density with Thomson 
scattering diagnostics are mostly limited by the 
capabilities of probing lasers to generate high 
energy pulses at a high repetition rate. The 
highest rate is achieved when many pulses are 
generated during a single flash tube discharge. 
For standard lasers, the average laser pulse 
energy decreases with the number of generated 
pulses and gets too low for Thomson scattering 
application.  

In intracavity laser probing, the plasma is 
enclosed in the laser cavity giving a significant 
rise of the cavity quality. Such a system allows 
the generation of high energy laser pulses at a 
high repetition rate during a single flash tube 
discharge [1].  

This approach is used in the multipulse TV 
Thomson scattering (MPTVTS) diagnostics  
[2] on TEXTOR tokamak (R=1.75, a=0.47 m). 
Below we analyze the capabilities of the 
MPTVTS diagnostics to study fast plasma 
dynamics, present new measurements of fast 
evolution of electron temperature and density 
profiles in magnetic islands, during ELMs and 
plasma disruption as well as discuss the 
coming upgrade of the diagnostic system for 
faster and more accurate measurements.  

2. General capabilities of the MPTVTS 
diagnostics 

The MPTVTS diagnostic system on 
TEXTOR utilizes a double pass intracavity 
system with a ruby laser [2]. After passing the 
plasma, the laser beam is reflected back to the 
laser body by a spherical mirror. This spherical 

mirror and rear mirror on the laser table form a 
laser cavity of 18 m long.  

Scattered light is collected from the whole 
plasma diameter of 90 cm long by a Littrow 
grating spectrometer. Spectrally resolved 
images are detected by a fast Phantom V7.0 
CMOS camera. The diagnostics routinely 
measures more than 15 electron density and 
temperature profiles at 5 kHz repetition 
frequency and 9 mm spatial resolution.  
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Fig. 1: a) Laser pulse train,  
b) electron temperature and density profiles, 

c) measurement errors and data spread.  
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Fig. 1 shows the electron temperature and 
density profiles measured in an ohmic plasma 
discharge. A typical 16-pulse laser oscillation 
with a total probing energy of 174 J is shown 
in Fig. 1a. ECE signal in Fig. 1a indicates the 
saw-tooth crash in plasma at the end of the 
laser train. All 16 measured electron 
temperature and density profiles are shown in 
Fig. 1b by grey curves. 

Bars in this plot show the statistical 
measurement errors for a single pulse. The 
temperature and density errors are calculated 
from the statistical errors of each CMOS pixel. 
The latter errors were measured during 
calibration of the system and being rescaled for 
the measured scattered and plasma light 
signals. Relative errors for a single pulse 
amount to 6-10% for temperature and 3-5% for 
density in the plasma core at ne=2.5*1019 m-3.  

The errors relate to the number of collected 
photoelectrons from scattering light. The 
expected number of photoelectrons from a 12 J 
laser pulse in a single 9 mm spatial channel at 

ne=2.5*1019 m-3 is ~4500 and well corresponds 
to the measured number.  

The averaged plasma light for this shot is ~ 
third of the scattered light. The most 
contribution from the Hα line emission was 
masked on the image plane by a paper strip. 
But Hα light still contributes a half of the 
collected plasma light because of its stray 
reflections in the spectrometer. This stray Hα 
light will be removed for better measurements 
of TS signals.  

The relative statistical errors are shown in 
Fig. 1c by solid curves. Dash curves in the plot 
show TS data spreading for all pulses before 
the saw-tooth crash. The temperature spread 
well corresponds both to the calculated 
statistical errors and the 9% spread of the ECE 
signal before the crash. The spread of density 
is a bit higher than its statistical errors. This 
might be attributed to actual small plasma 
density variations indicated by the ECE signal 
or some measurement errors of individual laser 

 
Fig. 3: Island suppressed by ECRH 

a) electron density and b) temperature 

a

b

Fig. 2: Rotating island  
a) electron density and b) temperature  
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pulse energies.  
These low errors have been achieved in 

spite of a longer laser probing pulse duration 
(~1600 ns) than that in a standard laser probing 
system (~30 ns). The standard laser system 
would provide a twice better accuracy with a 
single 12 J probing pulse for the given 
TEXTOR discharge.  

This looks as an advantage, but a standard 
probing laser has no possibilities for multipulse 
generation like shown in Fig. 1a and dynamic 
measurements presented below. Moreover, all 
measurements in the laser train can be 
averaged for steady state plasma conditions. 
The resulting fourfold reduced errors appear 
even better than those for TS diagnostics with 
a standard laser. The errors for the averaged 
measurements can be seen in Fig. 1b as the 
difference between two close curves within the 
error bars.  

The actual resolution of the electron 
temperature and density variations is ~1.5 
times worse than the measurement accuracy 
because of comparison of close noisy data. So, 
the MPTVTS diagnostics is capable to resolve 
~10-20% temperature and ~5-10% density 
variations in the plasma core of 35 cm radius. 
It should be enough to observe general features 
of fast plasma dynamics in magnetic islands, 
during ELMs and disruptions.  

3. Measurements of fast plasma dynamics 
3.1. Rotating islands 

A large m/n=2/1 island was created and 
locked to the rotating external perturbation 
magnetic field of the Dynamic Ergodic 
Divertor (DED) [3] in TEXTOR. Perturbations 
due to the rotating island are clearly observed 
in the time-space contour plots of electron 
temperature and density (Fig. 2). The 15 laser 
pulses generated at 5 kHz repetition rate cover 
1.5 rotations of the island. Laser pulse times 
are shown in the figures by vertical dash lines. 
The measurement accuracy is high enough to 
distinguish 20% temperature oscillations and 
an island width of ~10 cm is well resolved.  

At deposition of 800 kW of ECRH power 
inside the island, the island was suppressed and 
measurements with the MPTVTS system show 
the disappearance of the islands on the q=2 
surface (see Fig. 3) [3].  
 
 

3.2 ELM dynamics 
Effect of ELMs on limiter H-mode and 

control of ELMs by DED DC current was 
studied in TEXTOR with MPTVTS [4]. Fast 
dynamics of electron temperature and density 
during ELM crash in H-mode is shown in Fig. 
4. Black curve in the figure shows Hα emission 
burst during the ELM in arbitrary units. Saw-
tooth crash happens simultaneously with the 
ELM which is indicated by ECE signal from 
R=1.6 m at the 3rd harmonic of the electron 
cyclotron frequency. The smoothed ECE signal 
in arbitrary units is shown by white curve. Red 
bars indicate times and energies of laser pulses. 
The horizontal red line marks 10 J level for 
these pulses.  

The density perturbations are quite high and 
fast - more than ±50% during 1 ms of the ELM 
and saw-tooth crashes. Noticeable temperature 
variations occur only at the end of the ELM 
burst and saw-tooth crash when two 
symmetrical ‘bat ears’ appear in the density 
plot. They indicate the plasma column with 
hollow density arising for a short time. Note, 
that both density and temperature variations 
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Fig. 4: ELM and saw-tooth crash  
a) electron density and b) temperature  
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are quite symmetrical in z-direction indicating 
strong perturbations of the plasma as a whole.  

Strong ELMs were suppressed by a 
perturbation of magnetic structure at the 
plasma edge by DC current in DED coils [4] 
resulting in fourfold less Hα burst shown in 
Fig. 5 by black curves in the same scale as 
before. The density variations are less than half 
of those in the previous case and temperature 
variations are even hardly detectable.  

Plasma perturbation structure in the 
saturated ELM is completely different from 
that in the crash ELM. There are three 
symmetrical local density hollows of ~5 cm 
size and ~30% deep located at z~±0.1 m. They 
are well synchronized with the loop voltage 
variations shown in arbitrary units by white 
curves. The temperature variations are nearly 
undetectable. Nevertheless, in the density 
hollows, electron temperature is ~ 8% below 
than in the surrounding regions. Fig. 5 could 
indicate a rotating helical structure with hollow 
electron pressure in the TEXTOR plasma. 
Taking into account the Shafranov shift and 
probing beam position, the helical structure 
might be located at the radius of ~0.15 m.  

 

3.3 Plasma disruption 
MPTVTS diagnostics was used also to study 

the mitigation of plasma disruption in 
TEXTOR. Plasma discharge was disrupted by 
a fast injection of Ar gas [5]. The dynamic of 
electron temperature and density is shown in 
Fig. 6. The start of the injection precedes the 
first 1aser pulse by 1 ms. While gas flows in a 
vacuum duct, the temperature and density are 
unchanged. They start changing 
simultaneously with the Hα emission rise 
shown in the figure by the black curve. During 
a short time (~200 μs), plasma decays and the 
discharge comes to a complete thermal quench 
with formation of a hollow plasma which is 
very dense at the edge. Both TS and HCN 
interferometer data show double line average 
density of the hollow plasma in comparison 
with that before the disruption.  

4. Upgrade of the MPTVTS 
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From the presented results one can conclude 
that the MPTVTS diagnostics on TEXTOR is 
capable to measure fast dynamics of electron 
temperature and density in the plasma core at 9 
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mm spatial resolution, at 5 kHz repetition rate 
during ~3 ms time interval and to resolve ~10-
20% temperature and ~5-10% density 
variations in the plasma core.  

More detailed study of fast plasma 
dynamics in TEXTOR with Thomson 
scattering requires to  

1) elongate the measurement interval,  
2) increase the measurement frequency and  
3) improve the measurement accuracy.  
These new challenges can be replied by 

multipass intracavity laser probing [1]. The 
multipass system utilizes a second spherical 
mirror located between the laser and tokamak 
vessel. The beam from the ruby rod is directed 
in plasma and focused in the plasma center by 
a lens. After several passes between the 
spherical mirrors, it is reflected back to the 
laser. So, now two spherical mirrors and rear 
mirror form the laser cavity.  

An application of multipass intracavity 
probing for TEXTOR was studied in [6]. The 
mock up experiment showed that laser can 
pass plasma up to 14 passes in the TEXTOR 
geometry. Correctly designed and tuned 
multipass system provides low light losses 
(<1% per pass) and significant increase of 
probing energy in comparison with the double 
pass system.  

Such a system was recently designed and 
some of its parts are already installed on 
TEXTOR. The multipass system on TEXTOR 
consists of two spherical mirrors of 1900 mm 
curvature radii and 76 mm diameter each. They 
are located ~ by 1900 mm from the plasma 
center. The entrance laser beam is focused in 
plasma by a lens of 2500 mm focus length.  

The layouts of 8- and 14-pass systems are 
presented in Fig. 7. The laser beam paths in the 
systems are shown by straight red lines. The 
beam enters the plasma from the upper left 
corner and turns back from reflection points 
marked by two small opposite directed arrows. 
The caustic edges of the input beam are 
illustrated by dash orange curves. The beam 
caustic of the double pass system is shown by 
the dot blue curves for comparison.  

When tuned correctly, the system keeps the 
caustic and beam waist from pass to pass in the 
compact plasma region shown in Fig. 7 by 
hatched green rectangles. The dimensions of 
the region are 900 mm high and 15 mm width. 
The deepness of the region changes from <2 
mm in the center to 4 mm at the edge 
according to the beam caustic size.  

Scattered light is collected from this region 
along the line of sight shown in the figure. The 
horizontal expansion of the laser beam fan 
results in some deterioration of the spatial 
resolution of the diagnostics. It does not 
depend much on the number of passes and 
takes place mostly at the plasma edges, 
expanding from 9 to 15 mm. But the 9 mm 
spatial resolution is not achievable for the 
present double pass system because of low 
scattering signals at the edge (see Fig. 1). In 

2 4 6 8 10 12 14
0

20

40

60

80

0.0

0.5

1.0

1.5

2.0 τ, μsE, J

N passes

Probing energy
Pulse duration

Fig. 8: Laser probing energy and pulse duration versus 
the number of passes  

-30 -25 -20 -15 -10 -5 0 5 10

-2000

-1000

0

1000

2000

3000

-30 -20 -10 0 10 20 30

-2000

-1000

0

1000

2000

3000

Mirror 2

Mirror 1

z,
 m

m

8-pass 
probing system

line of sight

 x, mm

Mirror 2

Mirror 1

z,
 m

m

14-pass
probing system

line of sight

Fig. 7: Beam path in 8 and 14 pass systems 

120



practice, several spatial channels have to be 
binned together to get acceptable measurement 
errors at the edge. So, the multipass system is 
expected to keep and even to improve the 
spatial resolution of MPTVTS diagnostics on 
TEXTOR.  

An important point to discuss is an 
elongation of the laser pulses because of a 
longer traveling time in the multipass laser 
cavity. The expected elongation of laser pulses 
as well as the probing energy increase with the 
number of passes is shown in Fig. 8. The data 
were calculated assuming 1.6% light losses per 
pass.  

For the present double pass system, average 
probing energy is 12 J, and pulse duration at 
FWHM is 1.35 μs. For four pass system on 
TEXTOR the pulse is shorter because the first 
spherical mirror was moved closer to the 
vessel by 2 m during the upgrade 
reconstruction. Thus, up to 8 passes the 
probing laser system on TEXTOR is expected 
to generate pulses of the same duration as the 
double pass does, but with the probing energy 
up to 3.5 times higher. The system with a more 
than 8 passes delivers more probing energy 
with a little bit longer pulse duration and looks 
also attractive.  

The system can be easily switched between 
multipass and double pass by tuning the 
spherical mirror 1.  

The statistical errors for 10 pass probing 
system are expected to be ~3-5% for core 
temperature and 1-3% for core density at 
ne=2.5*1019 m-3 and at the same level of 
pumping the laser. This certainly would allow 
more detailed study of fast plasma dynamics.  

The multipass probing expands also the 
capabilities of the MPTVTS diagnostics to 
measure dynamics for a longer time interval at 
a higher repetition rate. The maximum laser 
train duration was designed to be 9 ms. The 
maximum pulse repetition rate is 10 kHz and 
restricted by the frame rate of the CMOS 
cameras used.  

The laser operation at these maximal 
parameters with the double pass intracavity 
system is possible only at a lower pumping 
level in order to reduce the thermal shock in 
the laser active media. But, lower laser pulse 
energy results in an unacceptable decrease of 
the diagnostic sensitivity.  

The upgraded system will allow laser 
operation at a reduced pumping because of the 
gain of the scattered energy in the multipass 
system. One could expect the operation of the 
MPTVTS diagnostics with the laser multipass 
intracavity system at the designed maximum 
capabilities.  
5. Conclusion 

The MPTVTS diagnostics on TEXTOR 
based on the double pulse intracavity laser 
probing system is capable to measure fast 
evolution of electron temperature and density 
at 5 kHz repetition rate during ~3 ms time 
interval and ~10% accuracy.  

The diagnostics has proved this capability in 
a number of experiments with fast plasma 
dynamics like rotating islands, ELMs and 
plasma disruption.  

The coming diagnostics upgrade with 
multipass intracavity laser probing system is 
expected to increase the diagnostic accuracy by 
a factor of 2. The upgrade also extends the 
diagnostic capabilities to a higher repetition 
rate and time interval of the measurements.  
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The design of the core LIDAR system for ITER where temperatures up to 40keV are expected provides 

several challenges. These are related to issues such as neutron control, mirror degradation due to long 

pulse lengths, high temperatures giving broad scattered spectra, required reliability and optics 

accessibility. These interacting challenges are being addressed in an integrated way. Where possible, 

redundancy is being employed as a way of minimising or mitigating risk in the system design. These 

factors demand several iterations of the design to find a solution that can be deployed to ITER and will 

work reliably. A study of some of the key components of the system is presented below. 

  

 

1 Outline Core LIDAR scheme 

The basic design of the core LIDAR system is 

described in [1,2,3,4,5]. An outline scheme for the 

collection optics is shown in Figure 1. In the case 

shown, the laser beam is injected through a hole in 

the first light collection mirror. This has the key 

advantage of separating the requirements for high 

power handling of the laser mirror from wide 

spectral bandwidth for the collection mirror, at the 

expense of a small hole in the collection mirror. The 

scattered light is relayed through a labyrinth to the 

vacuum window at the rear of the port plug. The 

etendue of the system will reduce with distance 

across the tokamak, with the minimum light being 

collected at the inner wall. The system indicated in 

Figure 1 has a variation of f-numbers from ~f/6 at 

the outboard side to ~f/17 at the inner wall. This is 

compatible with collecting the light scattered from 

the whole cross-section of the laser beam onto a 

single detector of diameter typical of available 

detectors (around 18mm diameter at f/0.7) although 

a twin detector approach (approximately 11-14 mm 

diameter each) for each spectral channel may be 

useful to reduce background light and allow the use 

of higher speed detectors. First and second harmonic 

NdYAG are presently considered as the main 

candidates for the lasers, although TiS is also being 

analysed.  

2 Performance analysis and relation to 

detector requirements  

The expected performance of the LIDAR system is 

shown in Figure 2 for a range of different potential 

laser options. In this case, the electron density is 

3x10
19
m

-3
, Zeff=2 with background enhancement 

over bremsstrahlung assumed to be a factor two. The 

cut-off wavelength for the collection system is taken 

as 380nm except where shown. The transmission of 

the laser to the target is estimated at 50% and the 

collection of the light from the target 11%. The 

efficiency of the detectors is set at a constant value 

of 3% at wavelengths below 550nm and a constant 

value of 4% above this value. An 18mm detector 

area is assumed and the collection f-number is 0.7 at 

this point. The scattering volume is taken to be a 

cylinder ~7cm long and the radius is set by the 

optics (i.e. the detailed de-convolution of the laser 

and detector pulse shapes is not included in this 

simulation). The energy for the 532nm laser was set 

at 50% of the 1064nm laser, in line with easily 

achievable second harmonic conversion efficiencies. 

The fractional error represents 1 standard deviation 

based on photon statistics (scattered + background). 

To simulate the effect of extending the wavelength 

region, one TiS case has an extended collection 

wavelength, down to 300nm[6].  

A multi-laser system to measure the core 

temperatures to better than 10% appears feasible 

with present technology assuming the laser 

specification can be met.  

 

 
Figure 1: Outline schematic of the port plug area LIDAR 

design for ITER. 
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3 Lasers 

The measurement requirements for the system and 

studies as in the earlier section (which include 

assumptions about the detector quantum efficiency 

and optical throughput etc) lead to the following 

approximate specification/performance goals for the 

laser(s): 

 

 

 

 
Energy ~5J 

Pulse length ~250ps (compromise between power 

density and spatial resolution). It is 

important that there are no leading 

edges on the laser pulse entering the 

ITER port plug (i.e. regions seen by 

the collection optics) before the main 

pulse.  

Rep rate 100Hz for the complete system (could 

and probably should be more than one 

laser) – lasers above ~15Hz are 

therefore relevant. 

Spectral width The relative power should drop by 

~10
7
-10

8
 by ~1nm from the line centre 

if Raman scattering in N2 gas is to be 

used for calibration. For the LIDAR 

measurement itself, the relative power 

should be down to about 10
-8
 @5nm 

from the line centre. These numbers 

depend on achievable stray light levels. 

Wavelength 800nm or higher to allow the highest 

temperatures to be measurable (using 

strongly blue-shifted backscattered 

light). Two wavelengths might be 

needed which could be ~500-850nm 

and ~800 - 1060nm. 

Other 

requirements 

There will be control and 

instrumentation standards to meet and 

other interfaces. Pointing stability (25-

50microrad) and other beam properties 

are not expected to be major 

challenges.  

Operational 

duty cycle 

Periods of ~1hr, several times/day, 7 

days a week for months at a time (this 

could evolve depending on ITER 

operating regime). Overall lifetime of 

ITER is presently ~4600 hours of 

operation.  

 

 

 

 

The options for realisable lasers with high energy 

and short pulse (<300ps) are relatively limited. 

Achieving all the specifications of energy, pulse 

width and pulse repetition rate simultaneously is not 

possible with currently available technology. 

Repetition rates in the 10 to 20 Hz region are 

feasible and the ITER specification may be achieved 

by utilising multiple lasers. Three laser media have 

been considered in some detail: NdYAG, TiS and 

ruby. A brief examination of a diode pumped 

NdYLF system has also been carried out. Other 

materials do not at present seem attractive – e.g. 

NdGlass is not suited to high repetition rate due to 

poor thermal conductivity.  

 

The flash-lamp replacement time can be estimated as 

follows. Assuming a lifetime of around 20million 

flashes, a 20Hz laser would need replacing every 

~300hours. In principle, changing the flashlamps is a 

relatively straightforward job in most modern lasers. 

No re-alignment is usually necessary, and use of 

multiple lasers makes such maintenance much 

easier.  

 

An issue that will be of great importance for ITER is 

laser source redundancy and this is critical in any 

complex laser system. Generally, it is expected that 

more than one laser of each colour will be used to 

reduce the chances of losing all data during an ITER 

pulse. To achieve the ITER specification, several 

lasers would need to be used [1] along the lines 

demonstrated on existing tokamaks in [7,8,9,10].  

 

 

 

 

Figure 2:  Typical error estimates expected for core (centre) 

measurements. The blue 1064nm curve omits detectors above 

850nm, unlike the green 1064nm curve. 
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4 Detectors 

Based on the analysis of the specification of the 

system and work carried out previously, an 

indicative detector performance specification is 

given below. 

 
Time response ~200-250ps response or less, to allow 

accurate unfolding of a LIDAR pulse 

~15ns long. Adjacent laser pulses 

could be ~1µs apart. The units should 

be gateable in ~2-5ns (on and off) – 

“off” means gain drops by say 10
6
 to 

block the flash from the back wall of 

the torus 

Spectral 

response 

Overall ~250nm - ~1060 nm 

(depending on laser) using several 

detectors. Bandwidth can be modest 

(should be ~100nm to allow enough 

photons in each band of the filter-

based spectrometer, but some 

flexibility). At present the 850-

1060nm region is challenging. 

Physical 

dimensions 

~20mm diameter for single 

detector/spectral channel, or ~11-

14mm diameter if split image field.  

Quantum 

efficiency 

EQE of 6-10% is the present target 

(EQE=QE*fraction of used 

photoelectrons or EQE=QE/NF
2
) 

where NF is Noise Factor 

Linearity A key specification – non-linearity 

needs to be small and known. 

Stability/drift Negligible drift during an ITER pulse, 

with high stability of EQE 

Lifetime Several years in operation 

Other issues Radiation tolerance is not expected to 

be an issue as detectors will be remote. 

  

 

 

 

The detectors used in the present LIDAR system on 

JET[11,12] are based on the micro-channel plate 

photomultiplier. The main detection is done by a 

photocathode and the subsequent electrons generated 

are accelerated through micro-channel pores and the 

amplified signal is collected at the output anode. 

Present relevant photocathodes are S20 (multi-

alkali), gallium-arsenide and gallium-arsenide-

phosphate. The response of the complete system is 

set by a combination of the type of photo-cathode, 

the size of the detector, the detailed structure of the 

MCP-anode unit and the electrical coupling. These 

three photocathodes cover the wavelength range 

from ~300nm to ~850nm. The S20 efficiently covers 

the range up to 480nm. The GaAsP covers the next 

range up to approximately 750nm with relatively 

good sensitivity and the GaAs covers the range from 

500nm to around 850nm but with slightly less 

sensitivity than the GaAsP.  

 

To be able to use a Nd:YAG laser as the main laser 

for ITER core LIDAR would require a detector with 

good sensitivity in the range 850nm to over 1060nm. 

There are detectors in this area but as a general rule 

they are not fast or sensitive enough. Reports of 

detectors with reasonable sensitivity in this area can 

be found [1]. “Reasonable sensitivity” means that it 

is within a factor of approximately 2 to 3 of the 

performance at lower wavelengths. More work is 

being undertaken in this area to determine what 

improvements are feasible. Detectors other than 

MCP-PMTs are also being considered. 

 

It is possible right now to get a detector with full 

width half maximum multi-photon response times 

below 200ps which is manufactured using the S20 

photocathodes [13]. (Multi-photon response times 

are important because transit-time-spread (TTS) can 

significantly increase the response time of the 

system). These times should be compared to the 

times of approximately 250ps required for the ITER 

core LIDAR laser. Suppliers of the compound 

 Detector Response function convolved with Laser function (Space Domain)
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Figure 3: Response of an 11mm (gridless) detector convolved with laser response time of FWHM of 300ps.  
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semiconductors are presently quoting Full-Width-

Half-Maximum (FWHM) response times in the 

region of ~300ps for GaAsP (see Figure 3 which 

shows an example of a detector that shows a 

combined response FWHM equivalent to ~70mm) 

and ~350ps for GaAs. It is not clear how much these 

response times are governed by the photocathodes 

and how much by the overall design of the system. 

Improvements in speed and efficiency of the 250-

800nm detectors are quite slow. As noted above, the 

development of a high efficiency detector in the 

800-1050nm region would be a great benefit. One 

concern is that at these wavelengths, the detection 

layer may be thicker and hence slow.  

5 Conclusions 

The
 
maximum temperature expected in ITER is in 

the region of
 
40 keV and the minimum average 

density of approximately 3×10
19
 m

–3
. The proven 

reliability of the LIDAR concept in large tokamaks 

has been successfully demonstrated. Key items in 

the design of the core LIDAR system have been 

outlined. Transfer of the technology to the next step 

device, ITER brings new challenges, as it does for 

most diagnostics being prepared for this device. This 

paper has addressed some of the key topics in this 

area. In particular, an investigation of the laser and 

detector options has been undertaken.  
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high power CO2 laser 
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High power and high repetition CO2 laser has been developed for collective Thomson scattering 

(CTS) diagnostic to establish a diagnostic method of confined a-particles in burning plasmas.  Pulse 

energy of 17 J at a repetition rate of 15 Hz has been achieved in a single-mode operation. This result 

gives a prospect for the CTS diagnostic on International Thermonuclear Experimental Reactor (ITER), 

which requires energy of 20 J with repetition rate of 40 Hz. The laser injection test into the vacuum 

vessel of the JT-60U tokamak has been carried out to check the electric noise and stray signals of the 

receiver system using the new CO2 laser without plasma. As a result, electrical noise has been 

decreased, however, stray signal due to multimode oscillation has been observed in about 30% of the 

pulses and a further improvement of the laser is needed. 

 
1. Introduction 

A diagnostic of confined fusion-generated 
-particles is a one of the key issues of burning 

plasma diagnostics to understand their 
contribution to plasma heating and influence on 
plasma instabilities.  However, an effective and 
reliable measurement method has not yet been 
established. In International Thermonuclear 
Experimental Reactor (ITER), measurement of 
velocity and spatial distributions of confined 

-particles requires temporal resolution of 0.1 s 
and spatial resolution of 10 % of the plasma 
minor radius.  

A collective Thomson scattering (CTS) 
diagnostic is a very attractive method to measure 

-particles in burning plasmas. The CTS 
diagnostic for the measurement of -particles is 
being developed using and carbon dioxide (CO2) 
lasers [1-7] and gyrotrons[8-9]. The CTS 
diagnostic based on the CO2 laser (wavelength 
10.6μm) has an advantage of negligible plasma 
refraction, which enables to simplify the tracking 
of the scattered radiation.  

Key issue of the CO2 laser CTS diagnostic is 
the development of high-power and 
high-repetition laser. Laser energy of 20 J with 40 
Hz is needed, which has been estimated from 
expected scattered spectra of the CTS diagnostic 
on ITER to obtain a signal-to-noise ratio (S/N) 
larger than 10 with a time resolution of 0.1 s. The 
estimation assumes that fusion alpha density is 
1x10

18
m

-3
 and -particles have a classical slowing 

down distribution.  
The target of energy per pulse and repetition 

rate of the CO2 laser is indicated in Fig. 1. 
Repetitive CO2 lasers available for industries or 
laboratories are plotted in the figure. Previous 

CO2 laser system (15 J, 0.5 Hz) [3-5] developed 
by Oak Ridge National Laboratory (ORNL) for 
JT-60U is also plotted in the figure. For the CO2 
laser CTS diagnostic, laser light of 
single-transverse-mode and single-longitudinal 
mode is needed to measure Doppler broadened 
spectra of laser light scattered by plasmas.  

Since there is no laser available which meets 
requirement for CTS diagnostic on ITER at 
present, a high-energy and high-repetition laser 
has been developed. The new laser was designed 
based on an industrial Transversely Excited 
Atmospheric (TEA) CO2 laser. 

The target values of the TEA CO2 laser are 
output energy of 20 J and repetition rate of 20Hz 
with single- transverse and single-
longitudinal- mode. Combination of two lasers 
will generate energy of 20 J with 40 Hz and is 
expected to provide a good S/N ratio for the CTS 
diagnostic on ITER. 

This article gives a description of the 
development of the new TEA CO2 laser for the 
CTS diagnostic. 

 
 Fig. 1:Progress of the energy and the repetition rate of CO2 

laser for -particle diagnostic. Output energy of 17J at a 

repetition rate of 15 Hz has been obtained. The new laser 
was designed based on the industrial laser SEL4000. 
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Fig. 3: (a) Photograph of the high-repetition TEA 
CO2 laser developed for collective Thomson 
scattering diagnostic. (b) Inside of the discharge 
tube. 

 

 

2. Pulsed CO2 laser 
2.1 Development of the laser 

The new laser has been designed and 
fabricated based on the industrial TEA CO2 laser, 
SEL4000 (SHIBUYA KOGYO CO., LTD. [10]) 
which has the output energy of 3.5 J at the 
repetition rate of 20 Hz. The output beam shape 
is 27-mm wide  24-mm height. The discharge 
unit of the laser consists of a pair of discharge 
electrodes, pre-ionization electrodes, and a heat 
exchanger. In order to increase the output energy, 
six discharge units were combined in series to a 
cavity of the new laser as shown in Fig. 2(a). 
Three high-voltage power sources were used in 
the laser. A power source supplies to two 
discharge units as shown in Fig. 2(b). The 
discharge voltage for excitation of the laser gas 

was increased from 30 kV to 35 kV to increase 
electric stored energy from the original laser.  
Electric insulating of the power supply and 
electrodes was reinforced to increase the voltage. 
Photograph of the newly developed CO2 laser is 
shown in Fig. 3. The size of the casing is 5.3-m 
length  1.9-m height  1.1-m wide and the 
cavity length is 4.35 m. The beam size was 
changed to a circular with the diameter of 4 cm in 
order to enlarge the excitation volume. Adjacent 
electrodes are rotated 45 deg. to make circular 
beam.  

In a high-repetition TEA CO2 laser, the O2 
formation in the mixture gas induces an arc 
discharge. High repetitive discharge is stabilized 
by adding CO and H2 gases. Then the 
constituents of the mixture laser gas are CO2 
(8 %), N2 (8 %), CO (4 %), H2 (0.3 %), and He 
(balance). The laser gas heated by discharges is 
cooled by the heat exchangers in the chamber. 
The gas pressure in the chamber is 3 % higher 
than the atmospheric pressure and the gas input 
rate to the chamber is about 10 liters per hour to 
avoid arc discharges at the electrodes.  

 

2.2. Stable resonator (multimode operation) 

The laser was initially operated with stable 
resonator as shown in Fig. 4 (a) to test the 
performance of gas cooling, power supply, 
deterioration of laser gas, and high voltage
insulation. The stable resonator consists of a zinc 
selenide (ZnSe) flat window with reflectivity of 
70 % and a concave copper rear mirror. The 
energy of the laser was measured by a thermopile 
sensor or a pyro electric sensor. The laser energy 
is measured after reflection to a ZnSe beam 
splitter calibrated using a low power CO2. 

In the multimode operation, the energy 
storage capacitors of 90 nF or 45 nF were used in 
the discharge circuit shown in Fig. 2(b). 

 

 
Fig. 2: (a) Schematic view of the CO2 laser. Six 
discharge units are combined in series to obtain high 
energy. (b)Electric circuit of the power supply of the 
laser. 

Fig. 4: Schematic view of (a) stable resonator and (b) 
unstable resonator of the TEA CO2 laser. 
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Maximum energy of 36 J was obtained in single 
shot operation with the capacitor of 90 nF. An arc 
discharge was induced around the electrodes with 
repetition rate of 10 Hz when the capacitor of 90 
nF was used. Therefore, tests were carried out 
with 45 nF not to damage the electrodes and 
power supplies. Output energy of 18 J at 
repetition rate of 10 Hz has been achieved with 
the capacitor of 45 nF. Conversion efficiency 
defined by a ratio of the output laser energy to 
the stored energy in the capacitor is 11 %. 

 

2.3 Unstable resonator (single mode operation) 
After the test on the stable resonator, the 

laser was modified to an unstable resonator as 
shown in Fig. 4 (b) to obtain a single-transverse 
mode. Continuous wave (cw) CO2 laser power of 
11 W  is injected into the TEA laser cavity 
through a 3 mm hole concave mirror with 14.7 m 
radius of curvature to obtain single longitudinal 
mode. A front mirror is a convex mirror of 16 
mm diameter with 6 m radius of curvature 

Figure 5 shows waveforms of the output 
power of the TEA laser measured with Ge photon 
drag detector. The waveforms are shown for the 
case with and without the seed laser.  Without 
seed laser injection, multiple-longitudinal modes 
are observed. The oscillation frequency of 34 
MHz corresponds to the longitudinal mode 
frequency f = c/(2 Lcacity), where c is light speed 
and Lcacity is cavity length.  If the seed laser was 
injected, lasing occurred faster than without 
injection and multiple-longitudinal mode was 
drastically reduced. 

Output energy of 17 J at the repetition rate of 
15 Hz with single-mode output has been achieved 
with the capacitor of 60 nF. The electrodes and 
the heat exchangers were designed to have a 
capability of 30-Hz operation. At the present, the 
laser is operated at a repetition rate of 15 Hz 
since one power source supply to two discharge 
units as shown in Fig. 2(b) 

 

3. Application of the CO2 laser to JT-60U CTS 

diagnostic 

3.1 CTS System in JT-60U 

In order to demonstrate the feasibility of 
CTS technique, the CTS diagnostic system has 
been installed in the JT-60U tokamak. A 
schematic diagram of the CTS diagnostic system 
is shown in Fig. 6. Scattering angle must be 
small (  = 0.5 deg.) in order to obtain larger 
contribution from ions than electrons. An 
absorption cell with hot CO2 gas is used as a 
stray light notch filter. The bandwidth of the 
absorption is less than 500 MHz, and the 
attenuation is larger than 10-6 at a wavelength of 
10.6μm. Scattered laser power is detected by a 
heterodyne receiver with a CW CO2 laser as a 
local oscillator. Frequency spectrum of output 
signal from quantum-well infrared photodetector 
(QWIP) is analyzed by a filter bank (0.4 - 4.5 
GHz) with six channels. 

 

3.2 Data processing system 

In the previous system [3, 5], the output 
signals were digitized by a CAMAC system in 
every 2 s. Since the repetition rate of the CO2 
laser increased to 15 Hz from 0.5 Hz, a new fast 
data processing system has been developed using 
a Windows XP based digital oscilloscope, 
LeCroy WaveRunner 44Xi (WR44Xi). 
Specification of the WaveRunner 44Xi is as 
follows: bandwidth 400 MHz, sampling time 5 
GS/s, number of channels 4, vertical resolution 8 
bit, memory 12M words/ch, sequential data 
acquisition 1.25M waveforms/s in each channels.  

Data acquisition, analysis, and storage of the 
CTS system are carried out using the two 
oscilloscopes as shown in Fig. 7. The memory is 
divided into 1000, and waveforms are collected 
at 15 Hz into the divided memory during 60 s. 
Data is analyzed and then stored in the hard disk 
on the oscilloscope temporally. Raw data and 
analyzed data can be shown in the display. Then 

 
Fig. 5: Waveform of the laser power with and without 

seed laser injection. 

 
 
Fig. 6: The collective Thomson scattering diagnostic 
system on JT-60U. 
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the data is transferred to the hard disk via 
Ethernet and detailed analysis is performed with 
a computer. 

 

3.3 Test injection of the laser into the JT-60U 

tokamak 
The laser injection test into the vacuum 

vessel of the JT-60U tokamak has been carried 
out to check the electric noise and stray signals of 

the receiver system using the new CO2 laser 
without plasma. Figure 8 shows an example of 
the waveforms of the laser power monitor and 
output of the filter bank. Electrical noise 
originated from discharges of the TEA laser was 
a serious problem in the previous laser system[5]. 
The pulse laser discharge fired about 1μs before 
the lasing occurs for excitation of the laser gas. 
Large electric noise was generated from the 
initiation of the discharge in the previous system. 
Laser tube of the previous system was made of 
glass and the electric noise was emitted through 
the tube. In the new laser system, laser tube is 
made of stainless steel and the casing of the laser 
is also carefully shielded to prevent electric noise 
radiation. Electrical noise in the output of the 
filter-bank has been clearly reduced. 

In the figure of t = 4.6, 5.0 and 5.6 s, a stray 
signal was observed. The stray signal was 
generated by degenerated components of the 
laser frequency. The stray signal could not be 
attenuated by the stray light filter 
(bandwidth~500MHz). At present, about 30 % of 
the laser pulses cause stray signals and about 
70% of the laser pulses do not generate the stray 
signal. It is necessary to improve the percentage 

of the laser pulses without stray signal. To 
improve purity of the spectrum, Faraday isolator 
will be installed between the seed laser and the 
TEA laser. 

 

4. Summary 

High-repetition and high-power CO2 TEA 
laser has been developed for the -particle 
diagnostic in burning plasmas. Output energy of 
17 J at the repetition rate of 15 Hz with 
single-mode output has been achieved for the 
CTS diagnostic. This result gives a prospect for 
the CTS diagnostic on ITER. 

Scattered signal from the JT-60U plasma has 
not been identified during two weeks experiment 
in 2006 using the new laser. To improve purity of 
the spectrum of the laser, Faraday isolator will be 
installed between the seed laser and the TEA 
laser. Experiment in JT-60U will be carried out 
after the modification of the laser system.  
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Fig. 7: Data processing system using the digital 
oscilloscope WaveRunner 44Xi.  

 
Fig. 8: Waveform of CO2 laser power monitor, Plaser, 
and output of the filter-bank (1ch 0.4 -0.7 GHz), Iscat. 
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The COMPASS tokamak is being re-installed to IPP Prague from Culham in U.K. Within an 

innovation, new diagnostics will be constructed, including a High Resolution Thomson Scattering 

System measuring both electron temperature (Te) and electron density (ne) profiles. A scientific 

programme of the COMPASS tokamak is focused on pedestal studies, thus the main stress will be 

laid on the edge part of the system. 

 

1. Introduction  

Thomson scattering (TS) is a powerful diagnostic 

measuring both electron temperature (Te) and 

electron density (ne) profiles. A disadvantage of 

the TS diagnostic is its construction 

demandingness due to a low scattering 

cross-section thus the most powerful lasers and 

extremely sensitive detectors must be used. A 

new TS system is being built for the COMPASS 

tokamak, which is being re-installed to IPP 

Prague from Culham in Great Britain. 

The COMPASS tokamak [1] (COMPact 

ASSembly) is a divertor tokamak with a clear 

H-mode and ITER- relevant geometry (R=0.56 m, 

a=0.23 x 0.38 m, Ip=200-400 kA, Btor=1.2-2.1 T 

and pulse length up to 1 s). COMPASS is 

equipped with a unique set of copper saddle coils 

for resonant perturbation techniques. 

ITER-relevant plasma conditions will be 

achieved by an installation of two neutral beam 

injection (NBI) systems with total power of 2 x 

300 kW, and a re-deployment of the lower hybrid 

heating (LHH) system with total power of 400 

kW. For diagnostics, 60 ports are available. 

The scientific programme proposed for the 

COMPASS tokamak will benefit from these 

unique features and it consists of two main 

scientific projects, both highly relevant to ITER: 

Edge plasma physics (H-mode studies, 

Plasma-wall interaction) and Wave-plasma 

interaction studies (e.g., Parasitic lower hybrid 

wave absorption in front of the antenna, Lower 

hybrid wave coupling in detached plasmas) [1]. 

A new HRTS system is supposed to contribute 

to this scientific programme by detailed 

measurements of both electron temperature and 

density radial profiles. 

 

2. Thomson Scattering Systems 

Thomson scattering [2] is a scattering of light 

on electrons in plasma. A coherent light from a 

monochromatic laser beam is led through the 

plasma and is scattered by free electrons. 

Because of the thermal motion, the scattered 

light is Doppler-shifted. If the electron velocity 

distribution is Maxwellian, the scattered 

spectrum has a Gaussian profile. From its width, 

the electron temperature can be determined. 

From the total intensity of the measured light, the 

electron density can be determined. 

Due to a very low cross-section of Thomson 

scattering, a high-power laser and an extremely 

sensitive detection system is required. Also, stray 

light and light emitted by plasma itself as well as 

the noise of the detector is of the essential 

problems of this diagnostics. To minimize these 

effects, pulse lasers are used with the pulse 

length around 10-20 ns and the detection system 

is open just for this short time. 

As a source of the primary light, two kinds of 

laser systems are commonly used: ruby laser and 

Nd-YAG laser. Ruby laser (λ=694.3 nm) has a 

sufficient energy, however it does not enable a 

sufficient repetition rate. Nd-YAG (or Nd-glass) 

lasers enable the repetition rate giving enough 

energy, and can be run either at the first 

harmonic in the near infra-red (NIR) region 

(λ=1064 nm) or at the second harmonic, green 

(λ=532 nm). For our new system, we are 

considering these two frequencies. 

The scattered light from each observed spatial 

element must be collected and separated into 

different wavelength bands. This is realized by 

two basic types of the detection systems [1]: a 

spectrometer with a 2-D CCD/CMOS camera or 

a cascade of spectral filters with avalanched 
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photodiodes (APD). Usage of these systems 

depends mainly on the wavelength of the 

detected light. 

 

2. HRTS for the COMPASS tokamak 

Te and ne profiles will be measured along a 

vertical chord as shown in Fig. 1. The whole 

chord is too long to be seen by only one 

collecting optics, i.e. a solid angle is too big. 

Thus, two detection systems will be built: one for 

the core and another one for the edge plasma. A 

spatial resolution of 3 mm at the pedestal region 

of 18 cm width, derived from the scientific 

programme demands, gives 60 spatial channels 

of the edge system. For the core, only 10 mm of 

spatial resolution is required along 400 mm, 

which gives 40 spatial channels. The time 

resolution (repetition rate of the laser pulses) will 

be 20-30 Hz.  

Since the scientific programme is focused on 

the studies of pedestal plasma, first the edge 

detection system will be built, contrary to a 

typical situation, when an experience with a core 

TS helps much to estimate needed parameters of 

an edge system. Expected plasma parameters are 

10×10
19

 m
-3

 to 1×10
19

 m
-3

 for the ne, and 1 keV to 

20-40 eV for the Te in the central and edge parts 

of this system, respectively. 

The challenging parameters required for 

HRTS on the COMPASS tokamak make us to 

touch possibilities of today's technology of both 

laser and detection systems. High spatial 

resolution implies small scattering volumes and 

consequently a small number of detected photons. 

Especially in the wavelength channels far from 

the laser wavelength, the number of detected 

photons may be comparable with the noise. 

Further, due to steep gradients of Te and ne in the 

pedestal region (see Fig. 2), a high dynamic 

range of the detection system is required. 

 

3. Possibilities for COMPASS 

To estimate sufficient laser energy and to choose 

a suitable kind of detection system, the ratio of 

the scattered photons to the plasma background 

photons (R) was calculated. For the same energy 

of the laser pulse, R is about eight times lower 

for the second harmonic frequency. This is 

caused by: (i) efficiency of the conversion to the 

second harmonic frequency (about 50%), (ii) 

twice lower background (from bremsstrahlung) 

and (iii) the fact that since the photons have a 

half of the energy, the number of them is double. 

Moreover, there are strong spectral lines emitted 

by the plasma and impurities in the visible 

region.  

Due to these reasons, it seems to be better to 

choose the first harmonic frequency. In order to 

estimate a real difference between the systems, 

the efficiency of the detectors must be included. 

Main factors spoiling the ratio R are: quantum 

efficiency of the detectors and the time duration 

for which the detector is open. 

Above mentioned considerations are charted 

in Fig. 3. A laser with a power of 10 J at the first 

harmonic frequency or 5 J at the second one and 

the pulse length of 15 ns was taken as a 

"reference" laser system. Value R=50 for the 

Fig. 1 : Layout of the TS system for the COMPASS 
tokamak. 

 
Fig. 2 : Expected profiles of electron temperature and 
density. Data originate in previous measurements at 
Culham. 
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second harmonic was obtained from real 

experimental data from the T-10 tokamak at the 

Kurchatov Institute in Moscow, recalculated for 

the conditions of tokamak COMPASS. For all 

the possible detection systems, the ratio R was 

evaluated. 

Standard TS systems work with detection 

options A and D (Fig. 3): APDs in NIR region or 

ICCD in green visible region. However, the 

parameters required for the COMPASS edge 

detection system are challenging and touch the 

limits of possibilities of these systems. In order 

to improve the parameters, we have carried out a 

large trade survey, looking for new technologies. 

For the second harmonic frequency, we have 

found a CCD camera [3], which can be gated for 

100 ns (item E in Fig. 3). Due to a high noise 

coming from plasma, this time interval is still too 

long and the ratio R is consequently only 8. In 

this region, a standard system using an intensifier 

for gating is more suitable. This ICCD (item D in 

Fig. 3) can be gated for 15 ns, giving R=50.  

For the first harmonic frequency, the situation 

is much more interesting. Until now, only APD 

systems were constructed due to missing fast 

cameras with a reasonable quantum efficiency in 

the NIR region. Now, an intensified CMOS 

camera equipped with an InGaAs photocathode 

[4] appeared on the market, which enables gating 

of 150 ns (item B in Fig. 3). This system would 

give the ratio R=43. Another possibility is, as in 

the case of the second harmonic, using a NIR 

camera and an intensifier (item C in Fig. 3) with 

gating 15 ns. For this system, the ratio R would 

be 400, which is the highest possible value. 

Unfortunately, the most advanced intensifiers 

available now have such poor quantum efficiency, 

that they would completely spoil the signal. The 

standard APD-based system gives the ratio 

R=130 (item A in Fig. 3). 

If we exclude systems C and E, we have a 

choice of using the green laser combined with an 

ICCD, or the NIR laser combined with APDs or 

a CMOS camera. What are their characteristics? 

The ICCD system in the green region is a 

standard compact system but for the edge plasma, 

the calculations show possible problems with 

noise. Pushing up the power of the laser can 

solve it but it significantly increases a price of 

the laser and approaches its power limit. This 

kind of system can be used for both edge and 

core plasmas. 

The APD system in NIR region is also 

standard, however very complex. The dynamic 

range is poor and the number of spectral filters is 

limited. In order to reduce the number of 

detectors, three optical fibres from three spatial 

points can be joined using delay lines [5]. The 

time duration of the detection opening is thus 

larger; on the other hand, this system enables a 

very efficient subtraction of the background 

since the photodiodes work in a continuous 

regime. This system can also be used for both 

edge and core plasmas. 

The CMOS camera in the NIR region is a 

tempting option. It has the advantages of both 

previous systems: it is compact, it has a high 

dynamic range and the plasma background is low. 

However, the camera has a disadvantage: the 

detection chip is too small (6 mm x 7 mm) to 

project the chord without losses of light. If we 

accept the cutting off the part of the collected 

light, the efficiency drops at least by a factor of 

two. Because of this reason, the detector is not 

suitable for the edge system, but can be 

successfully used for the core, where the density 

is higher. 

The power of the laser can be effectively 

increased using a multi-pass system. The laser 

beam is injected into the tokamak chamber, 

where is reflected back and forth by several 

mirrors. The detector is opened for a slightly 

longer period; during this time, the laser beam 

crosses the chamber several times. This 

settlement can increase the TS signal but in the 

simplest configuration with non-gated reflection 

elements, it spoils either the spatial resolution or 

focalisation of the detected light. The mirrors are 

exposed to plasma and sputtered. 

 
Fig. 3 : Schema of possible detection systems with 
calculated ratio R. 
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4. Conclusions 

For TS experiments on the COMPASS tokamak, 

several different systems are considered and 

relevant parameters were calculated for both 

edge as well as core plasma. Possibilities of the 

edge detection system realization were found 

dues to a large trade survey looking for new 

technologies.  

With regards to the required measured range 

of electron temperature (1 keV to 20-40 eV in the 

central and edge parts, respectively) and density 

(10×10
19

 m
-3

 to 1×10
19

 m
-3

), two possibilities 

were chosen as the most suitable: a use of the 

Nd-YAG laser at the second harmonic frequency 

and the Littrow spectrometer with the ICCD 

camera, or a use of this laser at the first harmonic 

frequency and the Littrow spectrometer with the 

CMOS camera for the core, and the spectral 

filters with APDs for the edge. A multi-pass 

system can be taken into account in order to 

increase the laser power effectively. 

These two possibilities are now being 

investigated, all available information is being 

collected and detailed parameters are being 

calculated in order to choose the proper TS 

system. 
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Simultaneously oscillated multi-line FIR lasers from a single FIR laser cavity pumped by two 
wavelength CO2 lasers have been developed as optical sources of a two color interferometer for 
plasma diagnostics. Using two pump cw CO2 lasers, we have obtained simultaneous oscillations as 
following : (i) 62- and 119-µm CH3OH lasers from pumping by 9R(18) CO2 laser and 9P(36) 
CO2 laser, (ii) 71- and 119-µm CH3OH lasers from pumping by 9P(34) CO2 laser and 9P(36) CO2 
laser, and (iii) 57-µm CH3OD and 119-µm CH3OH lasers from pumping by 9R(8) CO2 laser and 
9P(36) CO2 laser. 

 
1. Introduction 

Far-infrared (FIR) lasers have been utilized as 
optical sources for various measurements. In the 
Large Helical Device (LHD) at National Institute 
for Fusion Science (NIFS), the electron density 
profile has been measured by a 13-channel 
Michelson interferometer using a cw 119-µm 
CH3OH laser, routinely [1]. For high density 
operation of the LHD and for future plasma 
device such as the International Thermonuclear 
Experimental Reactor (ITER), powerful and 
stable FIR lasers with different wavelength at 40 
µm to 100 µm are required to measure the 
vibration compensated electron density profiles. 
So we have been developing a two color 
interferometer using 48-µm and 57-µm CH3OD 
lasers pumped 9R(8) CO2 laser [2]. These 
multi-line lasers can be oscillated simultaneously 
[3]. To date many FIR laser lines have been 
reported from many kinds of molecules [4]. In 
view of the output power and the pressure 
dependence, simultaneously oscillated multi-line 
FIR laser is few except for the 48-µm and 57-µm 
lasers. A conventional FIR laser system consists 
of a single pump CO2 laser and a single FIR laser. 
We propose multi-line FIR lasers from a single 
FIR laser cavity pumped by two CO2 lasers. In 
our FIR laser system, 78 FIR laser lines have 
been obtained from CH3OH, the isotopes, and 
other molecules in the wavelength region from 40 
µm to 500 µm. A 119-µm laser is useful FIR 
laser line for plasma diagnostics and other 
applications [5]. Therefore we have investigated 
FIR laser lines which can be oscillated 
simultaneously with the119 µm laser. In this 

paper, the characteristics of simultaneously 
oscillated multi-line FIR lasers will be reported. 
 
2. Experimental 

A block diagram of the experimental setup is 
shown in Fig. 1. This system is set up on 
vibration isolating optical benches. The laser 
cavity of the CO2 laser is formed by a ZnSe 
output coupler (55 % reflectivity, 20 m radius of 
curvature) attached to a piezoelectric transducer 
(PZT) and a grating (150 g/mm groove spacing). 
The cavity length is a 2.5-m-long for the CO2 
laser 1 and a 4.0-m-long for the CO2 laser 2. In 
this experiment, both lasers were operated at 
powers between 25 W and 50 W. The pump CO2 
lasers are coupled into the FIR laser via concave 
mirrors (MR) with a 1.5 m radius of curvature. 
The input coupler of the FIR laser is a flat mirror 
with two off-axis holes, and the output coupler is 
silicon hybrid mirror with a 6-mm-diameter or 
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Fig. 1 : A block diagram of the experimental setup. 
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10-mm-diameter clear aperture at the center. The 
output mirror is movable by a stepping motor in 
order to tune the cavity length. The FIR laser 
tube is a 4.0-m-long, 25-mm-inner-diameter glass 
tube. The output window is used a CVD diamond 
because of a good transmission in the FIR region. 
The laser gases (CH3OH and CH3OD) are slowly 
flowing in order to keep the purity using mass 
flow controllers. The output radiation of FIR 
laser is passed through a polarizer, and it is 
divided by a beam splitter. The reflected light is 
detected by a pyro-electric detector (D1) for 
measurements of detuning curve and pressure 
dependence. The transmitted light is coupled into 
a Czerny-Turner type monochromator. A 
diffraction grating (G) in the monochromator is a 
220 µm groove spacing and 26 ° blaze angle. The 
grating set on a motorized stage is rotated at 
incident angle from 0 ° to 60 °. The diffracted 
light is detected by a pyro-electric detector (D2). 

In this experiment, simultaneously oscillated 
FIR lasers from CH3OH and a gas mixture of 
CH3OHa and CH3OD have been investigated by 
using two wavelength cw CO2 lasers. 
 
3. Results and Discussion 

Table I shows the characteristics of FIR laser 
lines for the experiment. The polarizations of 
these lasers are perpendicular to the pump CO2 
laser. The polarization of the pump CO2 laser 1 
and 2 are the same. Each FIR laser power has 
been obtained by FIR laser system of different 
conditions (laser tube, output mirror, output 
window, etc.). The 119-µm laser and the 71-µm 
laser are known to have different laser transitions 
[6]. An assignment of energy levels for the 
62-µm laser and the 57-µm laser is unknown. 

Shown in Fig. 2 are the data from pressure 
dependence measurements for the 119-µm laser 
and the 71-µm laser. Both lasers oscillate in the 
pressure range from 6 Pa to 45 Pa. Therefore the 
pressure was set at 25 Pa. A resonance condition 
given by the following equation 

 Lm 2=×λ ,              (1) 

where m is an integer, λ is the wavelength, and L 
is the cavity length. There is a cavity length (for 
example 118.834/2 µm×19=1128.9 µm and 
70.51163/2 µm×32=1128.2 µm) which satisfies 
the resonance condition for the two wavelengths. 
Figure 3 shows the detuning curves of the 
119-µm laser and the 71-µm laser by two CO2 
laser pumping. The CO2 lasers were chopped by 
two optical choppers (C1 and C2) with a different 
frequency. The cavity length at which both lasers 
oscillate can be decided from the detuning curves. 

Table I : Characteristics of FIR lasers for the experiment.

λ    (µm) Pump Assignmenta) Molecule Pol.b) Pc)  (mW

118.834 9P(36) 
E,gr,0,8;16  
→co,0,8;16 
→co,0,7;15 

CH3OH ⊥
680  

(148 W)

  70.5116 9P(34) 
A,gr,1,5;9 
→co,1,5;9 
→co,0,6;10 

CH3OH ⊥
65  

(75 W)

61.6133 9R(18) － CH3OH ⊥
9.5  

(129 W)

57.1511 9R(8) － CH3OD ⊥
1.6 W

(138 W)
a) |σ, v, n, K; J>→ |v, n, K; J>→ |v, n, K; J>, [6] 
b) Polarization relative to polarization of pump CO2 laser. 
c) FIR laser power and pump CO2 laser power. 

0

2

4

6

8

10

0 10 20 30 40 50 60 70 80

La
se

r o
ut

pu
t (

a.
u.

)

Pressure (Pa)

119-µm laser
(25 W pump)

CH3OH

71-µm laser
(50 W pump)

Pump laser: 9P(36) and 9P(34) CO2 laser

Both lasers oscillate

 
Fig. 2 : FIR laser output as a function of pressure for the 
119-µm CH3OH laser and the 71-µm CH3OH laser. 
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Fig. 3 : Detuning curves of (a) the119-µm CH3OH laser 
and (b) the 71-µm CH3OH laser by two CO2 laser 
pumping. 
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The cavity length is fixed at the position, and the 
output radiations of FIR lasers were analyzed by 
the monochromator. The FIR lasers were 
chopped by optical chopper (C3) then. Figure 4 
shows the diffraction patterns of the 119-µm and 
71-µm lasers as a function of the incident angle. 
It is clear that these lasers can be oscillated 
simultaneously. The difference in power between 
the 119-µm laser and the 71-µm laser can be 
adjusted by changing the input power of the CO2 
lasers and the coupling mirrors (MR). We have 
also realized a simultaneous oscillation of the 
119-µm and 62-µm lasers by this way. 

Figure 5 shows are the pressure dependence of 
output power for the 119-µm CH3OH laser and 
the 57-µm CH3OD laser. Both lasers oscillate in 
the pressure range from 6 Pa to 65 Pa. Theses 
lasers are a similar pressure dependence. The 
optimum pressure is about 30 Pa. To test the 
simultaneous oscillation of these lasers, the 
pressure is set at 30 Pa. A gas mixture of 2 
cc/min CH3OH and 2 cc/min CH3OD were 

supplied by mass flow controllers. There is a 
cavity length (for example 118.834/2 
µm×13=772.4 µm and 57.1511/2 µm×27=771.5 
µm) which satisfies the resonance condition for 
these lasers. The data shown in Fig. 6 are the 
detuning curves from CH3OH and CH3OD mixed 
gases by two pump CO2 lasers. Figure 7 shows 
the spectrogram of the simultaneously oscillated 
the 119-µm CH3OH and 57-µm CH3OD lasers as 
a function of the incident angle. In this 
experiment, the output power was decreased 
about 25 % compared with a single gas operation. 
The decrease in power is believed to be due to 
absorption of each gas and a decrease in quantity 
of gas in the laser cavity. 

We have obtained simultaneously oscillated 
the 119-µm and 71-µm CH3OH lasers, the 
119-µm and 62-µm CH3OH lasers, and the 
119-µm CH3OH and 57-µm CH3OD lasers by 
using two pump CO2 lasers. This excitation 
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Fig. 4 : Spectrogram of the simultaneity oscillated 119- 
µm and 71-µm CH3OH lasers by two CO2 laser pumping.
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Fig. 7 : Spectrogram of the simultaneously oscillated 
119- µm and 57-µm lasers from CH3OH and CH3OD 
mixed gases by two CO2 laser pumping. 
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Fig. 5 : FIR laser output as a function of pressure for the 
119-µm CH3OH laser and the 57-µm CH3OD laser. 
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Fig. 6 : Detuning curves of (a) the119-µm laser and (b) 
the 57-µm laser from CH3OH and CH3OD mixed gases 
by two CO2 laser pumping. 
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method can obtain optional multi-line FIR lasers 
easily, in comparison with a conventional method 
by single CO2 laser pumping. These lasers are 
expected as optical sources of the two color FIR 
laser interferometer. We intend to survey other 
simultaneously oscillated multi-line FIR lasers 
from other molecules, also. 
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On the Thomson scattering of Tore Supra a systematic study of the noise was carried out in order 
to take measures to upgrade the system and to give a polychromator prototype benefit from that. 
In this paper, we discuss: 

• a description of the various noises observed in particular using a controllable fast 
oscilloscope remotely by network Intranet, 

• the conclusions that we have derived for the prototype, acquisition and processing 
associated. The installation of fast acquistion and processing based on correlator should 
improve the signal to noise ratio of about 6 to 10 dB during plasma with strong 
additional heating and make disappear aberrant points. 

1. Introduction 
On Tore Supra the Thomson scattering provides 
the Temperature and the Electron Density at 12 
points of plasma. This, thanks to rigorous 
procedures of calibration, in particular the 
Rayleigh calibration and the permanent 
monitoring of the thermal drift of the detectors. 
Very interesting because of the localization of its 
measurement, this diagnostic nevertheless suffers 
from a low signal to noise ratio. We have, using 
a numerical oscilloscope, identified and 
quantified the various sources of noises which is 
the first step for improving the diagnostic. 
These findings will also be used to design a new 
prototype polychromator who will be equipped 
with an optimized acquisition system. 
 
2. Description of the diagnostic 
2.1 general 
The diagnostic consists of three synchronized 
lasers which send at the frequency of 27 Hz, 
pulses (~30ns) in the plasma. This beam is 
observed by 12 polychromators who are blind at 
the laser wavelength and collect the Thomson 
signal in 3 windows of the spectrum. They are 
also sensitive to the radiation emitted by plasma 
in this field of wavelength. In order to eliminate 
this continuous component, the link towards 
acquisition is made via a capacitive coupling. 
Then the signal is amplified then integrated 
during a gate triggered by the laser with an 
adapted delay. Then it is digitized and 
memorized to be used by a processing which is 
launched only at the end of the shot. Whatever its 

origin, the noise seems only to be a fluctuation of 
a signal at 27Hz. 

 
Fig. 1: Diagnostic overview 
 
 
Only an analysis high frequency on the signal 
before integration made it possible to identify the 
origins of the noises, and to evaluate their 
relative importance. 
2.2. Polychromator 
The polychromator breaks up the incident light in 
three bands via filters.Luminous flow leads on a 
APD (Avalanche Photodiode) which widens a 
little the pulse because of the limitation of its 
bandwidth (20MHz). Considering current 
acquisition this limitation of the bandwidth is not 
detrimental because it corresponds to the 
minimal duration of the integration gate (60ns). 
2.3. Processing 
The processing is based on the calculation of the 
ratios of the channels of a given polychromator. 
Knowing the theoretical spectrum of the 
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Thomson scattering, the value of this ratio 
between channels is characteristic of a particular 
value of the electron Temperature Te. The latter 
being determined, owing to the fact that we have 
an absolute calibration of the diagnostic via the 
Rayleigh scattering, we can then calculate the 
electron density ne.We can connect the signal to 
noise ratio of Te and ne to that of the channels 
being used to determine it. 
2.4. Signal 
The raw signal varies between 0-10V and is 
coded on 12 bits. In the case shown in fig 2 and 3 
(ohmic shot), the quality of measurements is 
correct and allows SN (Power signal to noise 
ratio) about a 30dB. 

 
Fig. 2: 3 polychromator’s channels shot 39973 
 
 

 
Fig. 3: signal to noise ratio shot 39973  
 
3. Noise in the present configuration 
3.1. Measurement configuration 
We had the constraint not to obstruct the 
exploitation of Tore Supra which means keeping 
the diagnostic operational. This aspect has 
strongly constrained our experimentation by 

limiting the number of channels instrumented as 
well as the access to the diagnostic.   
We positioned the oscillocope in two points of 
the acquisition system : 

• At the exit of the APD, 
• After the amplifier before the integrator. 

We checked the coherence between two 
measurements like after numerical integration 
with the noise observed by standard acquisition. 
On the level of the polychromator we made 
measurements with and without masking of fibre. 
We carried out acquisition in the situations: 

• Without plasma 
• With ohmic plasma 
• With plasma and additional heating  

To illustrate the interest to have sampled signal, 
one accounted for 3 distinct frames acquired with 
the oscilloscope (2500 pts Fe = 2.5Ghz) during 
shot, we can see the laser pulse drowned in noise 
(fig 4). 

 
Fig. 4: 3 frames with laser pulse in the noise 
 
2.2. Inventory 
The principal noises which could be quantified 
are listed below: 
 Detector noise 
The signal from the detector was measured in the 
absence of any light. After filtering by LB filter 
of 20Mhz we find 

Vµσ 170=  
Which corresponds to the data of the 
manufacturers: there isn’t ageing of the detectors 
after "20 years" of usage, eventhough the 
detectors are in direct sight of plasma. 
After amplification (gain = 10) we obtain a noise 
of the order mV88.1=σ which confirms that 
the amplifier does not degrade the signal 
significantly. By simulating the effect of the 
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integrator on this signal we obtain a noise with 
mV50=σ which corresponds well to what we 

observe on standard acquisition. 
 Laser Parasitic signal 
With each laser shooting, we note the presence  
of a parasitic signal (duration ~1µs). It is 
relatively stable and its contribution after 
integration is weak, thus, it appears as one light 
offset which is easily corrected. There remains 
however a residual noise related to the 
fluctuations of this parasitic signal and to the 
jitter. Although it is significantly different for 
each channel it is possible to evaluate the typical 
level of noise after integration around 

mV25=σ  

 
Fig. 5: examples of parasitic laser signal 

 
Jitter  

We could highlight a jitter approximately 1 ns on 
integrator’s trigger. In order that this effect 
remains negligible, we must have a good 
positioning of laser pulse in the integration gate. 
This jitter contributes nevertheless to the noise of 
offset correction, the laser parasitic signal being 
much wider than the integration gate. 
 Other parasitic noises 

 
Fig. 6: 3 pulses modulated 

Certain channels, sometimes, without 
explanation, present parasitic signal in the form 
of modulated pulses.  
When they coincide with the laser pulse, they 
have a strong effect on the current processing by 
varying the pedestal. They are the cause of the 
aberrant points which appear occasionally.  

LF Noise 
During the plasma there is LF- noise below the 
coupling frequency. This remains negligible up 
to now. 
 Photonic noise  
In the situations without heating it appears that 
the noise increases with the signal. Several 
approaches permit to analyze this effect: 

• The noise calculation during shot, 
• The noise calculation during Rayleigh 

calibration, 
• The noise calculation starting from the 

energy balance of the number of 
incidental photons on the detector (order 
of magnitude 104 ) 

The three approaches give coherent results. 
Although depending on the channel, this noise 
seems Poissonian and to verify: 

Sασ =2  with mV2≈α  
S ,σ      the average and the standard deviation of 
the signal in mV 
 Plasma noise 
In the absence of heating: 
The noise could be determined by observation of 
the signal outside of pulses, it remains 
appreciably lower than the detection noise.  
In the presence of heating: 
It is advisable to distinguish two kind of noises: 

• a noise of electromagnetic origin 
(heating ICRH) which appears even 
when the fibre is hidden (line~50MHz 
spectro 9 fig 7), It isn’t harmful since it 
is above the integrators’s bandwith. 

• a noise which goes through the APD and 
whose spectral density corresponds to 
the transfer function of the system(cf 
fig7 spectro 5 and proto). This noise 
becomes dominating quickly. It probably 
correspond to the fluctuation of the 
radiation emitted by plasma. 
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Fig. 7: noise spectral density on 3 polychromator, g :without 
heating, r : with ICRH heating 
 
3.2. Current limitations 

In the absence of additional heating the noise 
is dominated by the photonic noise except in two 
cases:  

• The low levels in particular for the 
polychromators viewving the plasma 
edge where the noise of the detectors 
remains significant, 

• The aberrant points on certain 
channels caused by the variation of 
the pedestal due to a  parasitic 
signal. 

When there is a significant heating (> 4MW) it is 
the noise related to the fluctuating light plasma 
which becomes dominating.    
 

4. Prototype and matched processing 
4.1. Upgrade 
An improvement of the space resolution and 
quality of measurement are required. For that 
purpose, these modifications were brought: 

• Doubling the number of the detectors, 2 
space channels by polychromator, 

• Improvement of the optical coupling, 
• Photodiode more powerful: better 

bandwith, temperature stabilization. 
In addition: 

• A laser monitor was installed, 
• A completely different acquisition is 

under development. A sampler is 
substituted for the integrator. 

4.2. Improvements expected 
The loss of energy due to the increase in the 
spatial resolution was compensated by an 
improvement of the optical coupling. In the end 
the incident energy on the detector remains 
unchanged. Thermal stabilization makes it 

possible to avoid the optoelectronics calibration 
which is currently carried out before each shoot. 
In addition, the increase in the bandwidth 
associated to the fast acquisition at the same time 
makes possible to reduce the duration of laser 
pulse at exit of diode and to adapt detection, 
reducing by that the noise coming from the light 
emitted by plasma. To this new acquisition will 
be associated processing based on a correlator 
and algorithms for elimination of the pedestal .       
4.2. Experimental data 
A first series of tests could be carried out with a 
monochannel prototype version and by using the 
numerical oscilloscope in own way of acquisition. 
Thus we made a first evaluation of the profit 
brought: during the phases of heating the signal 
to noise ratio can be improved about 6dB(fig 8). 
 

 
Fig. 8: signal to noise ratio with various processing 
 
In addition, the monitor allowed to improve the 
laser synchronization and thus to shorten the 
pulse duration, which could be fully exploited 
latter at the time of the prototype installation 
with its final acquisition.   
 
5. Conclusion 
In general, besides some erratic parasitic noises, 
current acquisition does not degrade in a 
significant way the signal but runs up against the 
physical limits which are the number of photons 
collected as well as the fluctuation of the 
radiation emitted by plasma. The experiments 
carried out let foresee that the prototype and the 
associated treatment should improve appreciably 
(6 to 10dB) the signal to noise ratio, in particular 
in the cases of aberrant points and that of plasma 
with strong additional heating. 
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A polarization interferometer based on the Fourier transform spectroscopy for the Thomson scattering 

diagnostics was developed to demonstrate the proof-of-principle for the first time. Target Te and ne ranges 
for the polarization interferometer are < 1 keV and > 5x1018 m-3, respectively. The electron temperature 
was successfully measured by the polarization interferometer in TPE-RX reversed field pinch machine. 
The temperature of the polarization interferometer nearly agrees with that of the filter polychromator.  

 
 
1. Introduction 

Incoherent Thomson scattering [1] that can 
measure electron temperature Te and density ne 
profiles simultaneously is a standard diagnostic 
in magnetic confinement experiments. Usually 
grating spectrometers or interference filter 
polychromators have been used to analyze the 
scattered spectrum. Though these are established 
methods, the throughput decreases when there are 
many wavelength channels, while the relative 
calibration between wavelength channels is 
necessary. 

It is well known that Fourier transform 
spectrometers [2] offer some potential advantages 
over dispersive systems. Fourier transform 
spectroscopy is a measurement technique 
whereby spectra are collected based on 
measurements of the temporal coherence of a 
radiative source, using time-domain 
measurements of the electromagnetic radiation. 
In general, the main advantages of the Fourier 
spectroscopy are as follows. (1) The Fourier 
transform spectrometer (i.e. interferometer to 
measure the temporal coherence) can use the 
optical system of the high throughput (Jacquinot 
advantage), (2) Since the Fourier transform 
spectrometer observe the whole wavelength area 
at the same time, the S/N ratio is improved 
(Fellgett advantage). More importantly, for this 
application, the method  can be implemented in 
a simple and compact, high-throughput  system. 
Optical coherence techniques have been applied 
successfully for plasma spectroscopy. In 
particular, high-throughput, wide field-of view 
polarization interferometers have been used for 
Doppler imaging of ion temperature in the H-1 

heliac [3-5]. These modulated or static coherence 
imaging systems monitor the complex coherence 
(fringe visibility and phase) of an isolated 
spectral line at one or more optical delays. A 
method based on measurement of the optical 
coherence of scattered radiation at a fixed optical 
delay has also been proposed for incoherent 
Thomson scattering [6]. However, this method 
has not been demonstrated to date.  

To demonstrate this method, we are 
developing a Fourier filter for Thomson 
scattering based on a fixed delay polarization 
interferometer. Proof-of-principle tests have been 
carried out in TPE-RX reversed-field pinch 
(RFP) machine (Major radius 1.72m, Minor 
radius 0.45m, Plasma current 0.5MA, Te 
(0)~1keV, pulse duration 100ms) [7], using the 
existing single-channel YAG laser Thomson 
scattering system.  
 
2. Polarization interferometer based on 
Fourier transform spectroscopy 

The polarization interferometer is composed 
of a birefringent plate of fixed optical delay 
sandwiched between polarizers [6]. When the 
light is observed through this interferometer, 
interference fringes appear at infinity due to 
Fresnel-Arago law. Thomson scattered radiation 
that traverses the first polarizer is incident on a 
birefringent plate whose fast axis is oriented at 
45° to the polarization direction. The plate splits 
the incident scattered scalar wave component, 
relatively delaying nominally equal amplitude 
components by time τ before they recombine at a 
final polarizer and are focused on to a detector. 
The orthogonally polarized outputs at the final 
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polarizing splitter form complementary, or 
antiphase interferometric images of the input 
radiation. By suitably choosing the optical delay, 
these independent outputs provide sufficient 
information to determine both the electron 
temperature and density. 

A schematic of the prototype polarization 
interferometer for Thomson scattering 
diagnostics is illustrated in Fig. 1. Scattered light 
is collected and introduced to the polarization 
interferometer through a fiber-optic bundle. This 
polarization interferometer consists an objective 
lens as the fiber coupling optics, a band pass 
filter, polarizers, a birefringent plate which gives 
optical path delay, an imaging optics to detector, 
and dual detectors.  

For radiation of centre frequency 
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, the 
interferometer signal at either of the final 
polarizer ports is given by 

! 

S± =
I0

2
(1±" cos#0)  (1) 

where 

! 

"
0

= 2#$
0
%
0

= 2#N is monochromatic 
birefringent phase delay, and 

! 

" 0, N  are the 
center-frequency time delay and the order of 
interference, respectively [6]. The fringe 
visibility (fringe amplitude normalized to mean 
intensity) 

! 

" = "
I
"
T

 includes an instrumental 
component 

! 

"
I

 due to the average of the 
birefringent plate delay over the angular extent of 
the source (analogous to familiar slit function for 
grating spectrometers) as well as the degradation 

! 

"T  due to the finite source spectral width.  
For a thermal distribution of Te < 1keV, the 

fringe visibility associated with the Thomson 
scattered light takes the simple from 

  

! 

"
T
(#0) = exp[$

) 
# 0
2
sin

2
(% /2)v

th

2
] = exp($T

e
/T

C
)

 (2) 
where 

  

! 

) 
" 
0
,# are the group phase delay and the angle 

between the incident and scattered wavevectors, 
respectively. 

! 

T
C

 is a ‘characteristic temperature’ 
set by the waveplate delay and the scattering 
angle 

  

! 

kT
C

=
1

2
m
e
c
2
[
) 
" 
0
sin(# / 2)]2 . (3) 

Optimum sensitivity to temperature variation is 
obtained when the optical delay is chosen such 
that 
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T
e
~ T

C
, or 
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"# /#
0
~ 1/N , where 
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0
 is 

the Thomson spectral bandwidth [4]. 
For low temperatures, the variation of fringe 

visibility with temperature is best measured by 
setting φ0/2π = M/2 where M represents an integer 
number of half waves. A quartz waveplate will be 
used as the birefringent plate in this design. The 
interferogram calculations take into account the 
wavelength-dependence of quartz birefringence 
and, for now, assume the spectrum to be ideally 
passed by the wideband filter.  At a zero crossing, 
the scattered signals at the complementary output 
ports are 
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I0

2
1±"

T
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where 

! 

"
T
(#0)  is the Thomson spectrum fringe 

visibility at delay φ0 = Mπ. 
Since proof-of-principle tests is carried out in 

TPE-RX using the existing YAG laser Thomson 
scattering system [7], parameters for design of a 
prototype polarization interferometer are fixed as 
follows: Te ≤ 1 keV, ne ≥ 5 ×1019m-3, scattering 
angle 90°, YAG laser wavelength 1064nm. 
Thomson spectra and their associated 
interferograms for Te = 0.2, 0.4, 0.6, 0.8, 1.0 keV 
are shown in Fig. 2. To reject stray light by the 
YAG laser and reduce plasma background light, 
the wideband filter is placed at the entrance of the 
polarization interferometer. Variations of fringe 
visibility ζT with electron temperature for the 
quartz plate thickness = 0.545, 0.550, 0.555 mm 
are shown in Fig. 2. Based on these calculations, a 
thickness of 0.555mm will deliver a sensitive 
variation of fringe visibility with electron 
temperature as illustrated in Fig.2. 
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Fig. 1 : Upper: Schematic of a polarization interferometer 
for Thomson scattering diagnostics. Lower: Picture of the 
prototype polarization interferometer. 
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3. Initial test using a blackbody radiation 
source 

When the temperature of the blackbody is 
changed from 1273K to 1773K (1000-1500 °C), 
the spectrum changes as shown in Fig. 3. LAND 
R1500T as the blackbody radiation source is used 
for this test. The fringe visibility for the blackbody 
temperatures in this range, and in the bandpass 
750nm-1000nm, is calculated and plotted in Fig.6 
(solid line). To obtain a sensitive variation with 
temperature we used two crossed quartz 
waveplates having a measured effective thickness 

of 0.1293 mm. Fringe visibilities for blackbody 
temperature in the range 1273-1773 K produced 
by the polarization interferometer are measured 
using two APD detectors, and the ideal value of ζ 
is calculated numerically. The error bars are 
calculated taking into account the estimated 1mV 
uncertainty on the voltage levels. To fit ideal 
curve with experimental values, an arbitrary offset 
of value 0.11 in the visibility is required to be 
added to experimental values as shown in Fig.3. 
The effective centre wavelength has to shift to 
the blue to account for this additional offset. 
Because most of the power from the blackbody 
radiation source is in the near infrared, the 
effective wavelength of the light in the APD 
passband is sensitive to the details of the APD 
responsivity. Moreover, the interferometer 
instrumental fringe visibility degrades near 1000 
nm due to the inefficiency of the first film 
polarizer. This will give rise to a blue bias, 
though we have not attempted to account for this 
numerically. The important point is that the 
magnitude of the change in fringe visibility 
agrees with the numerical calculation. This result 
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Fig. 2: Upper: Thomson scattered spectra for 
temperatures in the range of 0.2-1.0keV. Middle: The 
calculated interferograms S+. Lower: Variations of fringe 
visibility ζT with temperature for three quartz plate 
thicknesses (0.545, 0.550, 0.555mm). 
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Fig.3: Upper: Spectra of blackbody radiation source for 
temperatures in the range 1273-1773K. Lower: 
Variations of fringe visibility ζ with temperature for a 
quartz plate thickness (0.1293mm). The calculated fringe 
visibility (solid curve) is compared to experimental 
values (triangle). 
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confirms that, following suitable calibration, we 
will be able to sense visibility changes due to 
changes in the electron temperature. 
 
4. First measurements of electron temperature 
using polarization interferometer 

Proof-of-principle test of the polarization 
interferometer were carried out in TPE-RX 
reverse field pinch machine. The picture of the 
polarization interferometer is shown in Fig.1. The 
pulsed poloidal current drive (PPCD) operation 
was applied to produce high Te, ne (Te ~1keV, ne 
~1×1019m-3) plasmas. A YAG laser Thomson 
scattering system has been installed in TPE-RX, 
and this system has a conventional filter 
polychromator (4 spectral channels). The existing 
Thomson scattering system is utilized for this test. 
The electron temperature of one spatial point at 
the plasma center was measured employing the 
filter polychromator and the polarization 
interferometer alternately. Similar Te values 
within data variation and error bar ranges were 
measured by both spectrometer. Data range of the 
polychromator is 799-1019eV, measured values 
of the polarization interferometer are 
1110±145eV, 1140±280eV. Typical waveform of 
polarization interferometer is shown in Fig.4. 

The data variation of the polychromator is 
caused by reproducibility of the PPCD discharge. 
The relatively large error of the polarization 
interferometer data proceeds from (1) entry of 
external noise to preamplifier circuit, (2) 
increasing of photon noise caused by increasing 
of intensity of background light (plasma light)  
due to Jacquinot and Fellgett advantages. To 
reduce the external noise, further shielding is 
necessary. To reduce the photon noise, it seems 
that appropriate filtering using bandpass filter is 
effective. 

 
5. Conclusion 

A polarization interferometer based on the 
Fourier transform spectroscopy for the Thomson 
scattering diagnostics was developed to 
demonstrate the proof-of-principle for the first 
time. The electron temperature was successfully 
measured by the polarization interferometer in 
TPE-RX. The temperature of the polarization 
interferometer nearly agrees with that of the filter 
polychromator. 

For the next step, improved polarization 
interferometer having the wider Te range (Te 
<40keV) is considering for JT-60U. 
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Abstract 
 For application of high frequency gyrotrons to high power THz technologies, we are developing THz CW 
gyrotron, FU CW Series. Gyrotrons FU CW I, II and III are being developed. The present status of the gyrotron 
series is presented.   

 
1 Introduction 

 The development of high frequency gyrotrons 
with high field superconducting magnets is rather 
a minor way of the gyrotron development. It was 
carried out in several research institutes, that is, 
IAP RAS, MIT, the University of Sydney and the 
University of Fukui (FIR FU). The frequency 
range of submillimeter waves is achieved in 1980s 
and 1990s by several gyrotrons in these 
institutions.  
 In FIR FU, we have developed high frequency 
Gyrotron FU Series which consists of nine 
gyrotrons. In 1996, Gyrotron FU IVA achieved the 
frequency of 889 GHz with the output power of 
around 100 W. The frequency corresponds to the 
wavelength of 377 µm. This frequency was the 
long-term world record for high frequency 
operation of gyrotron untill 2006. Recently, our 
pulsed gyrotron with a high field pulse magnet 
achieved the breakthrough of 1 THz by the second 
harmonic operation at the field intensity of 19.1 T.  

 Now, we are developing the THz Gyrotron FU CW 
Series, which will cover sub-THz to THz range and 
operate in a complete CW mode. In this paper, we will 
present about three gyrotrons Gyrotron FU CW I, II and 
III in detail and some applications of these gyrotrons. 
 

  2. Gyrotron FU CW I 
 The first gyrotron of the FU CW Series, Gyrotron FU 
CW I was developed in FIR FU under  collaboration 
with Institute of Applied Physics, Russian Academy of 
Science (IAP RAS). The main parameters are 
summarized in Table 1. Designed cavity mode is TE22,8, 
the corresponding frequency 300 GHz and maximum 
output power 3.5 kW. Measured parameters are also 
shown in the table. The frequency is exactly same as the 
designed value. The output power has been increased up 
to the just half value of the designed. Now, we are 
trying to increase the output power by adjusting the 
operation parameters precisely and the alignment. We 
have gegun to apply the gyrotron for material processing, 
for example, ceramics sintering. 

 
Table 1 Specification of Gyrotron FU CW I 

                               Designed               Measured 
Frequency                   300±2 GHz             300.1±1.1 GHz    
Output power                 0.5 - 3.5 kW             0.1 - 1.75 kW 
Acceleration voltage           16±1 kV max            15 kV 
Beam current                 1.1±0.1 A               1.0 A 
Radius of beam electron         3.71 mm                  ̶ 
Pitch factor                   1.2 – 1.3                  ̶ 
Diameter of window            80 mm                   ̶ 
Material of window             BN                      ̶ 
Output mode                  Wave beam             close to Gaussian beam 
Radius of cavity                8.39 mm                  ̶ 
Q value of cavity               6000                      ̶ 
Electron gun                   quasi-diode               ̶ 
Emitter                       LaB6                               ̶ 
Operation mode                TE22,8 

 
3. Gyrotron FU CW II 
 Fig. 1 shows a typical experimental results of the 
gyrotron. Many radiation peaks appear at both 
fundamental and the second harmonics, when a 
magnetic field is varied 
 A single mode operation of TE06 cavity mode at the 

second harmonic (corresponding magnetic field 
intensity is 7.14 T) has achieved the frequency of 
394.3 GHz and the output power of 32 W. These 
parameters satisfy the condition of radiation source for 
DNP/proton-NMR at the frequency of 600 MHz 
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Fig. 1 Radiation power from the gyrotron FU CW II as functions of magnetic field intensity. Upper 
trace: Radiation power measured just after the output window. Lower trace: Radiation power coming 
out through the high pass-filter with a thin circular waveguide whose diameter is 0.7 mm. (The 
corresponding cutoff frequency is 251 GHz.) 

 
4. 4.4. 

4. Gyrotron FU CW III 
 The third gyrotron, Gyrotron FU CW III with a 20 
T superconducting magnet has already been 
constructed and will be operated soon. In Table 2, 
main parameters of the gyrotron are shown.  

 The gyrotron is optimized for the second 
harmonic operation of TE4,12 at the frequency of  

1013.7 GHz. The operation mode is complete CW. 
This gyrotron will achieve the breakthrough of 1 
THz in CW operation. In addition, it is expected 
that many other cavity modes will be excited by 
adjusting the field intensity at the optimum value 
for each cavity mode. As the results, it will 
achieved frequency step tenability in wide range 
covering sub-THz to THs frequency region. 

 
Table 2 Specification of Gyrotron FU CW III 

Total height from electron gun to the window: 2.4 m 
Superconducting magnet : Maximum magnetic field : 20 T, Inner bore : 50 mm 
Cavity :Radius: 1.95 mm, Length : 10 mm, Frequency : 1013.7 GHz at the second harmonic, 
       Operating mode : TE4,12, Q-factor : 23720 
Operation mode: Complete CW 
Operating magnetic field : 19.1 T for : TE4,12 
Triode-type electron gun : Cathode radius : 4.5 mm, Maximum cathode current: 1 A,  
                      Cathode voltage: 30 kV 
Gun coil: Maximum input current: 300 A, Maximum magnetic field :  0.183 T 
Water cooling jackets are installed at a Cavity and a Collector regions. 

 
5. Summary 

 Three CW gyrotrons, Gyrotron FU CW I, II and 
III operating in sub-THz to THz region are being 
developed. Operation test of FU CW I and II have 
already carried out. Gyrotron FU CW I is being 
used for material processing. Gyrotron FU CW II 
has benninstalled on a 600 MHz proton-NMR 

device for sensitivity enhancement of NMR 
spectroscopy by using Dynamic Nuclear 
Polarization (DNP). Gyrotron FU CW III will be 
used for development of high power THz 
technologies in future, after operation test is 
completed.
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Application of high intensity, well-collimated submillimeter probe beam is effective in improving 
the S/N ratio and the spatial resolution of plasma scattering measurement. High quality operation 
of the gyrotron and production of well-collimated Gaussian-like beam are required to improve the 
performance of the measurement. The high quality operation can be achieved by decreasing the 
fluctuations of the cathode voltage. Gyrotron output is converted into Gaussian-like beam by 
quasi-optical system consisting of a quasi-optical antenna and focusing mirrors. 

 
1. Introduction 

The density fluctuations are theoretically 
expected to enhance the energy loss of the 
confined plasma across the magnetic field. It is 
important to measure these physical quantities as 
a port of the basic study of plasma confinement. 
The scattering method with electromagnetic wave 
makes it possible to observe both the frequency 
and the wavenumber of the fluctuations directly 
with a high spatial resolution. 

If we employ a low frequency wave 
(millimeter wave) as a probe beam, it is difficult 
to focus the probe beam. A non-collimated probe 
beam degrades the spatial resolution of the 
measurement. On the other hand, the use of a 
high frequency probe beam makes the scattering 
angle small. Such a condition brings poor spatial 
and wavenumber resolutions. There is an 
optimum wavelength of the probe beam in 
consideration of the spatial and wavenumber 
resolutions. The range of the available 
wavelengths is in submillimeter region, which 
allows refractive effects to be sufficiently small 
while still permitting large scattering angle. 

Application of high frequency gyrotron is 
effective in improving the S/N ratio of the 
measurement because of its capacity to deliver 
high powers [1, 2]. A final goal is to produce an 
optimal probe beam (high quality, intense 
submillimeter wave beam) and to apply it to 
plasma scattering measurements with the aim of 
optimal performance of the measurement. 
 
2. Scattering measurement in NSTX tokamak 

In order to investigate ETG driven turbulence 
for the transport of electron energy in NSTX 
plasmas, high sensitivity and spatial resolution 
are necessary to the measurement. We are 

planning to apply the submillimeter wave 
gyrotron (Gyrotron FU II) as a radiation source to 
the scattering measurement in NSTX tokamak at 
Princeton University. 

The Gyrotron FU II [3] is one of high 
frequency, medium power gyrotrons included in 
Gyrotron FU Series developed in University of 
Fukui. In the gyrotron, as well as other gyrotrons 
included in the series, a narrow resonant cavity 
with high Q value is installed for achieving high 
separation between the cavity modes. Such a 
situation is important for high harmonic 
operation of high frequency gyrotrons. Because 
of this narrow cavity, our gyrotrons could be 
operated in many single modes at the 
fundamental, the second and third harmonics of 
electron cyclotron resonance. The value of high 
Q value confirms reductions in the starting 
current for operation and the linewidth of the 
radiation. The lower starting current is suitable 
for avoiding overheating the gyrotron in case of a 
long pulse operation (τ~2s). 

The Gyrotrn FU II consists of an 8T 
superconducting magnet, water-cooled gun coils 
and sealed-off gyrotron tube (Fig.1). The 
electromagnetic wave generated in the cavity 
transmits in a circular waveguide and emitted 
from the vacuum window. The TE161 mode 
output (P=80W, f=354GHz) at the second 
harmonic (n=2) resonance is used for plasma 
scattering measurement. 
 
3. Mode conversion into Gaussian-like beam 
and coupling with corrugated waveguides 

Unlike a molecular laser, the gyrotron 
generates spreading radiation with TEmn mode 
structure. It is therefore necessary to convert the 
output radiation into a Gaussian beam (TEM00 
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Fig. 1.  Schematic drawing of Gyrotron FU II. 
 
mode). In this scattering measurement, gyrotron 
output will be transmitted by corrugated 
waveguides and incidence on plasma as a probe 
beam. To improve the sensitivity of the 
measurement, it is essentially important to realize 
the high coupling efficiency to the corrugated 
waveguide. 
The gyrotron output produced as the structure of 
a circular waveguide TE15 mode is converted into 
a linearly-polarized beam by using a 
quasi-optical antenna [4, 5](Fig.2). The far-field 
pattern of the linearly-polarized beam consists of 
a main beam and side lobes. The main beam is 
similar to a Gaussian beam. The far-field pattern 
will appear by using phase shift effect due to a 
focusing mirror. The radiation pattern thus 
obtained (Fig.3(a)) is incident on corrugated 
waveguides. The radiation pattern from the end 
of the corrugated waveguide is shown in Fig.3(b). 
The radiated power measured by using power 
meter is 8W. This power level is intense enough 
to improve the S/N ratio of the measurement. 
 
4. Compact arrangement of gyrotron system 
for installation 

The space for installation of Gyrotron system 
including the quasi-optical system is restricted to 

1.8m high, 2.0m long, and 4.0m wide. The height 
of the present gyrotron FU II device is close to 
that of the installation space. The corrugated 
 

Fig. 2. Quasi-optical system to convert gyrotron output into 
Gaussian beam. 

 
(a) (b)  
                                                                      

Fig.3. Intensity profiles of (a) Gaussian-like beam converted 
from gyrotron output and (b) radiated beam from the 
end of corrugated waveguide. 

 
waveguide for transmitting the gyrotron output 
radiation and incidence on plasma as a probe 
beam are installed at 1.7m high of this space. 

In order to meet the requirements of present 
gyrotrn system imposed by the mentioned space 
limitations, the height of the system should be 
reduced. The compact arrangement of the 
adopted system is shown in Fig. 4. In this system, 
gyrotrn output is converted into a linearly 
polarized beam by a quasi-optical antenna. The 
beam is directed downward by the flat mirror and 
hits the focusing mirror. The beam is oriented the 
horizontal direction by the final flat mirror and is 
coupled to the aperture of the corrugated 
waveguide. 
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Fig. 4. The compact arrangement of gyrotron device. 
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A compact Thomson scattering (TS) system was designed and constructed for the TST-2 spherical 
tokamak. This TS system uses a 10 Hz Nd:YAG laser with an energy per pulse of 0.45 J and a 
pulse width of 5 ns, operated at the fundamental wavelength of 1064 nm. For light collection 
optics, a Newtonian mirror system is used because of its compactness and high throughput. The 
light collection optics was optimized with the help of ray tracing calculation. According to the 
calculation, a solid angle of 50 millisteradian can be realized when the center of the plasma is 
measured. The collected light is resolved in wavelength by an interference filter polychromator 
and detected by avalanche photodiodes. Outputs of the avalanche photodiodes are recorded by a 
high speed oscilloscope with a bandwidth of 500 MHz. In order to calibrate the TS system, the 
TST-2 vacuum vessel was filled with nitrogen gas and the Rayleigh scattering signal and the 
rotational Raman scattering signal were measured. For a typical plasma discharge, the measured 
electron temperature and density were 190 eV and 1×1019 m-3, respectively. When the plasma is 
heated by the high harmonic fast wave (21 MHz/240 kW), the electron temperature increased to 
290 eV. 

 
1. Introduction 

 
Fig. 1: Schematic diagram of the TST-2 TS system. 

Thomson scattering (TS) is the most reliable 
diagnostic to measure the electron temperature 
Te. It has been widely used as a basic diagnostic 
tool in plasma experiments for about 40 years. 
On the TST-2 spherical tokamak [1] at the 
University of Tokyo, RF heating experiments 
using the high harmonic fast wave (HHFW) at a 
frequency of 21 MHz is in progress [2]. HHFW 
is the fast wave in the frequency range of several 
times the ion cyclotron frequency. Because of its 
good accessibility to plasmas with high dielectric 
constants (ε≡ ωpe/Ωe) and strong absorption 
by electrons [3], HHFW is considered to be an 
attractive wave for electron heating and current 
drive in spherical tokamaks.  

Up to now, electron heating by HHFW in 
TST-2 has been inferred from increased soft 
X-ray emission. By such an indirect method, 
however, RF power absorption by electrons 
cannot be determined quantitatively. In order to 
evaluate the electron heating efficiency 
quantitatively, and to elucidate the physics of 
HHFW heating, a TS system was installed in 
TST-2. This paper describes the TST-2 TS 
system and presents experimental data. 
 
 

2. Components 
TST-2 is a compact spherical tokamak with 

major radius R = 38 cm, minor radius a = 25 cm, 
and toroidal magnetic field at the plasma center 
BBT ≦ 0.3 T. The TST-2 TS system is composed 
of laser and injection optics, light collection 
optics, signal detection electronics, and recording 
system. The schematic diagram of the TST-2 TS 
system is shown in Fig. 1. 

 
2.1. Laser and injection optics 

A schematic layout of the TST-2 TS injection 
optics is described in Fig. 2. We use a 10 Hz 
Nd:YAG laser (Continuum Surelite 1-10) with an 
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energy per pulse of 0.45 J and a pulse width of 5 
ns, operated at the fundamental wavelength of 
1064 nm. The laser is injected along a horizontal 
line on the midplane of the plasma. The angular 
distribution of the differential cross section of the 
Thomson scattering light is given by 

 
where β is the angle between the polarization 
direction of the incident laser light and the 
observation direction. As shown in Fig. 1 and 
Eq. (1), in order to maximize the signal intensity 
the incident laser should have linear vertical 
polarization. However, as can be seen in Fig. 2, 
the laser initially has a linear horizontal 
polarization. By using two mirrors M1 and M2, 
it is changed to linear vertical polarization.  

A semiconductor laser is made collinear with 
the Nd:YAG laser and is used for alignment of 
the optical axis.  The laser energy of the 
Nd:YAG laser is monitored by a photodiode 
placed behind M3. The transmission loss from 
the laser entrance to the center of the plasma is 
about 5%. Long entrance and exit tubes 
containing a series of light baffles are used to 
suppress the stray light (Fig. 1). In order to keep 
the beam dump away from the field of view, the 
laser beams are reflected downwards at the end of 
the exit tube. 

2.2. Light collection optics 
In order to make a compact TS system, 

compact and efficient collection optics is 
required. For light collection optics, a Newtonian 
mirror system is employed. The Newtonian 
mirror system consists of a primary spherical 
mirror and a secondary flat mirror. The scattered 
light is collected by the spherical mirror, 
reflected downward by the plane mirror, and 

reaches the optical fiber with a diameter of 1 mm 
and a numerical aperture of 0.37. An advantage 
of the Newtonian mirror system is that we save 
the space needed to bend the optical fiber. Thus, 
it enables us to bring the spherical mirror closer 
to the vacuum vessel. As a result, we can use a 
rather small spherical mirror with a diameter of 
25.4 cm. According to the calculation described 
below, without the Newtonian mirror system, a 
spherical mirror with a diameter or 45 cm is 
required to obtain the same efficiency. 

 
Fig. 3 : Results of the ray tracing calculation. The values 
of effective solid angle are calculated when the center of 
the plasma is measured. The thick vertical line shows the 
experimental condition. 

However, there is a disadvantage in the 
Newtonian mirror system. The plane mirror 
becomes an optical mask for the scattered light. 
In order to estimate this effect and maximize the 
efficiency of the collection optics, a computer 
simulation based on a ray tracing calculation was 
performed. The efficiency which we call an 
effective solid angle is estimated by the ratio of 
the light that arrived at the fiber to the total 
scattered light when the scattered light is 
distributed with spherical symmetry. The 
relationship between the effective solid angle and 
the area of the plane mirror is shown in Fig. 3. 
The area is defined by a projection along the 
optical axis. The effective solid angle decreases 
linearly with of the area of the plane mirror. The 
thick vertical line shows our experimental 
condition. Despite the loss of about 10%, an 
effective solid angle of 50 millisteradian can be 
realized when the center of the plasma is 
measured. This value is rather large compared 
with the value obtained with other devices 
typically about 10 millisteradian.  

  
Fig. 2 : Schematic diagram of the laser and injection 
optics. 
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2.3. Polychromator 
A conventional filter polychromator, which is 

on loan from National Institute for Fusion 
Science (NIFS), is used. Three channels with 
interference filters are used for obtaining the TS 
spectrum and one channel without an interference 
filter is used for absolute calibration by Rayleigh 
scattering. The normal incidence transmission 
curves for three interference filters together with 
the Thomson spectrum for Te = 100 eV and 500 
eV are shown in Fig. 4. The spectral 
responsivities for three filters were measured by 
use of a standard lamp and a monochromator. 

Avalanche photodiodes (APDs) C30950E 
(EG&G Canada) with an internal preamplifier are 
used for detection because of their high quantum 
efficiency and high internal gain. These APD 
units are also on loan from NIFS. Their quantum 
efficiency is 40% at 1060 nm and the bandwidth 
is 50 MHz. 

Since the collected light is incident on the 
fiber surface at various angles, angular 
dependencies of transmission efficiency of the 
fiber and the polychromator are important. 
Measured angular dependencies of transmission 
efficiency of the fiber and each polychromator 
channel are shown in Fig. 5. When the 
transmission efficiency of the polychromator was 
calculated, responsivity of the APDs measured 
beforehand was used. Measured angular 
distribution of the fiber transmission is nearly 
equal to the nominal value, however, the 
transmission efficiency of each polychromator 
channel is worse than that of the fiber. Measured 
angular spread for each polychromator channel 
corresponds to a numerical aperture of 0.30. 

 

2.4. Data recording system 
The most common approach to record the TS 

signal is to digitize the integrated charge over a 
gate period slightly larger than the laser pulse. 
Another scheme is to use transient recorders.  
Transient recorders can digitize the time 
evolution of the detector signal. It enables us to 
determine the scattering signal even in a noisy 
environment. We use a 4-channel digital 
oscilloscope (DL7440, YOKOGAWA) with a 
sampling rate of 500 MS/s and a bandwidth of 
500 MHz. The oscilloscope is connected through 
Ethernet to a PC. 

 
Fig. 5 : Angular dependencies of transmission efficiency. 

3. Calibration 
For electron density measurement, the TS 

system must be absolutely calibrated. Rayleigh 
scattering and rotational Raman scattering by 
nitrogen gas were used to calibrate the TS system. 
The Rayleigh signal was measured with channel 
4 of the polychromator, whose filter is removed, 
and the rotational Raman signal was measured 
with channel 1. The pressure dependence of the 
measured signals is shown in Fig. 6. The 
calculated result using the measured transmission 
efficiency of the injection optics, detection 
electronics, and the calculated efficiency of the 
collection optics is also shown for comparison. 
The measured Rayleigh and Raman signals were 
proportional to the nitrogen pressure as expected. 
In Fig. 6(a) the stray light signal is observed at 
zero pressure. The stray light intensity 
corresponds to the Rayleigh scattering signal at 
260 Torr. Although the rejection of the filters at 
the incident laser wavelength is larger than 105, 
the stray light signal is also observed in Fig. 6(b). 
Since the angular dependence of Raman 
scattering is different from that of TS, Rayleigh 

  
Fig. 4 : Measured transmission curves for three interference 
filters of the polychromator (solid curves) and the Thomson 
spectrum for Te = 100 eV, 500 eV (dashed curves). 
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scattering data are used for the absolute 
calibration. 

 
Fig. 8 : (a) Typical discharge with HHFW heating. The 
thick vertical line shows the laser injection timing. Output 
voltages of the channels 1 and 2 of the polychromator (b) 
with HHFW (13 shot averaging) and (c) without HHFW 
(4 shot averaging). 

  
Fig. 6 : Pressure dependences of measured and calculated 
(a) Rayleigh scattering signal and (b) rotational Raman 
scattering signal. Raman scattering signal is increased by 
a factor of 8.1 with an amplifier. 

4. Experimental results and discussion 
With the calibrated TS system, we measured 

electron temperature and density of TST-2 
plasmas. Plasma current and line-integrated 
electron density are shown in Fig. 7(a) for a 
typical discharge. The thick vertical line shows 
the Nd:YAG laser injection timing at t = 20.87 
ms. The signal of the photodiode monitoring the 
Nd:YAG laser is shown in Fig. 7(c). Signals of 
channels 1 and 2 of the polychromator are shown 
in Fig. 7(b). Peaks in channels 1 and 2 occur 
about 30 ns after the peak of the photodiode 
signal. This delay is consistent with the sum of 
the lengths of the laser path and that of the cable 
(about 8 m). The pulse width of the 
polychromator signal is broadened due to the 
insufficient bandwidth of the APD units. Up to 
now, the signal-to-noise ratio is small, so 
averaging of several discharges is necessary to 
obtain a clear signal. From this result, electron 
temperature and density are calculated to be 190 
±  20 eV and (1.0 ± 0.2) ×  1019 m-3, 
respectively. Errors are estimated from the 
polychromator signals during the period just 
before laser injection. 

4.1. HHFW Injection 
We injected RF power from t = 20 ms to t = 

20.5 ms and measured electron temperature and 
density at t = 20.47 ms. The average RF power 
was 240 kW. The signals of channels 1 and 2 of 
the polychromator with and without HHFW are 
shown in Figs. 8(b) and (c), respectively. During 
RF injection, the ratio of the peak value of 
channel 2 to that of channel 1 increased 
significantly, implying electron heating. The 
measured electron temperature was 290 ± 70 
eV with HHFW and 170 ±  40 eV without 
HHFW, respectively. 
 
5. Summary 

In summary, a Thomson scattering system 
was designed, constructed and applied to TST-2 
in order to measure electron temperature and 
density. For collection optics, a compact 
Newtonian mirror system was employed and high 
efficiency was achieved. The arrangement of the 
collection optics was optimized using a ray 
tracing calculation. Absolute calibration of the 
TS system was performed by Rayleigh scattering 
measurements. Using this TS system electron 
heating by HHFW was clearly observed. 

  
Fig. 7 : (a) Typical discharge without HHFW heating. The 
thick vertical line shows the laser injection timing. (b) 
Output voltages of the channels 1 and 2 of the 
polychromator. Due to insufficient signal-to-noise ratio, 
14 discharges are averaged. (c) Output voltage of the 
photodiode monitoring the laser power. 
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Design status of the KSTAR Thomson scattering 
Jongha Lee 

 National Fusion Research Center, 52 Eoeun-dong, Yuseong-gu, Daejeon, 305-806, Korea 
 

The engineering design of Laser input port system, laser beam guiding system and laser 
shutter system for KSTAR (Korean Superconducting Tokamak Advanced Research) Thomson 
scattering is designed. The laser beam guiding system is located at the Lm-Port and this system 
consists of gate valve, vacuum system, baffle and window. The laser beam guiding system has 
beam collimate system with vacuum. The laser safety shutter system consists of mirrors, linear 
motion stage and beam dump. And this shutter is remotely controlled at the Thomson diagnostics 
room and KSTAR main control room.  

 
1. Introduction 

Thomson scattering has became an important 
diagnostic for measuring electron temperature 
and density profiles in most world-class 
tokamaks.[1][2][3] The Korea Superconducting 
Tokamak Advanced Research (KSTAR) 
tokamak[4],  which is under construction at the 
National Fusion Research Center (Daejeon, 
Korea), is aiming at the successful performance 
of steady-state tokamak plasmas by utilizing fully 
superconducting magnets and a state-of-the-art 
plasma control system. The goal of the Thomson 
scattering diagnostic on KSTAR is to provide 
reliable electron temperature and density profiles 
in both core and edge region during long-pulse 
tokamak plasma discharges. To meet this goal, 
we have conducted design activities for the 
KSTAR Thomson scattering diagnostic with 
reference to state-of-the-art technology, which 
was developed in the currently operation fusion 
research devices such as DIII-D[3], LHD[5], 
NSTX[6], JT-60U[7], etc. In this proceeding we 
describe a engineering design of Laser input port, 
Laser beam guiding duct and laser shutter 
systems. 
  
2. General Layout and Optical System 

The Thomson scattering system on KSTAR is 
designed to configure 90° scattering optics, 
including a single tangential beam of multiple 
100-Hz Nd:YAG lasers(supported from 
JAEA)[8] and horizontal core and edge collection 
systems, as illustrated in Fig. 1. The laser beam, 
transported for a distance about 40 m and focused 
by a 5.5 m focal length lens, is directed into the 
vacuum vessel through the midplane port of Bay 
L. in Fig. 2. The focal lens and steering mirror are 
mounted on an optical bench, which is located in 
the tokamak machine hall. On the other hand, 
lasers, polychromators, and detectors are located 

in a diagnostics room outside the radiation shield, 
allowing personal access during machine 
operation.[6] The scattered light is imaged onto 
the optical fibers bundle arrays at the midplane 
port of bay N, transmitted to polychromators with 
five wavelength filter channels, and detected by 
avalanche photodiode (APDs). The beam-dump 
is mounted on the vacuum-duct plate, which is 
located at the midplane port of Bay B. The design 
requirements for parameters to be measured are 
as follows; time resolution: 10 ms (100Hz), 
spatial resolution: 3 ㎝ at core and 5 mm at edge, 
temperature range: 0.5 keV < Te < 20keV at core 
and 10 eV < Te < 1.5 keV at edge, density range: 
3 × 1012 < ne < 2 × 1012[9] 
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Fig 1. Port allocation of KSTAR Thomson scattering system 
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Fig 2. 3D view of KSTAR Thomson system 

 
3. Laser Input Port (Lm-port) Design 

The laser input port of KSTAR Thomson is 
located at the midplane port N (Nm). The 
Thomson laser input system has to share space in 
the Lm-port (midplane port L). with the 
Bolometer system. This laser input system 
consists of four parts. First part is a motorized 
gate valve, second part is vacuum pumping 
system, which is pumped about 10-7 Torr using 
turbo vacuum pump. Next structure is laser baffle 
system, which has 42 blades, made by anodized 
Al and total length is about 1.4 m. A Last part is 
8″ A.R. coated quartz glass window shown in Fig. 
3. 

 
(a) Side view of laser input system 

 
(b) Top view of laser input system 

 
(c) Baffle system 

 
Fig 3. Laser input system design (a) Side view of laser input 

system, (b) Top view of laser input system, (c) Baffle 
system 

 

 
 

4. Laser Beam Guiding Duct Design 
Considering the divergence of laser beam, we 

designed laser beam guiding duct. This laser 
beam guiding duct has beam collimate system, 
which has two plano-convex lens with equal 
focal length F.L. ~ 6m and pumped by rotary 
pump about 10-3 Torr. And the first lens is 
different from the second lens is that the first lens 
position is adjustable but the second lens is fixed. 
So, in order to achieve the required beam 
collimate performance, we adjust the first lens. 
This system will be attached at the ceiling of 
basement level 1. The total length of this laser 
beam guiding duct is 12m and the diameter of 
vacuum duct is 16 ㎝ in Fig. 4.  
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5. Laser Shutter System Design 

The laser shutter system is very important 
system because when the sudden uncommon 
state is occurrence, the laser shutter automatically 
changes the laser beam path for safety. The 
KSTAR Thomson laser shutter system has three 
refraction mirrors. The first mirror refract the 
laser beam into the laser beam guiding duct and 
the second mirror is on the motorized linear rail 
system, which is controlled at the Thomson 
control room and is interlocked KSTAR main 
control room. The last mirror is placed in the 
beam dump shows in Fig. 5. This shutter system 
is located at the basement level 1, which is under 
the KSTAR diagnostics room. This system is 
made by SUS 304 and the dimension is 70 ㎝ 
(width) × 70 ㎝ (length) × 130 ㎝(height). 
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(a) Top View of laser shutter system 

Laser BeamLaser Beam

 
(b) Side view of laser shutter system 

 
Fig. 5. Laser shutter system design (a) Top view of laser 

shutter system, (b) Side view of laser shutter system 
 

6. Future Work 
The engineering design of Laser input port, 

Laser beam guiding system and laser shutter 
systems are complete. We will continue the 
KSTAR Thomson system design and upgrade it 
until fabrication and installation. 
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Conceptual Design of FIR Interferometer/Polarimeter System for KSTAR  
 

Y. U. Nam1, M. S. Cheon2 
 

1 National Fusion Research Center, Daejeon, Korea 
2 Seoul National Univ., Seoul, Korea 

A FIR Interferometer/Polarimeter system will be constructed on the KSTAR (Korea 
Superconducting Tokamak Advanced Research) for an electron density profile measurement. This 
system consists of a single-channel vertical line for a density feedback control and multi-channel 
tangential lines for a radial density profile measurement. Beam sources are three 118.8 µm CH3OH 
lasers optically pumped by 9.7 µm CO2 laser. An interferometry and a polarimetry are performed 
simultaneously in one beam line with three CH3OH laser system includes a Stark-tuned laser. Due 
to complex inner-wall geometry and long diagnostics port, specially designed in-vessel optic 
system is necessary to ensure sufficient beam lines for an inversion of density profile. A numerical 
profile inversion code has been developed for a determination of density profile shape with limited 
number of beam lines. The FIR interferometry is robuster than CO2 interferometry in mechanical 
vibration but a fringe-jump effect can be a problem due to large phase variation. A multi-fringe 
counting circuit will be adopted for this purpose. 

 
1. Introduction 

An interferometry is a typical diagnostics 
system for a plasma electron density 
measurement in tokamak device. In KSTAR 
(Korea Superconducting Tokamak Advanced 
Research), three types of interferometry systems 
will be installed. First one is a single-channel 
millimetre-wave interferometry system, which 
uses two 280GHz Gunn Diodes as frequency 
sources.[1] This system has been installed on 
horizontal line for a rough measurement of the 
line integrated electron density. Next one is a 
single-channel vertical FIR interferometry system 
for a density feedback control. Finally, a multi-
channel tangential interferometry /polarimetry 
system will be installed for a radial density 
profile measurement. 

The installation of FIR interferometry/ 
polarimetry system is scheduled on 2009~2010. 
Conceptual design of the system has been 
performed such as selection of laser sources, in-
vessel beam-line design, phase measurement 
circuit design, and profile inversion scheme. 
These results are described in this paper, and 
technical problems should be solved are 
mentioned. 
 
2. System configuration 
2.1. Laser system 

Three 118.8 µm CH3OH lasers pumped by 
9.7 µm CO2 laser will be used for simultaneous 
measurement of interferometry and polarimetry 

 
Fig. 1 : Optical schematic of the triple-laser system for the 
KSTAR tokamak. 
 
in one beam line. A probing beam is circularly 
rotating linear polarized wave. The 
interferometry is performed by measuring a 
phase variation of linear polarized wave, and the 
polarimetry is performed by measuring a 
variation of rotating phase. The probing beam is 
composed by two circular polarized FIR laser 
beams. Other laser generates reference beam. A 
frequency of the reference laser will be shifted by 
Stark-effect for a better temporal resolution. 
Optical schematic of the triple-laser system is 
presented in Fig. 1.[2] 
 
 
 
2.2. Beam line design 
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Since KSTAR is a superconducting tokamak 
that needs large cryostat on the outside of 
vacuum vessel, diagnostics devices should be 
installed via long narrow ports. This feature 
requires a complex optics system to ensure 
sufficient beam lines for an inversion of density 
profile. An optimum number of the beam lines is 
determined by a computer simulation using 
profile inversion code developed for this purpose. 
At least seven channels are required for an 
estimation of the density profile shape. Detailed 
processes will be described later on this paper. 

Each beam lines should be positioned on a 
tangential plain with different radial distant. The 
beam-lines are split on a beam splitting module 
placed on the outside of cryostat, and are entered 
into plasma through etalon windows. A specially 
designed alignment optics module consists of 
several reflecting mirrors with aligning knob will 
be installed for aligning beam-lines to assigned 
radial positions. Beams entered into plasma will 
be reflected at the corner-cube reflectors mounted 
on the inner-wall of vacuum vessel. The size of 
beam radius inside plasma is less than 30mm. 
The interferometry is very sensitive to a 
mechanical vibration. Hence, the inner alignment 
optics module and corner-cube reflectors should 
be mounted on the vessel wall using vibration 
compensating mounts. All components consist of 
the mounts should be selected considering the 
vacuum environment. They also can stand against 
high magnetic field, high heat flux and high 
radiation. Development of vibration 
compensating schemes using spring with non-
magnetic materials such as beryllium-copper are 
planned and will be tested. Conceptual lay-out of 
beam-lines is presented in Fig. 2. 

 
2.3. Phase comparison circuit 

As mentioned above, interferometry and 
polarimetry are performed simultaneously in one 
beam-line. Two probing laser with slightly 
different frequency (ω1 and ω2) makes a 
circularly rotating linear polarized wave, and one 
reference laser makes a frequency-shifted (ωLO) 
wave using Stark-tuned effect. The 
interferometry signal comes from |ω1 - ωLO| or |ω2 
- ωLO|, and the polarimetry signal from |ω1 - ω2|. 
Since frequency of the later is larger than that of 
the former, theses signal can be separated from 
each other on the comparison circuit. 

 
Fig. 2 : Conceptual beam-lines lay-out of tangential 
interferometer/polarimeter system 
 

A phase shift of polarimeter will be lesser than 
one fringe (6.28 radian), and it can be traced with 
typical comparison circuit. But a fringe-counting 
capability is necessary for the interferometry, 
since the phase shift of interferometer will be 
varied over several fringes. A multi-fringe 
counting circuit using counter-chip has been 
developed and installed for the millimetre-wave 
interferometry system for KSTAR. This circuit 
will be tested and applied for the FIR 
interferometry system with adding a signal 
separation module. 
 
2.4. Profile inversion code 

A shape of density profile can be determined 
using shifted phase data of each tangential beam-
line. Abel inversion is well established technique 
for a cylindrical symmetric geometry, and 
various inversion techniques such as a slice-and-
stack method have been developed for a 
cylindrical asymmetric geometry. For an 
estimation of radial density profile using 
tangential interferometric measurement in 
KSTAR, an improved Abel inversion method has 
been developed.[3] This technique is similar to 
the slice-and-stack method, but it assumes 
density of the sliced region as a double-line 
instead of as a flat line. Hence, it can estimate 
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shape of density profile more close to the real 
shape. 

An optimum number of beam lines have been 
determined by this technique. Fig. 3. is RMS 
density errors for various shape of density 
profiles as a function of the interferometer 
channel number. The peak density of these 
profiles is 1020 m-3.  RMS errors of estimated 
profile can be suppressed less than 5% of peak 
density when the interferometric channel number 
is larger than 7.  
 
3. Conclusion 

Conceptual design of FIR interferometer/ 
polarimeter system for KSTAR has been 
performed and these results were described. The 
laser system is triple-FIR laser pumped by CO2 
laser. Total 7 beam-lines will be positioned on 
tangential plane with different radial distant. For 
the positioning and aligning of these lines, 
specially designed inner-alignment optic module 
and corner-cube reflectors with non-magnetic 
vibration- compensating mount for vacuum 
interface have been designed. The phase variation 
of beam lines are measured by the multi-fringe 
counting circuit, and the shape of density profile 
will be determined by the newly developed 
profile inversion code using measured signals. 
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Fig. 3 : RMS density errors for various density profiles as a 
function of the interferometer channel number 
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LIF measurement for metastable state argon atom 
in igniting stage of fluorescent lamp under light irradiation 
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As a spectroscopic approach to investigate ignition property of fluorescent lamp under light 
irradiation, LIF measurement was carried out for metastable state argon atom in fluorescent lamp. 
Just after a breakdown, large LIF signal was observed to show higher generation of metastable 
argon atom with increase of lamp current. But in pre-breakdown period, LIF signal was too small 
to confirm the effect of light irradiation on increase in ignition voltage of fluorescent lamp through 
decrease of Penning ionization. 

 
1. Introduction 

The phenomenon that the ignition voltage of 
a  fluorescent lamp in the illuminated 
environment increases is known empirically, but 
its mechanism is not yet clarified. The 
breakdown process for a uniform electric field, a 
small electrode gap and low pressure is well 
explained by the Townsend theory.   But, for 
the case of a non-uniform electric field, a large 
electrode gap and dielectric of glass in close 
vicinity, as in normal fluorescent lamps, the 
breakdown process is complicated and not well 
understood. Recently, transitional movement in 
the  gas phase between electrodes has been 
observed to investigate this process [1-3]. In 
addition the effect of irradiated position[4] and 
wavelength[5] of locally irradiated light and the 
effect of applied voltage property (polarity and 
increase rate)[6] have been examined, in order to 
investigate the mechanism for the increase in 
ignition voltage of fluorescent lamp. 

In this paper, as a spectroscopic approach to 
investigate ignition property of fluorescent lamp 
under light irradiation, laser-induced fluorescence 
(hereafter LIF) measurement was carried out for 
metastable state argon atom in fluorescent lamp.  
 
2. Experimental 

The fluorescent lamp and its electric circuit 
are shown in Fig. 1 (a).   And typical voltage 
and current waveforms are shown in Figs. 1 (b) 
and (c).   Applied voltage V to the lamp varies 
with time t as V=V0(1-exp(-t/τ)), where V0 is dc 
power supply voltage and τ is time constant 
determined by the circuit elements, and this 
operation repeats with a rate of 10 Hz. 
 

 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
 
 
 
 
 
 
 
 
 
 

(c) 
 
Fig. 1 : (a) Fluorescent lamp with no fluorescent material 
and its electric ignition circuit used for experiment. (b) 
Typical voltage and current waveforms. (c) Expansion of (b) 
around breakdown. 
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Fig. 2 : Partial Grotorian diagram for argon atom. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 : Experimental arrangement for LIF measurements. 
 

Partial Grotorian diagram for argon atom is 
shown in Fig. 2.   For LIF method, 696.543nm 
is used for laser excitation from a metastable state 
(1s5[Paschen-notation, alike hereafter], 4s[3/2]o

2) 
to a excited state (2p2, 4p’[1/2]1), and emission of 
772.421nm corresponding to a transition from the 
excited state to another metastable state (1s3, 
4s’[1/2]o

0) is used for fluorescence observation. 
Schematic experimental arrangement for LIF 

measurements is shown in Fig. 3.   The timing 
of lasing pulse of YAG pumped dye-laser 
(Spectra-Physics GCR-12&PDL-3, LDS698 dye) 
can be changed with respect to onset of voltage 
application to the FL lamp by using a delay time 
pulse system.   Laser pulse is monitored by a 
bi-planar photo tube (Hamamatsu R1193U-02), 
and fluorescence is observed by combination of a 
monochromator (Nikon G-250) and a 
photomultiplier (Hamamatsu R1464). 
 

3. Results and discussions 
3.1. Optical emission spectra 
   For dc discharge (current ~1mA), only 
several line spectra of mercury atom were 
observed at middle of the FL lamp, as shown in 
Fig. 4 (a), and line spectra of argon atom were 
observed only near cathode, where large potential 
gradient is expected, as shown in Fig. 4 (b). 
   For pulse discharge, large emission was 
observed just after breakdown corresponding to 
large peak of lamp current shown in Fig. 1 (c).   
Spatial distribution of peak emission of argon 
spectral line (772.421nm) is shown in Fig. 5, for 
both dark and irradiated circumstances.   
Striated structure of the distributions coincides 
with appearance seen with human eye.   
Difference between both distributions for dark 
and irradiated conditions may come from 
difference of ignition voltages and of resultant 
currents. 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 

 
 
 
 
 
 
 
 
 
 
 

(b) 
 

Fig. 4 : Emission spectra for dc discharge observed (a) at 
middle of lamp and (b) near cathode (z = -5 mm). 
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Fig. 5 : Spatial distribution of peak emission (772.421nm) 
for pulse discharge. 
 
 
3.2. LIF measurement with hollow cathode lamp 

Adjustments of LIF system was done with 
using hollow cathode lamp (Hamamatsu L223- 
11NB (W), hereafter HCL), as a stable source of 
metastable state argon atom, instead of FL lamp. 

Tuning curve and saturation characteristics of 
LIF signal were confirmed as shown in Fig. 6 and 
Fig. 7, respectively. 

LIF signal as a function of lamp current is 
shown in Fig. 8.   Increase in lamp current does 
not increase but rather decrease LIF signal, that is, 
density of metastable argon atom.   Increase in 
lamp current may cause that deconstruction of 
metastable by electron-collision excitation and 
de-excitation surpasses generation of metastable 
by electron-collision excitation, although 
configuration of hollow cathode and ring-like 
anode and current density should be considered.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 : Tuning curve for metastable state of argon atom. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 : Saturation characteristics of LIF (shot by shot). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8 : LIF signal for HCL as a function of current. 
 
 
3.3. LIF measurement with fluorescent lamp 
   For dc discharge (current ~1mA), LIF signal 
as shown in Fig. 9 was observed only near 
cathode, which was same as the results of 
emission shown in Fig. 4. 
   For pulse discharge, because the jitter of 
timing when breakdown occurs is large in order 
of ms, it was difficult for measurement to be 
carried out in the same igniting condition.   By 
changing the timing of laser pulse, LIF signal 
was observed and arranged afterwards either by 
time from onset of breakdown, that is start of 
decrease of voltage between electrodes, or by 
time from peak of emission.   For detecting 
circuit, 32kΩ resistance was used instead of 50Ω, 
in order to produce wide width signal of ~10μs to 
be observed simultaneously with voltage or 
emission, which change in time of ~100μs as 
shown in Fig.1. 
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Fig. 9 : LIF signal and stray light near chathode for dc 
discharge (~1mA). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       (a) irradiation             (b) dark 
Fig. 10 : Time variation of LIF signal for pulse discharge (z 
= 2mm). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      (a) irradiation             (b) dark 
Fig. 11 : Time variation of LIF signal for pulse discharge (z 
= 74mm). 
 
   LIF signals observed at 2mm from cathode as 
a function of time from onset of breakdown are 

shown in Fig. 10 (a) for condition of irradiation 
by another fluorescent lamps and in Fig.10 (b) 
for dark condition.   Steep LIF signals, 
observed just after breakdown, are followed by 
small signals.   LIF signals observed at 74mm 
from cathode as a function of time from peak 
emission are shown in Fig. 11 for (a) irradiation 
and (b) dark conditions.   About ~10μs before 
peak of emission, LIF signals have their maxima.   
This indicates that higher current or higher 
emission do not necessarily mean higher density 
of metastable.   And considering that 
breakdown voltage in dark is smaller about 100V 
than that in irradiation, magnitude of LIF signals 
in both cases is in reverse.   In any case, in 
pre-breakdown period, LIF signals were too 
small to detect. 
 
4. Conclusion 

As a spectroscopic approach to investigate 
ignition property of fluorescent lamp under light 
irradiation, LIF measurement was carried out for 
metastable state argon atom in fluorescent lamp. 
Just after a breakdown, large LIF signal was 
observed to show higher generation of metastable 
argon atom with increase of lamp current. But in 
pre-breakdown period, LIF signal was too small 
to confirm the effect of light irradiation on 
increase in ignition voltage of fluorescent lamp 
through decrease of Penning ionization. 
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We have developed a high-sensitive method for electric field measurement in plasmas using the 
interference between atomic transition amplitudes, which relies on circular polarization of 
laser-induced fluorescence of He atoms. This method has a detectability of polarity of electric field, 
which makes it possible to identify the position of potential extrema. In this work, to demonstrate 
the precise potential profile measurement by our method, the potential in cylindrical inertial 
electrostatic confinement He plasma was measured. The potential profile known as single-well 
potential was obtained. The minimum electric field strength of 8 V/cm was measured and the 
potential peak position was detected with a spatial resolution of 0.5 mm. 
 

1. Introduction 
The inertial electrostatic confinement (IEC) 

fusion device has attracted much attention for 
application as a compact neutron/proton source 
[1], in which fusion reactions are obtained from 
the collisions of high-energy ions accelerated and 
focused locally onto the center region of the 
device. Complicated potential profiles (single- 
well, double-well potentials) are formed in the 
IEC plasmas since the space charge associated 
with focused ions attracts electrons [2]. It is 
important to measure the potential profile in 
plasmas because the potential plays a key role in 
neutron /proton generation rate. 

We have developed a high sensitive method to 
directly measure the electric field E in plasmas by 
laser-induced fluorescence (LIF) polarization 
spectroscopy utilizing the Stark-mixing of helium  

 
Fig. 1. Energy level diagram of He I for the electric field 
measurement. Stark and QDP represent the Stark- induced 
and the electric QDP transition, respectively. Level mixing 
occurs between the levels of n1P and n1D. The electric field 
is determined by linear polarization degree PL of LIF.  

atoms [3, 4]. In this technique, the electric field 
can be determined from the liner polarization 
degree PL of LIF (He I: n1D→21P, n = 3, 4) 
involving excitation of forbidden transitions (He 
I: 21S→n1D, n = 3, 4) caused by electric 
quadrupole (QDP) moment and Stark induced 
electric dipole moment in the electric fields 
(linear polarization method), as shown in Fig. 1. 
Yoshikawa et al. have applied this method to the 
spherical IEC He plasma, and succeeded in direct 
measurement of the potential well [5]. More 
precise measurement method is, however, 
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Fig. 2. The Kastler diagrams in E × B geometry, (a) for the 
forbidden excitation (He I: 21S→41D, 397.2 nm) with the 
linearly polarized light and (b) for the transition (He I: 
41D→21P, 492.2 nm) showing the fluorescence process. 
Relative excitation and transition probabilities are shown. S 
and Q represent Stark and QDP amplitudes, |Q-S|2 and |Q+S|2 
are interference terms. 
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essential to study the influence of plasma 
conditions on the formation of potential 
well,which requires the improvement in spatial 
resolution and sensitivity, and the detectability of 
position of potential extremum. 

Recently, in E × B geometry, a higher-sensitive 
electric field measurement method has been 
developed [6] using the interference between the 
Stark-induced electric dipole and the electric 
QDP transition amplitudes [7], as shown in Fig. 2. 
The laser excitation generates the anisotropic 
populations, known as orientation, among 
magnetic sublevels with opposite sign, e.g. ml = 
+2 and -2. The anisotropy caused by electric 
field can be observed as the circular dichroism of 
LIF (circular polarization PC) along the magnetic 
field. The relationship between PC and E is shown 
in Fig. 3. This circular polarization method is an 
order of magnitude higher than the liner 
polarization method in sensitivity (cf. PL in Fig. 
3). Additionally, the polarity of electric field can 
also be determined from the sign of PC [6]. 
Detectability of the polarity makes it possible to 
determine the position of potential extremum and 
whether the extremum is a peak or a bottom. 

 
Fig. 3. Relationship between PL/PC and the electric field. 
Electric field dependence of PC is very large up to about 10 
V/cm, in contrast, that of PL is small below 100 V/cm. 

 
In this study, to demonstrate the precise 

potential profile measurement by the circular 
polarization method, we apply our method to a 
cylindrical IEC He plasma, in which the radial 
electric field is induced. The weak magnetic field 
is applied along cylindrical axis to measure the 
potential profile. Based on the result, we briefly 
discuss the performance of potential 
measurement by our method. 

2. Experiment 
The experimental apparatus is shown in Fig. 4, 

consisting of a vacuum chamber as an anode and 
a cylindrical hollow cathode which has a 
structure of arraying 12 annular electrodes (inner 
diameter of 30 mm, outer diameter of 40 mm, and 
0.5 mm thickness) at intervals of 5 mm. The 
weak magnetic field was applied in the 
z-direction by a Helmholtz coil, which has little 
influence on plasma. The IEC He plasma was 
produced in a cylindrical hollow cathode with a 
discharge current of 24 mA, discharge voltage of 
4 kV, He gas pressure of 25 mTorr and magnetic 
field strength of 15 G. 

The metastable helium atoms (21S) produced in 
plasma were excited to the 41D level by a 
YAG-laser pumped dye laser (He I: 21S→41D, 
397.2 nm). The laser light with a polarization 
vector eL parallel to the x-axis (eL // x) was 
injected into the cathode along the y-axis. The 
circular polarization of LIF (He I: 41D→21P, 
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Fig. 4. (a) Experimental arrangement. (b) Cross section of 
the cathode. 
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492.2 nm) was observed in the z-direction. 
Spatial distribution of LIF was measured as a 
function of the distance x from the center of the 
cathode with a spatial resolution of 0.5 mm. The 
right hand IR and left hand IL circular polarization 
components were separated by a quarter-wave 
plate and a Glan-Thompson polarizing beam 
splitter. The circular polarization degree PC is 
defined by )()( RLRLC IIIIP +−= . The 
relationship between the sign of PC and the 
polarity of E was investigated in hollow cathode 
discharge plasma. The positive sign of PC 
corresponds to the negative electric field and vice 
versa. 
 
3. Results and Discussion 

Figure 5 shows typical waveforms of the 
circularly polarized LIF components IR (closed 
circles), IL (open circles) and PC observed at (a) x 
= -7.5 and (b) x = +2 mm. Each experimental data 
is fitted by solid lines by using the rate equation 
procedure [8]. The origin in the abscissa 
corresponds to the beginning of irradiation by the 
incident laser. The values of PC decay gradually 
with time due to the depolarization caused by 
collisions of the excited atoms with the plasma 
particles. For the determination of PC, therefore, 
the reliable value is only obtained immediately 
after the onset of LIF pulse. In cases (a) and (b), 
the values of PC were obtained to be +0.8 and 
-0.5, respectively. Using the theoretically 
calculated PC-E relationship (Fig. 3), the values 
of electric field were determined to be -145 and 
+75 V/cm, respectively considering the 
relationship described in Section 2. 

Measured spatial distributions of PC and E 

 
Fig. 5. Typical waveforms of the circularly polarized LIF 
components IR (closed circles), IL (open circles) and PC, at 
(a) x = -7.5 and (b) x = + 2 mm. The solid lines are results of 

along the x-axis are depicted in Fig. 6 (a) and (

waveform fitting by using the rate equation procedure.  

b), 

 The potential profile is obtained from the 

respectively. The axisymmetric electric field 
distribution was obtained and its direction was 
from the central region toward the peripheral 
plasma region. The reversing position of sign of 
PC existed between x = -0.5 and +0.5 mm. From 
the reference [5], the potential structure known as 
double-well is considered to have three extrema 
at interval of about 5 mm, thus it is possible to 
determine their positions precisely. The minimum 
electric field strength measured in this study was 
about 8 V/cm which is consistent with theoretical 
detection limit (~10 V/cm). 

 
Fig. 6. Spatial distributions of (a) PC and (b) electric field 
along x axis. The center of cathode is located at x = 0 mm, 
and x = ±15 mm is the position of cathode inner surface. 
 
 
spatial integration of electric field distribution. 
Figure 7 shows potential profiles obtained at (a) 
discharge voltage of 4 kV and He gas pressure of 
25 mTorr, and (b) 2 kV and 60 mTorr. The profile 
had a peak due to the space charge associated 
with ions focused onto the center of cathode, 
which is known as the single-well potential [2]. 
The potential difference between the central and 
the peripheral region in plasma was estimated to 
be (a) 165 V and (b) 120 V. More effective ion 
focusing occurs in (a) due to higher applied 
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voltage. The variation in profile was successfully 
detected by changing the plasma conditions. 
 

 
Fig. 7. Potential profile in cylindrical IEC plasma known as 
single-well potential, obtained at (a) discharge voltage of 4 
kV and He gas pressure of 25 mTorr, and (b) 2 kV and 60 
mTorr. 
 
4. Summary 
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The loss of Ba atom from the electrode of a fluorescent lamp was measured while the lamp was 
operated under both the glow and the arc discharges. A laser-induced fluorescence method was 
applied to the measurements of the temporal and spatial distributions of Ba atoms in the vicinity of 
the electrode. The temporal and spatial distributions of Ba atoms were found to be completely 
different in these discharges. At the arc mode, Ba atoms were mainly emitted in the anode 
half-cycle by thermal evaporation. At the glow mode, on the other hand, Ba atoms were emitted in 
the cathode half-cycle by sputtering, and the amount was 2 orders larger than that at arc discharge 
mode. The mechanism of Ba atom loss in both modes was discussed.  

 

1. Introduction 
Barium oxide as an emitter material is usually 

coated onto electrodes of low-pressure 
fluorescent lamp (FL) to emit thermal electrons at 
low temperature. Because existence of Ba atoms 
in the electrode surface substantially lowers the 
work function of bare tungsten of about 4 eV to 
about 1.38 eV [1], a low discharge voltage 
(sheath potential) resulting high efficiency 
operation of the FL can be achieved. Although 
Ba atoms are evaporated and sputtered from the 
electrodes during lamp operation, which shortens 
the life time, there have been only a few studies 
describing the features of Ba atom loss from the 
electrode [2-4]. 

At a low discharge current, the FL is sustained 
by glow discharge with a cathode sheath 
potential higher than 100 V, because it is not 
sufficient to increase the electrode temperature. 
As for the arc discharge mode, the cathode sheath 
potential is much lower than that for the glow 
mode. Because the cathode sheath region does 
not contribute to fluorescent luminescence and 
electric power consumption is large in the region, 
the domination of the hot cathode is clear from 
the viewpoint of luminescence efficiency. For 
these reasons, in a dimming operation mode of a 
high-frequency operating FL, an auxiliary current 
is usually applied to the filament in addition to 
the discharge current. Although the transition 
from glow discharge to arc discharge affects the 
different discharge parameters and it is important 
to study the effect of the glow-to-arc transition on 
the loss of Ba atom, there are as yet no such 

investigations, particularly for understanding the 
mechanism of emitter material loss. 

In this study, we have investigated the emitter 
material dynamics in FL using a laser-induced 
fluorescence (LIF) method [5-7]. The temporal 
and special distributions of Ba atom density near 
the electrode surface were measured in both the 
glow and arc discharges. The mechanism of Ba 
atom loss from the electrode is described in both 
the glow and arc discharge modes. 
 
2. Experimental Procedure 

The experimental arrangement is 
schematically shown in Fig. 1 (a). The studied FL 
was a commercially based fluorescent lamp of 26 
mm diameter and 600 mm length and filled at 
350 Pa by Ar and a small amount of Hg, which 
was constructed with a clear glass tube to ensure 
UV laser beam passage. Ba atoms in ground-state 
(61S0) were excited to a 51P1 level by a SHG 
beam (350.1 nm) of a dye laser, and the 
subsequent fluorescence (51P1 – 51D2, 582.6 nm) 
was detected through a collection lens by a 
photomultiplier tube equipped with a 
monochromator. These transition states have 
been chosen because they have the strongest 
fluorescence intensity, where the radiative decay 
is much faster than the quenching by collisions in 
such a pressure of 350 Pa, and the time constant 
of the excitation from the ground-state is lower 
than the laser pulse duration time [3-7]. The laser 
pulse (7 ns duration and 10 mJ/ pulse) with a 
repetition rate of 10 Hz was synchronized and 
varied with respect to the discharge current (Id) 
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using a delay generator. In order to increase the 
signal to noise ratio, the LIF signal was averaged 
over 600 laser pulses by a boxcar integrator and 
recorded by a computer based data acquisition 
system. The FL was operated by an AC (60 Hz) 
power supply with a ballast, and DC auxiliary 
current (If) was used to change the electrode 
temperature apart from Id as shown in Fig. 1 (b). 
 
3. Results and Discussion 

Figure 2 shows the temporal distribution of 
the measured LIF intensity at different values of 
the discharge current (Id) without the auxiliary 
current (If) and both voltage and current 
waveforms at Id = 0.35 A. The temporal 
distribution of Ba atoms was measured near the 
surface of the electrode (x=0) with the spatial 
resolution of 50 µm × 16 mm, which covered the 
whole length of the electrode. As can be observed 
in Fig, 2, there is no apparent change in the 
temporal profile of two or more different Id. 

Figure 3 shows the temporal distribution of 
the LIF intensity in the following three cases: (1) 
at Id = 5 mA without If, (2) at Id = 5 mA with If = 
0.27 A, and (3) at Id = 0.29 A without If. Note 
that the temporal distribution of Ba atoms emitted 
from the electrode in the three cases is 
completely different. In case (1), Ba atoms are 
mainly emitted during the cathode half-cycle 
with a very high rate. At such low Id, the 
electrode is cold and the discharge is sustained on 
the glow discharge mode. In the glow discharge, 
the positive ions bombard the cathode, which are 
accelerated by the large cathode sheath potential. 
As a result, large amounts of Ba atoms are 
sputtered from the electrode during a cathode 
half-cycle with a high rate. On the other hand, in 
the anode half-cycle, only a few Ba atoms are 

evaporated due to a low electrode temperature. In 
case (2), the electrode temperature is increased 
by If. This increase causes a marked decrease in 
the loss of Ba atom due to the decrease in the 
energy of the bombarding ion, as will be 
discussed later. At this high temperature, the 
thermionic electrons are emitted from the cathode, 
and a mode transition occurs from glow 
discharge to arc discharge. In case (3), the FL is 
operated by arc discharge but this time the 
cathode is heated only by the alternating Id. The 
observed differences between cases (2) and (3) in 
the cathode and anode half-cycles can be inferred 
from the finding that in the anode half-cycle, the 
electrode temperature is increased by electron 
collection and then more thermal evaporation and 
Ba atom loss occur. On the contrary, in the 
cathode half-cycle, there is some cooling of the 
electrode due to thermionic cooling, which is 
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Fig. 1. Experimental setup for LIF measurements of FL. 
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mainly electron cooling caused by thermal 
electron emission with an energy of eφ (φ: work 
function) from the cathode electrode [8]. Using 
black-body radiation measurement, it was 
clarified that the electrode temperature increases 
during the anode half-cycle and decreases during 
the cathode half-cycle as a FL is operated at 6 Hz 
[9]. As the operating frequency becomes higher 
than 60 Hz, there is no obvious temperature 
change in time because of its large thermal 
capacity. However, because the electron 
collection/emission, ion bombardment, and the 
Ba atom loss take place on the surface of the 
electrode, it seems that the temperature change of 
the thin surface layer of the electrode is large [5, 
6]. In case (3), the electrode temperature is 
dominated only by Id (AC). It is conjectured that 
the electrode temperature of the thin surface layer 
during the anode half-cycle is higher than that 
during the cathode half-cycle. In case (2), on the 
contrary, the electrode temperature is dominated 
by If (DC) and maintained constant, because the 
fluctuation due to the heating/cooling by Id (AC) 
is negligibly small. This is suggested by the 
finding that during the anode half-cycle, the LIF 
intensity for case (3) is larger than that for case 
(2), whereas it is smaller during the cathode 
half-cycle, as can be observed in Fig. 3. It is 
concluded that in arc discharge, heat evaporation 
is the dominant factor for Ba atom loss from the 
electrode but not sputtering by ion bombardment. 
This is consistent with our previous 
considerations [5-7]. 

Electrode temperature causing discharge 
mode transition plays an important role in the 
loss process in both the glow and arc discharge 
modes. The electrode temperature in this study 
was changed using If = 0 – 0.3 A. Figure 4 shows 
the rms values of the discharge voltage Vd as 
functions of If at a low Id of 5 mA. It is clearly 
shown that Vd was found to decrease with 
increasing If. As the electrode temperature is 
increased by If, the rate of electron emission from 
the cathode increases, and the cathode sheath 
potential decreases consequently, which appears 
as a decrease in the Vd. Under the same 
conditions, the LIF signal was measured and 
integrated over the entire period of one cycle of 
discharge. The integrated values of LIF are also 
shown in Fig. 4. Note that as If increases to 0.2 A 
the loss rate of Ba atoms decreases to about 6 % 
of its value at If = 0. This behavior can be 

inferred from the finding that as the cathode 
temperature is increased, the cathode sheath 
potential decreases due to the emission of 
thermionic electrons from the cathode. This 
decrease causes a decrease in the energy of the 
bombarding ions and hence reduces the 
sputtering yield of Ba atoms. As If reaches 0.25 A, 
the loss of Ba atom becomes very low (2 orders 
of magnitude less than for If = 0). Further 
increase in If (0.3 A) causes an increase in the Ba 
atom loss due to thermal evaporation. This 
change in the effect of If on the loss rate can be 
inferred to the discharge mode transition from 
glow to arc, where it was found that at If = 0.25 A, 
the electrode temperature is sufficiently high to 
induce thermionic emission [6]. These opposite 
effects of the electrode temperature on Ba atom 
loss in glow and arc discharges play an important 
role in the improvement of the FL lifetime. If the 
FL is operated by glow discharge (ex. dimming 
mode operation), it is better to increase its 
temperature using an auxiliary current. 
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Figure 5 shows the spatial distribution of Ba 
atoms in front of the electrode in the glow and 
arc discharge modes. The spatial distribution was 
measured in glow discharge in the cathode 
half-cycle and in arc discharge at the first peak 
observed in case (3) in Fig. 3. The spatial 
resolution of these types of measurement was 
chosen to be 50 µm × 2 mm. As can be observed 
in Fig. 5, the transition from glow discharge to 
arc discharge affects the distribution of Ba atoms 
in front of the electrode. In glow discharge, the 
Ba atoms are emitted homogeneously from all 
parts of the electrode and diffuse symmetrically. 
In glow discharge, the Ba atoms are sputtered due 
to the bombardment of ions that are accelerated 
in the high electric field of the cathode sheath. In 
arc discharge, the Ba atoms are mainly emitted 
from the hot spot of the electrode. The hot spot is 
the nearest point of the electrode to the discharge 
circuit, because of electrode resistance, this point 
carries most discharge current, and hence, it has 
the maximum temperature. The high temperature 
of the hot spot results in a maximum evaporation 
rate of Ba atoms from it. Therefore the hot spot is 
the main source of Ba atom loss in arc discharge. 
The emitted Ba atoms diffuse randomly, so that 
the density of Ba atoms decreases with x, as 
shown in Fig. 5. The shapes of spatial 
distribution in both discharge modes confirm the 
change in the mechanism of Ba atom loss due to 
the glow-to-arc transition. 
 
4. Conclusion 

The LIF technique has been applied to study 
the emitter material dynamics in a low-pressure 
fluorescent lamp, and shown to be a powerful 
tool for discussing the loss mechanism. The 
present measurements show that in the glow 
discharge the Ba atoms are mainly emitted in the 
cathode half-cycle, while in the arc discharge an 
amount of Ba atoms emitted in the anode 
half-cycle is larger than that in the cathode 
half-cycle. The electrode temperature has been 
found to play an important role in the control of 
the loss rate of Ba atom, and hence the lifetime of 
the lamp. It is shown that the Ba atom loss can be 
reduced effectively as the electrode temperature 
is raised in the glow discharge. In glow discharge 
the Ba atom loss is mainly caused by the 
sputtering, while in arc discharge by the thermal 
evaporation. As the electrode temperature is 
raised to a high value, the discharge mode 

transition occurs from glow to arc even at low 
discharge current, also this transition causes a 
change in the loss mechanism. 
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Behaviors of Ground and Excited O Atoms in O2 and Rare Gases Mixture 
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Measurement of absolute densities of O atoms in surface wave plasmas (SWP) with oxygen and 
rare gases mixture was carried out by using vacuum ultraviolet (VUV) absorption spectroscopy 
with tunable VUV laser system (VUVLAS). Absolute densities of O atoms in the ground (3P2) and 
excited state (1D2) were measured as functions of input power density of microwave. From these 
results, the absolute density of O (3P2) atom slightly increased with increasing the microwave 
power density. On the other hand, that of O (1D2) atom was larger than that of O (3P2) atom in the 
condition of high microwave power density. Moreover, we confirmed that the Ar and O2 mixture 
SWP was able to realize the high density condition of O (1D2) atom compared with Kr and O2 
mixture SWP. 

 
1. Introduction 

In the nano fabrication technologies, high 
speed operations to process at lower temperature 
are strongly required to realize the ultra-high 
integration devices with precise doping profile 
control, flexible devices with organic films, etc. 
Plasma nanotechnology is most likely candidate 
for realizing such processes. However, reactive 
plasma processes are typically complication, 
because of surface and gas-phase reactions due to 
various species in the plasmas. Therefore, in 
order to achieve the fabrication of high precise 
plasma processes, it is important to get an insight 
into the behaviors of those reactive species in the 
process plasmas.  

In oxygen (O2) based plasmas, oxygen (O) 
atoms have attracted very much because of their 
high reactivity compared with other species. 
Therefore, the behaviors of the O atoms in the 
plasmas must be controlled for realizing the high 
performance on several applications, such as 
resist ashing, surface cleaning, material oxidizing, 
etc. [1, 2] Nowadays, a quantitative study on the 
behaviors of O atoms in O2 based plasmas with a 
high rare gas dilution is strongly required from 
the viewpoint of developing high precise oxygen 
based plasma processes used on several processes. 
It was reported that O2 based plasma with high 
krypton (Kr) gas dilution had a great potential to 
realize the high speed plasma Si oxidation 
process at low temperature because excited O 
atoms which has high reactivity were efficiently 
generated by the collisional dissociation between 
metastable Kr atom and O2.[3] We have focused 
on the measurement of the absolute density of O 
atoms in the ground (3Pj) and excited state (1D2) 

in a surface wave plasma (SWP) with Kr and O2 
gas mixture. Moreover, the production processes 
of O atoms were discussed. From these results, 
we confirmed electron impacts were dominant 
processes to generate the O (3Pj) and (1D2) atoms 
in the Kr/O2 SWP.[4] However, the Ar/O2 SWP 
has been frequently used for synthesizing the Si 
oxidation films in the industry. In order to 
investigate the optimum condition of the plasma 
oxidation process, the quantitative information of 
the behaviors of O atoms in the Ar/O2 SWP is of 
extreme importance. In this study, the 
measurements of absolute density of O (3Pj) and 
(1D2) atoms in an Ar/O2 SWP were carried out by 
using vacuum ultraviolet laser absorption 
spectroscopy (VUVLAS). 
 
2. Experimental setup 

Figure 1 shows a schematic diagram of 
experimental setup for measuring the absolute 
densities of O (3P2) and O (1D2) atoms in the rare 
gas and O2 mixture SWP. The plasma chamber is 
60 cm in diameter and 70 cm in height, which is a 
production level apparatus for 200 mm Si wafer. 
Microwave of 2.45 GHz was supplied to the flat 
top quartz window to produce the SWP. In this 
study, the rare gas and O2 mixture SWP was 
generated at the condition of an total pressure of 
133.3 P and the O2/(Ar+O2) flow rate ratio of 1 %. 
The input power density of microwave was 
changed from 0.8 to 2.2 W/cm2. The 
measurements of O atoms in the rare gas and O2 
mixture SWP were carried out at the point of 7.3 
cm below the quartz window.  

The absolute densities of O (3P2) and O (1D2) 
atoms were measured by a vacuum ultraviolet 
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laser absorption spectroscopy (VUVLAS). In the 
measurement of O (3P2), we used the VUV laser 
radiations around 130nm generated by the two 
photon resonance four wave sum frequency 
mixing. The O (3P2) has a transition line of 3s 
3S0-2p4 3P2 at 130.217 nm. VUV laser light at 
around 130.2 nm was passed through the SWP 
and then was focused on the slit of a VUV 
monochromator with a MgF2 lens and detected by 
a solar blind type photomultiplier tube.  

The absolute density of the O (1D2) atom was 
also measured by VUVLAS on the 3s 1Dº-2p 1D2 
transition at 115.22nm. The VUV laser radiations 
around 115nm were generated by phase-matched 
frequency tripling in the rare gas mixture. The 
VUV light generated in the rare gas mixture gas 
cell was passed though the LiF window and was 
introduced into the SWP reactor. The VUV light 
going through the SWP was detected by the 
photo-ionization current of NO gas.  

In this experimental setup, two stainless-steel 
pipes of 34 mm in diameter and 15 cm in length 
were introduced into the chamber in order to 
avoid the saturation of the absorption intensity. 
Thus, the absorption path length of the VUV laser 
light was adjusted to be around 30 cm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Experimental setup for measuring the absolute 
densities of O (3P2) and O (1D2) atoms in rare gas 
and O2 SWP. 
 
3. Profiles of VUV laser radiations  

In this study, the profiles of the VUV laser 
radiations were estimated from the VUVLAS 
measurement results of absorption profile of 
molecular and rare gases without discharge.[5] 

The profile information of the VUV laser 

radiation generated by two photon resonance four 
wave sum mixing in Kr gas was obtained by 
measuring the absorption intensity profile of 
Xenon (Xe) on the condition of a pressure of 4 × 
10-2 Pa and without discharge (300K). In order to 
measure the absorption intensity profile of the Xe, 
we used the transition of Xe at 129.559 nm 
[1S0-1P1]. From this result, the hull width at half 
maximum (FWHM) of Xe absorption intensity 
profile was 0.43 cm-1. The absorption profile of 
Xe atom was a Doppler profile and had the 
FWHM of 0.083 cm-1 at a room temperature. 
Considering the profile of the VUV laser 
radiation, the profile of the VUV laser radiation 
had the FWHM of 0.4 cm-1 and a Gaussian type 
profile. 

As described above, in order to observe the 
behaviors of O (1D2) atom, the technique of 
phase-matched frequency tripling in the Xe and 
Ar gas mixture to generate the VUV laser 
radiations around 115.22 nm. Therefore, the 
profile of the VUV laser radiations around 115.22 
nm should be also estimated from the 
measurement of absolute density of O (1D2) atom. 
In this estimation, CO molecule was used for the 
profile of the VUV laser radiation to be 
determined. The measurement of absorption 
intensity profile was carried out at a pressure of 
0.13 Pa without the discharge (300 K). Under the 
condition, the absorption profile of CO molecule 
can be assumed as a Doppler and that FWHM 
was 0.17 cm-1. The FWHM of the absorption 
intensity profile of CO molecule was 0.45 cm-1. 
Therefore, the profile of the VUV laser radiation 
generated by the phase-matched frequency 
tripling was the Gaussian type and the FWHM 
was 0.44 cm-1.  

 
4. Results and discussions 

Figure 2 shows the absolute densities of O 
(3P2) and O (1D2) atoms in the Ar and O2 mixture 
SWP as a function of input power density of 
microwave. The plasma was discharged at a 
pressure of 133.3 Pa, O2 flow rate ratio 
(O2/(Ar+O2)) of 1 %. Microwave power density 
was changed from 0.8 to 2.2 W/cm2. The absolute 
density of O (1D2) atom in the Ar and O2 mixture 
SWP increased markedly up to the microwave 
power density of 1.2 W/cm2. Above 1.2 W/cm2, 
the absolute density of O (1D2) atom increased 
slightly with the microwave power density. The 
absolute density of O (1D2) atom was estimated to 
be 1.1 ~ 2.8 × 1012 cm-3. On the other hand, the 
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absolute density of O (3P2) atom increased 
slightly from 1.6 to 2.5 × 1012 cm-3 with 
increasing the microwave power density. In the 
condition below the microwave power density of 
1.2 W/cm2, absolute density of O (3P2) atom was 
higher than that of O (1D2) atom. However, above 
the 1.2 W/cm2, the high density condition of O 
(1D2) atom was realized by using this SWP 
reactor. From the measurement results of electron 
density and temperature using Langmuir single 
probe, the electron density in the SWP increased 
drastically from 1010 to 1011 cm-3 with increasing 
the microwave power density up to 1.2 W/cm2. 
However, the electron temperatures were almost 
constant around 1 eV. From these results, it is 
supposed that the O (1D2) atom was generated 
efficiently by the electron impact dissociation of 
O2 because of increasing the density of electron 
with high energy which cannot be measured by 
using Langmuir single probe.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Absolute densities of O atoms in the ground and 
excited states as a function of the input power density 
of microwave. 
 

Next, the comparison between the Ar/O2 SWP 
and Kr/O2 SWP was carried out from viewpoints 
of absolute density of O (1D2) atom in each SWP. 
As shown in Fig. 3, the absolute density of the O 
(1D2) atom in the Kr or Ar diluted O2 SWP was 
measured as a function of the microwave power 
density. The plasma was discharged at a pressure 
of 133.3 Pa, and an O2 flow rate ratio 
(O2/(O2+Rg)) [Rg: rare gas] of 1 %. Microwave 
power densities were changed from 0.8 to 2.2 
W/cm2. The absolute density of O (1D2) atom in 

the Ar and O2 mixture SWP markedly increased 
from 1.1 to 2.1×1012 cm-3 up to the microwave 
power density of 1.2 W/cm2. Above this value, 
the absolute density of O (1D2) atom slightly 
increased from 2.1 to 2.8×1012 cm-3 with an 
increase in the microwave power density. On the 
other hand, the behavior of the absolute density 
of the O (1D2) atom in the Kr and O2 mixture 
SWP was similar to that in the Ar and O2 mixture 
SWP. However, the absolute density of O (1D2) 
atom in the Kr diluted O2 SWP was lower than 
that in Ar diluted O2 SWP in all microwave 
power densities. The absolute density of O (1D2) 
atom in the Kr diluted O2 SWP increased from 
6.7×1011 to 1.6×1012 cm-3 with the microwave 
power density. These results also suggest that the 
generations of O (1D2) atom due to the electron 
impact dissociation of O2 and excitation from O 
(3Pj) atom were dominant under our measurement 
conditions.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Absolute densities of the O atom in the excited 
state in the Kr or Ar and O2 mixture SWP as a function 
of the microwave power density. 
 
5. Conclusions 

Absolute densities of O atoms in the ground 
(3P2) and excited state (1D2) in the rare gas and O2 
mixture surface wave plasma (SWP) were 
measured by using vacuum ultraviolet laser 
absorption spectroscopy (VUVLAS). The 
absolute density of O (1D2) atom in the Ar and O2 
mixture SWP increased markedly up to the 
microwave power density of 1.2 W/cm2. The 
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absolute density of O (1D2) atom increased 
slightly with the microwave power density. The 
absolute density of O (1D2) atom was estimated to 
be 1.1 ~ 2.8 × 1012 cm-3. On the other hand, the 
absolute density of O (3P2) atom increased 
slightly from 1.6 to 2.5 × 1012 cm-3 with 
increasing the microwave power density. From 
these results, it was found that the high density 
condition of O (1D2) atom was realized in the 
condition above the 1.2 W/cm2 by using our SWP 
reactor. Moreover, the absolute O (1D2) atom 
density in the Ar and O2 SWP were compared 
with that in Kr and O2 mixture SWP from results 
measured by VUVLAS. From this result, the Ar 
dilution plasma had a potential to realize the 
higher density condition of O (1D2) atom 
compared with the Kr dilution plasma. These 
results also suggest that the generations of O 
(1D2) atom due to the electron impact dissociation 

of O2 and excitation from O (3Pj) atom were 
dominant under our measurement conditions. 
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In a low-temperature magnetized plasma, a neutral loop discharge, a collective drift of electrons 
has been identified for the first time by Thomson scattering. These observations are confirmed by 
a novel emission spectroscopic technique based on the modulation of the electron energy 
distribution function by an induced radio-frequency electric field. The drift is identified as the 
diamagnetic drift. The resulting velocity depends on the gas pressure. Between about 1 Pa and 10 
Pa the drift decreases from about 100 km/s towards zero due to collisions and from 1 Pa to about 
0.01 Pa the drift increases by the increase of the electron temperature to a maximum value of 200 
km/s. The sensitivity of our system is about 10 km/s. 

 
1. General  

In the early 90s a new type of plasma discharge 
was introduced by Uchida et all [1], the so called 
Neutral Loop Discharge (NLD). The 
development in the etching and deposition 
processes in the semiconductor industry requires 
plasma discharges to be operational at very low 
pressures, bellow 0.1 Pa with high electron and 
ion densities. At these conditions anisotropic 
etching over large areas can be achieved. The 
Neutral Loop Discharge proved to be very 
efficient and it has been successfully applied in 
the industry for large area processing [2]. An 
NLD reactor was designed and built [3] in order 
to allow diagnostic access both to the main 
plasma region as well as to a downstream region, 
where a substrate for processing can be located. 
The inhomogeneous magnetic field is generated 
by three coaxial coils, and in essence is a 
magnetic quadrupole bent into a torus. This leads 
both to a chaotization of the electron trajectories 
and to a confinement of the electrons in the 
Neutral Loop (NL) region. Knowledge of the 
electron properties of the discharge is of outmost 
importance since the deposited power is absorbed 
initially by these light particles and transferred 
afterwards by elastic or inelastic collisions.  
In this abstract application of the Thomson 
scattering and first identification of a rotational 
plasma drift identified as a diamagnetic drift in 
the Neutral Loop Discharge is presented together 
with the description of our laser scattering setup 
and detection system.   
 

2. Experimental setup 
  A sketch of the experimental setup for the 
plasma production is given in Figure 1. This 
novel design follows the industrial one with the 
distinction that the Neutral Loop (NL) plane is 
shifted from the middle coil plane, allowing 
diagnostic access on the NL region through 
several view ports. 
 

 

laser 
beam 

top coil 

substrate level 

middle coil 

vaccum  
   pump 

neutral loop 

bottom coil 

antenna 

 
Figure 1.  Neutral Loop Discharge experimental setup 
 
The experimental setup together with the 
magnetic field structure is described elsewhere 
[3]. Figure 2 shows the simulated magnetic field 
together with the region probed by Thomson 
scattering. The plasma is generated by inducing 
an oscillating radio-frequency field along the 
Neutral Loop through a planar 4-fold, 2 ½ turn 
ICP antenna operated at 13.56 MHz. This novel 
antenna design significantly reduces the 
non-uniformities in the induced electric field. The 

separatrix 
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setup allows a versatile operation both in the 
NLD and in the ICP mode with the magnetic 
field turned off. 
 

 
 
Figure 2.  Simulation of the NL and the position of the 
scattering volume. The lines and shadings represents regions 
of constant absolute magnetic field strength in steps of 2 
mT. 
 
3. Thomson scattering 
   The classical theory of the light scattering [5] 
discriminates, based on the parameter α, between 
the incoherent regime (α << 1) and the coherent 
regime (α > 1). In general scattering takes place 
on electron density fluctuations. In the incoherent 
case the density fluctuations are random on a 
Debye shielding length and electrons do not bear 
any phase relation between them, consequently 
they can be seen as “free electrons”.  
As a plasma diagnostic technique, laser scattering 
can provide a substantial amount of information 
on the plasma parameters, electron temperature 
and density [5], as well as on the electron energy 
distribution function [6, 7], which is a key 
parameter in understanding the ionization and 
dissociation processes. 
If the electron energy distribution function is 
assumed to be Maxwellian, the scattered 
spectrum has a Gaussian shape reflecting the 
velocity distribution function. As a result 
Thomson scattering gives a straightforward and 
non-intrusive method to obtain the Electron 
Velocity Distribution Function (EVDF) with high 
spatial and temporal resolution. 
Therefore if an additional velocity will be 
superimposed in the direction of the scattering 

vector, this will result in a shifted spectral 
distribution. 
Because of a small scattering cross section 
Thomson scattering experiments are requiring a 
high power light source and a sensitive detection 
system. In addition stray light can cause severe 
problems.   
  
3.1 Experimental setup for Thomson 
scattering Scattering volume 
   In Figure 3 is shown the experimental setup 
for Thomson scattering measurements.  
 

 
 
Figure 3.  Thomson scattering experimental setup 
 
The laser used is a frequency doubled Nd:YAG 
laser (Continuum 9050) with a wavelength of 
532 nm, pulse length of 7 ns, pulse energy of 600 
mJ and a repetition rate of 50 Hz. The laser beam 
was guided through a baffles system for stray 
light reduction by a pair of dichroic mirrors and 
focused into the scattering volume by a 
plano-convex AR coated lens with a focal length 
of one metre. The cross section of the laser beam 
in the focus point of the lens can be 
approximated with a Gaussian with a 1/e width of 
250 µm. The scattered photons are detected at an 
angle of 90°. Figure 4 shows the scattering 
geometry used in this experiment. 
The scattered light is collected with a system of 
two achromatic doublet lenses which creates a 
1:1 image of the scattering volume onto the 
entrance slit of a Triple Grating Spectrograph 
(TGS). The design of the TGS is based on 
previous versions [7, 8] and is shown in Figure 3. 
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Figure 4.  Thomson scattering geometry 
 
The three holographic gratings have 1800 
grooves/mm and are used in the first diffraction 
order. To reduce optical aberrations 
doublet-achromat AR coated @ 532 nm lenses 
are used, with a focal length of 500 mm and a 
diameter of 100 mm.  
The obtained scattered spectrum is recorded on 
an intensified CCD camera (Roper Scientific 
PI:MAX II) over 90000 laser shots using a 
normal accumulation technique. The efficient 
usage of a Triple Grating Spectrograph together 
with an ICCD camera was previously 
demonstrated [7] in Thomson scattering 
measurements by using a photon counting 
technique.In order to separate the Thomson 
signal from the stray light and the Rayleigh 
contribution which affects the centre part of the 
spectrum together with the continuous plasma 
signal and the dark current of the detector which 
affects the low intensity part of the spectrum 
several subtraction methods are applied. The 
TGS allows by design a stray light rejection 
factor of 10-6 and a lower detection limit down to 
1015 m-3.  
Typical EEDFs obtained with the TGS for an 
NLD discharge at 0.05 Pa and 5 Pa is shown in 
figure 5.   

 
 
 
 
 
 
 
 
 

 
 

Figure 5. EEDF – Thomson scattering for NLD at 1000 
Watt in Argon at 0.05Pa and 5 Pa 

 

A dynamic range up to 3 orders of magnitude 
in the EEDF can be achieved over 12 eV in the 
energy scale. The determined electron 
temperature as a function of pressure at two 
input powers and a power variation at two 
operating pressures in the NLD are shown in 
figures 6 and 7 for a given set of coil currents.  
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Figure 6. Electron temperature as a function of pressure for 
two input powers in the NLD 
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Figure 7. Electron temperature as a function of power for 
two operating pressures in the NLD 

 
Since a mask is used in the TGS to block the 

Rayleigh signal at the centre wavelength of the 
laser, for inferring the absolute values of the 
electron density we are using Raman calibration 
on nitrogen at room temperature and atmospheric 
pressure. At the time of these measurements the 
TGS was newly realigned and the calibration was 
not performed. 
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The high performance of the TGS allowed 
identification of a drift rotation of the plasma 
both in the ICP and in the NLD mode and 
therefore to deduce and quantify a drift velocity. 
Since the diamagnetic drift has a velocity 
component superimposed on our scattering vector, 
see Figure 4 and we probe by Thomson scattering 
the velocity distribution function, this will result 
in a shifted velocity distribution. 
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Figure 8 shows a clear shift in the distribution 
function for the case of ICP and NLD. 
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Figure 8. Isotropic and anisotropic velocity distribution 
function for the ICP and NLD respectively 
 
Figure 9 shows the measured drift velocity as a 
function of pressure in an Argon NLD discharge 
at 1000 Watt both in normal and reverse 
magnetic field. The sign of the drift can be 
changed by changing the direction of which the 
current flows in the three coils. The drift is 
believed to be caused by a diamagnetic drift 
effect. The drift is strongly dependent on the 
magnetic field gradients.   

 

 

 For the first time a diamagnetic drift in the 
Neutral Loop has been observed experimentally 
and quantified. The high sensitivity of the 
detection system allowed detection of drift 
velocities down to 10 km/s.    

Figure 9. Drift velocity as function of pressure / magnetic 
field 

The calculated values are shown with a 
continuous line, and are in good agreement with 

the measured data both from Thomson and Phase 
Resolved Optical Emission Spectroscopy. The 
fitting parameter used was only L – electron 
pressure gradient length. In this particular case 
the motion of the electrons and ions in the 
magnetic field can be uncoupled. Therefore the 
equations describing the drift can be written as: 
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where the uφ is the drift velocity probed by 
Thomson scattering. 
The drift velocity increases at pressures bellow 
1Pa and is on the order of 105 m/s and goes close 
to zero at pressures close to 10 Pa. This can be 
explained in the low pressure regime by an 
increase in the electron temperature. With 
pressure increase the drift is damped by 
collisions. 
 
Summary  
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 Influence of ultraviolet light on the Coulomb coupling between dust particles was experimentally 
investigated in Radio-Frequency plasma. Flask-shape and the filamentary-shape dust cloud were 
observed in the RF plasma generated by ring antenna. The ultraviolet radiation seemed to be not 
easy to pick up the polarization of the dust particles in the laboratory. 

 
1.Introduction 

It has been investigated that surfaces of 
artificial satellite become positively or negatively 
was charged in space by the strong ultraviolet 
light from the sun [1]. Since under the irradiation 
environment of the strong ultraviolet ray from the 
sun, photoelectrons can be emitted from the 
object surface, a part of irradiated surface would 
be possible to be charged positively.  

Then, the surface charge distribution and 
spatial potential around the object should depend 
on the object characteristics such as conductor or 
insulator. In particular, UV irradiated surface of 
insulator object take a positive charge because 
electron emission current causes by the 
photoemission increases further than electron 
current from space plasma, while non-irradiated 
side becomes negative. As the result, the polarity 
of the charge and spatial potential around the 
object is reversed in the irradiated side and 

non-irradiated side of the object [1].  
It should be possible to produce the dusty 

plasma with the property of electric dipole by UV 
light irradiation to the insulator dust particles in 
the laboratory plasma (Fig.1(a)). It is anticipated 
that Coulomb interaction and the interaction 
between dust and ion flow of are different from 
the interaction which assumes that dust particle is 
point charge. 

The potential of polarized charged dust 
particles in the supersonic ion flow has been 
reported [2]. And recently, it is consider that the 
interaction between charge distribution on the 
dust particle and electric field which has caught 
dust particle become the driving force of rotary 
motion of fine particle [3]. 

When the dust particle in the horizontal line is 
irradiated with ultraviolet light (Fig. 1(b)), the 
Coulomb interaction between the dust particles 
can be modified as the Coulomb potential φ (x), 
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x: inter-particle distance, d : dust radius, Q : dust 
charge in the case of non-irradiation condition 
and α : relative value of photoelectron charge to 
the total charges. (Condition of α =0 corresponds 
to the absence of photoelectron.) First and second 
term in eq.(1) are the potential formed by 
non-irradiated and irradiated dusts, respectively. 
Then, for α > 0.5, the dust can be positively 
charged. Assuming α = 0.5, x = 50 - 100 µm and 
d = 10 µm in diameter of dust particles, the 
dipole potential must amount about 5 - 10% of 
first term of eq.(1), and it may be able to observe 
the phenomena induced by the ultraviolet 
irradiation. 

With increasing in the photoelectron emission 
from the ultraviolet light, the magnitude of 

Fig.1 Schematics of polarization of charged dust particles 
by the irradiation of ultraviolet light.  
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positively charge on the dusts should increase 
resulting in the decrease in total dust negative 
charges with keeping the total dust charge 
negatively. This fact should provide levitated 
dusts begin to move toward down-side, and 
finally all of dusts should fall down on the 
bottom. Using the electrostatic field required 
using Bohm sheath criterion and dust charge 
considering the orbit-limited-motion (OLM) 
theory, the levitation height of the dust particle 
from the disk electrode with the photoemission 
was evaluated (Fig.2)[4]. The parameter used the 
typical value of the experiment. This figure 
shows that dust particles which the experiment 
used are possible to levitate even in the 
photoemission like α>0.5. 

By using the ultraviolet light, it seems to be 
possible to independently control the direction of 
the ion flow and the polarization. In this work, 
we tried generation of the dusty plasma to be an 
aggregate of electric dipole by irradiation of ultra 
violet light and observation of the dynamics of 
polarized dust particles. 
 
2. Experimental setup 

The experimental setup is shown in Fig.3(A). 
One-turn and two-turn RF internal copper 
antenna with a diameter of 18 cm and 16 cm, 
covered by glass tubes, is located the center of 
the stainless chamber. RF antenna was coupled to 
an RF power supply at 13.56 MHz with the 
matching network. Typical plasma parameter 
measured with a Langmuir probe for RF power 
of 40W and Ar gas at 5 - 8 Pa were ne ~ 1013 – 
1014 m-3, Te ~ 3 - 5 eV. The negative biased 

electrode was composed of the disk electrode 
(Vdisk= -60 - 0V) of 90 mm in diameter and ring 
electrode (Vring= -90 - 0 V) of 90 mm in diameter 
for levitation control (Fig.3(B)). Distance 
between the ring and disk electrode was ~ 10 
mm. 

Ultraviolet light emitted by the deuterium DC 
discharge lamp (λ = 115 - 400 nm), and is 
irradiated from the horizontal and downward 
direction of levitating dust particles. In the case 
of irradiation from horizontal direction, 
ultraviolet light is converged by the fused quartz 
lens ( f = 74 mm in λ = 200 nm) which was 
installed in the vacuum. The optical system was 
designed so that the condensing point may 
consist near the trapping region of dust particles. 
The observation of dust particles was carried out 
using the charge coupled device (CCD) camera 
with the microscopic lens, imaging the scattered 
light from the dust particles by the vertically 
expanded semiconductor laser. 

We used two type dust particles in the 
experiment, acrylic resin particles and MgO 
particles. Acrylic resin dust particle is 10 µm in 

 
Fig.3  Experimental setup 

(A): schematics of experimental device. 
(B): extended view of negative biased electrode. 

Fig.2  The dependence of the levitating position and 
falling condition of the dust particle in the ion 
sheath on the relative value α . (d: diameter of 
dust particle; open circles: falling condition.) 
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diameter, and dispersion of diameter is relatively 
small. MgO particles have three kinds of 
diameters, 0.05 µm, 0.2 µm, 10 µm, and has large 
dispersion of diameter. Dust particles were 
dropped from a dust feeder located at 30 mm up 
from the RF antenna, and levitate in the RF ion 
sheath around the disk electrode. 

 
3. Experimental result 
3.1. Shape and structure of dust cloud 

In case of the experiment using the one turn 
antenna, the spatial structure of levitated dust 
particles was found to be flask shape (Fig. 4(a)). 
The dust particles were distributed above the disk 
electrode through the ring electrode with the 
vertical length of about 20 - 30 mm and the 
horizontal width of about 20 - 40 mm, and typical 
inter-particle distance is about 0.5 - 1.0 mm in 
upper part. In addition, it should be also noted 
that the dust particles were vertically oscillating 
near the bottom face of dust cloud, and it seems 
that coupling between dust particles is weak. In 
case of the experiment using the two turn antenna, 
the filamentary structure of dust particles was 

found in the trapped dust cloud. The vertical 
arrangement of the fine particle was observed in 
the upper part (Fig. 4(b)), and the dust particles 
have irregularly lined up in the lower part. 

Inter-particle distance is 0.7 - 1.0 mm in 
vertical direction, and 1.0 - 1.5 mm in horizontal 
direction, and it is a half order of typical Debye 
length (λd ~ 2 - 2.5 mm). This shows that main 
interactions between vertical aligned particles are 
electrostatic force or wake potential further than 
the coulomb interaction. The length of dust 
particles column is about 10 mm. Particles in 
vertical neighbourhood move with the correlation, 
and it is indicated that dust particles are strongly 
coupled to vertical direction. 
 
3.2. Under the ultraviolet irradiation condition 

With the irradiation of the UV light to the dust 
particles, it is expected that the decrease in 
floating position by the photoemission and the 
change of the cloud structure and behaviour by 
polarization of dust particles. The change of the 
dust chain with the ultraviolet light irradiation is 
shown in Fig. 5(b). The direction of dust 

Fig.4  Typical dust cloud using acrylic resin dust 
particles, diameters is 10 µm. 
(a): One turn antenna experiment.  
(Broken line is the envelope of dust cloud.)  
(b): Two turn antenna experiment. 

Fig.5  The alignment direction of the dust particles in 
irradiating the ultraviolet light.(Broken line 
indicates the direction of alignment.) 
(a): Without ultraviolet light. 
(b): With ultraviolet light. 
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arrangement vertically changed very small by the 
incidence of the ultraviolet light, and it is not 
cleared that the mechanism of this phenomena. It 
seems that the strength of irradiated UV light is 
insufficient to polarize the dust particles. 
Experiments using the stronger ultraviolet 
radiation and the more precise observation are 
necessary in order to clarify the effect of the 
ultraviolet ray irradiated from the uni-direction. 
 
3.3. Experiment using MgO dust particles 

In order to observe clearly the effect of 
ultraviolet irradiation on the charged dust 

particles, MgO dust particles were used in the 
experiment. Work function of MgO is relatively 
low (Wf = 4 - 5 eV; λ = 249 - 311 nm), it is 
anticipated that photoemission of MgO particles 
is more remarkable than the acrylic particles. If 
non-charged dust particle was irradiated in 
ultraviolet light, rough estimation of the 
maximum charge of MgO particle is as follows. 
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When rd = 5 µm (10 µm in diameter) and λ = 150 
nm, maximum charge by photoemission Qpe = 
10000e - 14000e, and it is comparable to the 
negative charge of the dust particle by plasma 
current (Qd = 15000e – 30000e).  

Typical image of trapped MgO dust particles 
in RF plasmas with the non-irradiation condition 
is shown in Fig.6. In spite of these particles have 
difference and large dispersion of the diameter, 
large change of levitating position and structure 
of dust cloud were not observed. Inter-particle 
distance of vertical alignment short expands for 
the increase in the diameter of the fine particle. 
And when the ultraviolet ray was irradiated, it 
was not possible to clearly observe the change of 
the levitating position and structure.  
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Fig.6  Typical dust cloud using MgO particles. 
(a): diameter of MgO dust d = 0.05 µm; 
(b): d = 0.2 µm; (c): d = 10 µm. 
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Spectra of H2/HD/D2 are recorded by means of VUV-LIF spectroscopy in the range from 63500 
cm-1 to 79000 cm-1, where we identified transitions from rovibrationally excited HD molecules up 
to v=12, J=4. To the best of our knowledge, these are the highest excited energy states of HD 
molecules that have been measured up to now. Since the HD molecules are produced from the 
mixture of H2 and D2, the VUV-LIF spectra of H2 and D2 are recorded at the same time with the 
HD spectrum. The axial and the radial distribution of HD excited molecules will be reported. We 
will use these data to study the role of surface processes in the formation of HD molecules in 
discharges of H2 and D2. 

 
  1. Introduction  

Molecular hydrogen and its isotopologues HD 
and D2 are of great importance in astronomy. 
Pure rotational lines of HD molecules have been 
detected in the infrared in planetary atmospheres 
and in interstellar clouds with the help of the ISO 
satellite. Such transitions are also thought to play 
an important role in the cooling processes in 
pre-galactic clouds [1-3]. 

Furthermore, HD molecules play a vital role 
in experimental plasma fusion reactors. Here, 
hydrogen molecules are formed close to the 
surfaces such as the wall, divertor or limiter 
plates. In hydrogen-deuterium plasmas, the flux 
of re-emitted particles includes the possible 
re-emission of HD molecules [4]. 

We report on densities of rovibrationally 
excited HD molecules produced in a hydrogen- 
deuterium plasma expansion by vacuum- 
ultraviolet laser induced fluorescence (VUV-LIF) 
spectroscopy. The VUV radiation is produced 
using the stimulated Anti-Stokes Raman 
Scattering (SARS) process. VUV generation by 
SARS covers almost the entire range in the VUV 
region [5,6]. 

 
 

2. Experimental setup 
The measurements were performed in the 

PLEXIS setup (plasma expansion in interaction 
with surfaces). As shown in fig. 1, the plasma is 
created in a high current, sub-atmospheric 

cascaded arc, with an arc channel of 4 mm 
diameter  The ionization degree of the plasma is 
10 % or even much less. The plasma expansion is 
then almost like a hot gas: while the plasma 
expands from the source, it accelerates and both 
the temperature and density decrease (forming a 
so called zone of silence region). When the jet 
total pressure approaches the background 
pressure, the flow goes through the stationary 
shock, after which the plasma expands 
sub-sonically [7,8] 

 
Fig. 1: Schematic diagram of the plasma source and the 
expansion.   

 
The measurements are performed with flows 

of H2 of 1500 sccm and D2 of 1500 sccm, an arc 
current of 40 A, and vacuum vessel pressure 
100 Pa. The fluorescence generated in the LIF 
process is detected at 8 mm in front of the nozzle.  
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Fig. 2: Schematic diagram of the experimental 
arrangement 
 

The scheme of the experimental arrangement 
is shown in fig. 2. After passing a frequency 
doubling BBO crystal, the second harmonic (SH) 
laser beam is focused into a Raman cell filled 
with 2 bar of hydrogen at 77 K. In the cell the 
SARS process takes place, and up to 10 
anti-Stokes (AS) beams are produced while each 
beam is subsequently shifted in frequency by 
4155.19 cm-1. With scanning the SH beams from 
42800 to 45700 cm-1, all AS beams are scanned 
simultaneously covering a large frequency range 
in the VUV region (63500 cm-3 to 79000 cm-3, 
resp. 157.3 nm to 126.7 nm).  

The anti-Stokes beams are focused by a 
concave mirror and are directed into the vacuum 
chamber using a flat VUV mirror, where the 
detection focus in the center of the chamber is 
around 0.5 mm in diameter. Here, HD molecules 
are excited by the radiation from ro-vibrational 
levels in the electronic ground state X1Σg

+ to 
levels in the first electronic state B1Σu

+ (Lyman 
transitions). This state radiatively decays back to 
the ground state. The fluorescence generated in 
this LIF process is detected perpendicular to the 
laser beam by focusing it into a photomultiplier 
tube (PMT).  

To identify the peaks in the spectra, the 
wavelength scale has to be known accurately. 
This is achieved by detecting parts of the remnant 
dye laser fundamental beam, which is led through 
a Fabry-Perot etalon. The resulting pattern of 
fringes is used to linearize the wavelength scale. 
3. Results and discussion 

The aim of this work is measuring high 
rovibrational excited states of HD molecules. 
There are three possible excitation mechanisms 
that could lead to ro-vibrationally excited HD 
molecules: 1. radiative pumping, 2. collisions and 
3. chemical formation of HD molecules. The 
radiative pumping involves absorption by Lyman 
transitions. The excited B-state decays towards 
rovibrational levels of the ground state, which 
can decay further via faint electric dipole 
transitions as calculated by Abgrall et. al. [3,9]. 
The collisional excitations occur with most 
abundant species and electrons in the plasma 
expansion region. Finally, the chemical formation 
process of HD proceeds as follows[10]: 
            H  + D2  → HD + D      
            D  + H2  → HD + H      
            H2  +D+  → HD + H+     
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Fig. 3: Part of the LIF spectra of H2, HD and D2 : dashed 
line represents the calculated spectrum and solid line 
represents the measured spectrum. The lines are identified 
by the molecule (HD, D2 or H2) and the energy state vJ. 

 
Since the HD molecules are produced from 

the mixture of H2 and D2, the VUV-LIF spectra 
of H2 and D2 are recorded at the same time with 
the HD spectrum. In fig. 3 are presented parts of 
measured SARS spectra of H2, HD and D2. The 
fluorescence is plotted as a function of the SH 
wavelength of the dye laser. Line identification is 
performed by using spectroscopic data from 
Abgrall et. al. [3].  Fig. 3 shows clearly the 
matching between measured and calculated 
spectra, which contain HD lines from v = 2 to 
v = 9 with different J levels and additionally lines 
from H2 and D2. From our observations, there is a 
shift in the whole spectra to the visible range for 
heavier molecules with compatible energy levels. 
As it turned out that lines from higher excited 
levels were present in our spectra, table 1 
presents the parameters of the identified lines of 
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HD molecules in the Lyman band from v = 2 to 
v = 12 with lowest and highest detected rotational 
levels for each detected vibrational level. 
  
Table 1: The parameters of the identified lines of HD 
molecules. 
 
v1 J1 v2 J2 Freq. 

(cm-1) 
SH Freq. 
(cm-1) 

2 7 
10 

0 
0 

6 
9 

81,700.51 
80,344.65 

44,303.53 
42,947.67 

3 5 
10 

1 
1 

4 
9 

80,309.13 
78,358.00 

42,912.15 
45,116.24 

4 0 
8 

0 
1 

1 
7 

76,952.64 
76,271.77 

43,710.88 
43,030.01 

5 0 
9 

0 
0 

8 
8 

74,013.34 
71,989.52 

44,926.80 
42,902.98 

6 2 
10 

2 
0 

3 
9 

73,442.44 
69,031.59 

44,355.90 
44,100.27 

7 0 
9 

0 
1 

1 
8 

68,646.07 
68,054.70 

43,714.75 
43,123.38 

8 2 
10 

0 
1 

1 
9 

66,044.40 
65,512.44 

45,268.30 
44,736.34 

9 1 
7 

0 
1 

2 
8 

63,978.97 
64,576.55 

43,202.87 
43,800.45 

10 2 
3 

2 
2 

3 
2 

64,159.92 
63,928.16 

43,383.82 
43,152.06 

11 4 1 5 61,120.05 44,499.17 
12 4 6 5 64,779.19 44,003.09 

 
 

  The development of the rovibrational 
distribution of HD molecules in the plasma 
expansion is shown in fig 4. The axial 
distribution of  HD at v = 5 and J up to 5  is 
measured at distances 20 mm, 50 mm and 100 
from the nozzle along the axis of the plasma 
expansion.  
The axial distribution can almost be described by 
a Boltzmann distribution, corresponding to a 
rotational temperature of around Trot = 400K. By 
comparing the population density measurements 
of HD molecules with the population density of 
H2 molecules, which have been performed in the 
past (see fig. 5), it is found that the populations of 
HD molecules decay faster with z than that of H2. 
This indicates a different relaxation mechanism 
for HD compared to those for H2. As known form 
astrophysics, HD has a better cooling efficiency 
than H2 because its permanent dipole moment. 
Another factor are the smaller rotational level 
spacings in HD [11]. 
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Fig. 4: The axial distribution of HD molecules for 
v = 5 and J from 0 to 5.  
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Fig. 5: The axial distribution of H2 molecules for 
v = 5 and J from 0 to 5 (taken from [7]). 
 
 
4. Conclusion 

LIF spectra of H2, HD and D2 molecules are 
recorded through the Lyman emission after VUV 
excitation from the electronic ground state X1Σg

+ 
to the first electronic state B1Σu

+ . The measured 
LIF spectra include the spectra of H2, HD and D2 
with a good agreement with calculated data. The 
vibrational states from v = 2 to v = 12 with 
different rotational states are detected. The axial 
distribution of HD molecules corresponds to a 
Boltzmann distribution, in contrast to what we 
have recorded previously for H2 molecules. The 
decay behaviour of HD molecules is faster than 
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that of H2 molecules due to the higher radiative 
transition probabilities of HD molecules. The 
results reported here will be used to investigate 
the role of surfaces in the formation of HD 
molecules.  
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We propose a method for estimating electron temperature and electron density in plasmas. This 
method is based on the density measurements and the population-kinetics modeling of argon 
metastable states. Diode laser absorption spectroscopy is employed for measuring the metastable 
densities. We believe that this method is applicable to in-situ monitoring of plasma processing tools 
in factories because of the low cost, the small footprint, and the maintenance-free operation of a 
diode laser. We demonstrated this method in a magnetron sputtering plasma and an 
inductively-coupled N2/Ar mixture plasma. 
 

1. Introduction 
Recently, a metrological method which is 

suitable for monitoring plasma processing tools in 
factories is significantly required from the industrial 
point of view. This is because the production cost of 
devices is mainly determined by the rate of fine 
operations of plasma processing tools in factories. 
Although many methods for precise plasma 
diagnostics have been developed for the last decade, 
almost all the methods are designed for laboratory 
experiments, and are not applicable to industrial 
plasma monitoring because of the complexity, the 
high cost, and the big footprint. An industrial 
plasma monitoring tool should be cheap, robust, 
and small. In addition, a non-contact method with 
negligible disturbance to processing plasmas is 
preferable. 

In this work, we propose a method for estimating 
electron temperature and the electron density in 
plasmas based on diode laser absorption 
spectroscopy. Diode lasers have merits in the low 
cost, the small footprint, and the maintenance-free 
operation. Because of the merits of diode lasers, we 
believe that the proposed method can be used as a 
minitoring technique for plasma processing tools in 
factories. 

 
2. Principle 

The proposed method works in argon plasmas or 
argon-containing processing plasmas. Since argon 
is inert, the admixture of a small amount of argon 
into process gas for the diagnostic purpose is 
arrowed in practical plasma processing. 

Argon has two metastable states, 4s[3/2]o
2 and 

4s’[1/2]o
0. The priciple of this method is the 

comparison of the metastable densities measured 
experimentally with those calculated by a model for 
their population kinetics. In low-temperature 
processing plasmas, the dominant production 
process of the argon metastable states is electron 
impact excitation from the ground state. On the 
other hand, the loss of the metastable states is 
composed of electron impact quenching, electron 
impact ionization, quenching by collison with argon, 
quenching by collision with process gas, and 
diffusion. Based on the above assumption on the 
production and loss processes, the densities of the 
metastable states are determined by the following 
rate equations, 

 

,0)]2/3[4()]2/3[4()]2/3[4(

)]2/3[4()]2/3[4()]2/3[4()]2/3[4(

)]2/3[4()]2/3[4()]2/3[4(
d

)]2/3[4(d

D

o
2

g
o
2

o
2

g
dex

Ar
o
2

o
2

Ar
dexe

o
2

o
2i

e
o
2

o
2

e
dexeAr

o
2ex

o
2

=−−

−−

−=

τ
snnsnsk

nsnsknsnsk

nsnsknnsk
t

sn

     (1) 

,0)]2/1['4()]2/1['4()]2/1['4(

)]2/1['4()]2/1['4()]2/1['4()]2/1['4(

)]2/1['4()]2/1['4()]2/1['4(
d

)]2/1['4(d

D

o
0

g
o
0

o
0

g
dex

Ar
o
0

o
0

Ar
dexe

o
0

o
0i

e
o
0

o
0

e
dexeAr

o
0ex

o
0

=−−

−−

−=

τ
snnsnsk

nsnsknsnsk

nsnsknnsk
t

sn

     (2) 
 
where n(4s[3/2]o

2), n(4s’[1/2]o
0), and nAr stand for 

the densities of the 4s[3/2]o
2, 4s’[1/2]o

0, and ground 
states of argon, respectively, and ne and ng are the 
densities of electron and process gas, respectively. 
The rate coefficients for electron impact excitation, 
electron impact quenching, electron impact 
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ionization quenching by collison with argon, and 
quenching by collision with process gas are denoted 
by kex(i), kdex

e(i), ki(i), kdex
Ar(i), and kdex

g(i), 
respectively, with i representing the metastable state. 
The diffusion time constant is denoted by τD. 

The rate coefficients kdex
e(i), kdex

Ar(i), and kdex
g(i) 

(for various process gases) are listed in Table I by 
referring to literature [1-4]. The values of nAr and ng 
are roughly known from the partial pressures of 
argon and process gas, respectively, before igniting 
the discharge. The rate coefficients kex(i) and ki(i) 
are calculated by using the cross section data in 
literature for electron impact excitation [5-7] and 
ionization [8,9], respectively, when we assume a 
Maxwellian electron energy distribution function 
corresponding to an electron temperature Te. 
Accordingly, eqs. (1) and (2) are coupled equations 
with unknown values Te and ne. Therefore, we can 
basically obtain Te and ne by solving eqs. (1) and (2), 
with the values of n(4s[3/2]o

2) and n(4s’[1/2]o
0) 

measured by diode laser absorption spectroscopy. 
Figure 1 shows the relationship 1/τD= 

kdex
e(4s[3/2]o

2)ne, where τD is calculated by 

τD=Λ0
2/D with Λ0 and D being the diffusion length 

and the diffusion coeffieicnt, respectively. In 
calculating Fig. 1, we used D=54 cm2/s at 1 Torr 
[10]. It is known from Fig. 1 that kdex

e(i)ne>>1/τD is 
satisfied in plasma sources used for material 
processing. In the following, we neglect diffusion in 
the loss processes of the metastable states. 
 
3. Evaluation of electron temperature in pure 
argon plasmas 

A simple case is pure argon plasma with ng=0. 
As shown in Table I, kdex

e(4s[3/2]o
2) is eight orders 

of magnitude greater than kdex
Ar(4s[3/2]o

2). 
Therefore, if the degree of ionization of the plasma 
is greater than 10-7, kdex

e(4s[3/2]o
2)ne>> 

kdex
Ar(4s[3/2]o

2)nAr is satisfied. Accordingly, in 
usual pure argon plasmas, quenching of the 
4s[3/2]o

2 state by collision with argon is negligible  
in comparison with that by electron impact. In this 
case, n(4s[3/2]o

2) is independent of the electron 
density and is given by 

 

.
)]2/3[4()]2/3[4(

)]2/3[4()]2/3[4( Aro
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2

e
dex

o
2exo

2 n
sksk
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Figure 2 shows the relationship between Te and 
n(4s[3/2]o

2)/nAr calculated by Eq. (3). We can 
estimate Te from the measurement of n(4s[3/2]o

2) 
and the relationship shown in Fig. 2. 

The estimation of Te was demonstrated in a 
magnetron sputtering plasma source employing a Ti 
target, argon gas, and a dc power supply. A diode 
laser beam was launched into the plasma from a 
radial observation port, and n(4s[3/2]o

2) was 
evaluated from the absorption strength. The 
distance between the target surface and the laser 

Quencher 4s[3/2]o
2 (cm3/s) 4s’[1/2]o

0 (cm3/s)
electron 2 x 10-7 3.5 x 10-8

Ar 3 x 10-15 5.3 x 10-15

H2 6.6 x 10-11 7.8 x 10-11

N2 3.6 x 10-11 1.6 x 10-11

O2 2.1 x 10-10 2.4 x 10-10

SF6 1.6 x 10-10 1.7 x 10-10

CF4 4 x 10-11 4 x 10-11

CH4 3.3 x 10-10 5.5 x 10-10

   

Table I: Quenching rate coefficients of argon 
metastable states [1-4]. 
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Fig. 2: Relationship between Te and 
n(4s[3/2]o

2)/nAr in the case of pure argon 
plasma. 

Fig. 1: Curves showing the relationship 1/τD= 
kdex

e(4s[3/2]o
2)ne for various diffusion lengths. 
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beam was 3 cm. The value of n(4s[3/2]o
2) thus 

evaluated was line-averaged one along the path of 
the laser beam. Figure 3 shows Te evaluated from 
n(4s[3/2]o

2) as a function of the gas pressure. The 
dc discharge power was 75 W. The decrease in Te 
with the gas pressure is fairly realistic as the 
pressure dependence in a dc discharge. 

Fig. 3: Electron temperature of magnetron 
sputtering plasmas evaluated by the proposed 
method. 

 
4. Evaluation of electron temperature and 
electron density in argon-containing processing 
plasmas 

In argon-containing processing plasmas, 
quenching by collision with argon is negligible in 
comparison with that by collision with process gas 
since kdex

g(i)>> kdex
e(i) as shown in Table I. In 

relation to the proposed method, processing 
plasmas are divided into two cases. The first one is 
the high-density case such that kdex

e(i)ne>>kdex
g(i)ng. 

This case is equivarent to the case of the pure argon 
plasma, and only Te can be evaluated from the the 
measurement of n(4s[3/2]o

2). The second one is the 
low density case. In this case, n(4s[3/2]o

2) and 
n(4s’[1/2]o

0) are dependent on both Te and ne since 
kdex

g(i)ng and kdex
e(i)ne are comparable. Both Te and 

ne can be evaluated by solving the coupled 
equations (1) and (2) with the measurements of 
n(4s[3/2]o

2) and n(4s’[1/2]o
0). 

Figure 4 shows an example of solving the 
coupled equations (1) and (2). In this calculation, an 
Ar/N2 mixture plasma with the partial pressures of 
Ar and N2 being 20 and 2 mTorr, respectively, is 
assumed. The densities of the metastable states are 
assumed to be n(4s[3/2]o

2)=7.5x109 cm-3 and 
n(4s’[1/2]o

0)= 5.3x109 cm-3. The two curves in Fig. 
4 show the relationships between Te and ne given by 
eqs. (1) and (2) with assumed n(4s[3/2]o

2) and 

n(4s’[1/2]o
0). As shown in Fig. 4, the cross point 

between the two curves is well-identified, and Te 
and ne are evaluated to be 1.73 eV and 3.5x1010 
cm-3, respectively. 

Fig. 4: Two curves corresponding to the 
coupled equations (1) and (2) with 
n(4s[3/2]o

2)=7.5x109 cm-3 and n(4s’[1/2]o
0)= 

5.3x109 cm-3. The solution is obtained as the 
cross point of the two curves. 

Whether the cross point of the two curves is 
well-identified or not is dependent on plasma 
parameters. For a set of plasma parameters, the two 
curves become almost the same near the cross point. 
In this case, the solutions of eqs. (1) and (2) become 
ambiguous. We examined the two curves for many 
sets of plasma parameters, and evaluated the 
conditions in which the cross points of the coupled 
equations are well-identified. Figure 5 is a map 
showing the conditions where the cross point of the 

Fig. 5: Map of plasma parameters where the 
proposed method is applicable. 
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two curves is well-identified. The horizontal axis of 
this figure is the ratio of the electron impact 
quenching frequency to the quenching frequency by 
collision with process gas. By referring to Table I 
and Fig. 5, it is known that the estimation of both Te 
and ne is possible for processing plasmas with usual 
pressures, electron temperatures, and electron 
densities. As has been described, the estimation of 
only Te is possible in high-density plasmas 
(kdex

e(i)ne>>kdex
g(i)ng).  

0

0.5

1

1.5

2

2.5

3

proposed method
Langmuir probe

E
le

ct
ro

n 
te

m
pe

ra
tu

re
  (

eV
)

N2:2 mTorr

RF power:300 W

(a)

0

5

10

15

20

0 10 20 30 40 50 60

proposed method
Langmuir probe

E
le

ct
ro

n 
de

ns
ity

  (
10

10
 c

m
-3

)

Ar pressure  (mTorr)

N
2
:2 mTorr

RF power:300 W

(b)

The estimation of both Te and ne is demonstrated 
in inductively-coupled Ar/N2 mixture plasmas. In 
this experiment, the partial pressure of N2 was fixed 
at 2 mTorr and the partial pressure of argon was 
varied from 10 to 50 mTorr. The rf power was 300 
W. Figure 6 shows Te and ne evaluated by the 
proposed method, together with those measured 
using a Langmuir probe. As shown in Fig. 6(b), the 
electron density evaluated by the proposed method 
roughly agreed with that measured using a 
Langmuir probe. On the other hand, it was found 
that the electron temperature evaluated by the 
proposed method is slightly lower than that 
measured using a Langmuir probe. The reason for 
the discrepancy has not been understood yet. A 
possible explanation may be the inaccuracy in the 
cross section and rate coefficient data. Another 
possibility is the change in nAr from the value 
evaluated from the partial pressure of argon before 
igniting the discharge. There is a possibility that nAr 
in the discharge is lower than that before the 
ignition because of the increase in the gas 
temperature. Except for the slight difference in Te, it 
has been shown that both Te and ne can roughly be 
evaluated by the proposed method. 

Fig. 6: (a) Electron temperature and (b) electron 
density obtained using the proposed method and 
a Langmuir probe. The experiment was carried 
out in inductively-coupled Ar/N2 mixture 
plasmas. 

 
5. Summary 

We have proposed a method for estimating 
electron temperature and electron density in 
plasmas. This method utilizes diode laser 
absorption spectroscopy, and is non-contact to the 
plasma. We have shown the rough agreement 
between the proposed method and a Langmuir 
probe measurement for evaluating Te and ne in 
inductively-coupled Ar/N2 mixture plasmas. Since 
diode lasers are compact, cheap, and easy to use, 
the proposed method can be used as a plasma 
monitoring tool in factories. 
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Generation of energetic neutral lithium by Laser-Blow-Off technique 
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Interaction of laser with metal film-glass interface generates short bursts of high intensity atomic beam with 
energy 1-10 eV. A super-thermal atomic beam generated by laser-blow-off (LBO) technique is extensively used 
to measure the parameters of high temperature tokamak plasma. We have characterized the Li plasma generated 
by laser blow off of a multilayer LIF-C film using fast optical emission spectroscopy. The temporal evolution of 
the spectra lines Li II (at 478.8 nm, 3p1P1←4d1D2) and Li II (548.4 nm, 3p1S1←4d3P2,1,0) were studied for 
distances  4-12 mm  away from the target. It was found that emission intensity from the upper state is greater 
than those from the lower state. Under the assumption of local thermodynamic equilibrium (LTE), the intensities 
of these two ionic lines were used to estimate the electron temperature. Our result shows that the electron 
temperature is always grater than 8 eV. No significant reduction in temperature was observed with an increase 
in distance from target. Using the above technique, we explore the possibility for production of energetic lithium 
beam (> 100 eV) for potential application as a beam diagnostic for tokamak plasmas. 
 

1. Introduction 
Diagnostic of edge plasma parameters are 

important as they play key role to determine the 
global plasma confinement. Understanding and 
controlling the edge plasmas parameters are 
important for the divertor design in fusion 
reactors. A lithium beam probe is proved to be 
the best technique for the measurement of the 
edge plasma density profile. This method is 
utilizing the emission of Li I resonance line (2S1/2 

– 2P0
1/2 transition) from the injected neutral 

lithium atom by electron impact excitation [1,2].  
The injection of atomic lithium beam, 

generated by Laser-blow-off (LBO) technique, 
has been used to determine the electron density 
profiles from SOL and edge plasma region. The 
velocity of the injected atoms and the 
equilibration time constant of the involved 
atomic processes determine the spatial resolution 
of this diagnostics. Presently we have Li probe 
beams in the energy range thermal to super-
thermal (1-10 eV), or in few KeV range. 
Therefore the gap is exist in the intermediate 
energy range. There is need to have these probe 
beam in the intermediate energy range to 
determine the electron density profile in SOL, 
edge and some part of the core plasma with the 
spatial resolution in the direction of propagation 
~2-2.5 mm.  This energy range combines both 
the advantages, namely, the higher spatial 
resolution of super-thermal beam and the longer 
penetration depth of the KeV range. 

 In view of above, we explored the 
possibility of generation of a Li beam in the 
energy range 100 – 500 eV. We were motivated 

by the observation of fast neutrals in our 
laboratory experiments of interaction of laser 
radiation with metallic films. We therefore 
undertook the study of evolution features of the 
ionic and neutral species produced by Laser-
blow-off LiF thin film. In this report, a direct 
comparison between the conventional solid 
ablation (LPP) and laser blow off (BBO) of thin 
film are presented. The objective of the present 
experiment was to produce high quality ionic and 
neutral beams for a potential application as a 
tokamak plasma diagnostic. 
 
2. Experimental setup 
A detailed description of the experimental setup 
was reported previously [3,4]. Only the main 
features are summarized here.  
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Figure 1: schematic of the experimental set up. 
 
The plasma plume was generated inside a 
stainless steel chamber, which was evacuated to 
a base pressure better than 5x10-6 mbar. In LBO 
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experiment, the target was composed of uniform 
layers of 0.5 µm thick carbon film and 0.05 µm 
of LiF film on a thick quartz substrate. A 
Nd:YAG laser (λ = 1.064 µm) having a  pulse 
width of 8 ns was used to generate the plasma 
plume. The plasma plume was viewed normal to 
the direction of expansion and was imaged onto 
the entrance slit of a monochromator (∆λ= 12.5 
Å). The imaging system and monochromator 
were mounted on a single-stage translator 
system, which enabled space-resolved scan of the 
plume along its expansion axis. We used the 
photo multiplier tube (BURLE C31034), having 
a flat spectral response for the wave length range 
470 – 680 nm. The output of the PMT was 
directly fed to a 1 GHz digital oscilloscope. The 
time resolution in the present experiment was 
about 4 ns. A small fraction of light reflected 
from the laser focusing lens was detected by a 
photodiode and was used as time- reference.  

For the LPP experiment, thin film target 
was replaced by the 12 mm diameter solid 
lithium rod. Rest of the set up was same as 
described above. 

 
3. Results and discussion  
We have observed the emission spectra of the 
laser produced lithium plasma generated by two 
different schemes; conventional laser ablation of 
solid lithium (LPP) and laser-blow-off of thin 
film (LBO).  Temporal evolution for the spectral 
lines Li II (at 478.8 nm, 3p1P1←4d1D2) and Li II 
(548.4 nm, 3p1S1←4d3P2,1,0) are as shown in 
figure 2. The profiles were recorded in vacuum 
and at z = 6 mm form the target. Figure 2 clearly 
indicates that velocity of the lithium ions 
generated by the LBO scheme is higher than 
those of ions produced by LPP. The peak 
velocity of ions produced by LBO and LPP are 
9.4x106 and 3.5x106 cm/sec respectively for laser 
fluence 40 J/cm2. Also, the LBO profile was 
more confined than LPP profile. These 
observations prove that LBO scheme is better 
suited for the production of energetic ionic beam 
with minimum energy spread.  

Another remarkable difference was 
observed in the relative intensities of these two 
ionic lines. In LBO, the relative intensity for 
transitions from the upper state (for 478.8 nm) is 
greater than the transitions from lower state (for 
548.4 nm). A different scenario was observed in 
the case of LPP, where the intensity of the  
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Figure 2: Temporal profile of Li II at 478.8 and 548.4 
nm observed by LBO and LPP scheme. The profiles 
were recorded in vacuum and at z = 6mm. 
 
spectral line 548.4 nm, dominated over that of 
478.8 nm lines. We expected that electron 
temperature play an important role for the 
reversal in the intensity of these two ionic lines 
observed with two schemes. 

To support the above argument, we have 
estimated the electron temperature by the method 
given in the literature [5]. The relative efficiency 
of the grating and the spectral response of the 
detector are independent in the considered wave 
length range. Also, there are no self absorption 
for these spectral lines, as their transitions do not 
terminate to the ground state. Therefore the 
electron temperature estimated by using the ratio 
of these two ionic lines as follows- 
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where, Aki is the transition probability, gk is the 
statistical weight of the upper level, E is the 
energy of the upper level of the transition. All the 
required atomic data were taken from the NIST’s 
Atomic Spectra Database [6]. The intensity of 
the spectral line was obtained by integrating the 
area under the temporal profile. The estimated 
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electron temperature was ~8 eV and ~2 eV 
respectively for the LBO and LPP generated 
plasma.  Based on the above estimates, we could 
say that a portion of LBO plume was super 
heated by the incident laser beam produced an 
electron temperature four times higher than that 
of  conventional laser plasma under the same 
experimental conditions. Also, this interpretation 
explains why the LBO generated ionic species 
are found to be more energetic than that of ions 
generated by conventional solid ablation. 
  We did not find any significant 
reduction in electron temperature with the 
distance form the target for LBO generated 
plume. The electron temperature almost 
remained constant (within the 10% of the 
statistical error) for the distance z = 4mm to 12 
mm. This observation is in contradiction with the 
several results reported in the past for the solid 
ablation, where a decrease of electron 
temperature was observed with distance. 
 The time distribution for the arrival of 
the neutral species produced by LBO as well as 
LPP scheme are shown in figure 3. In 
conventional solid ablation, neutral profile was 
appeared as a single peak structure. In contrast to 
the LPP result, a double peak structure, 
designated as ‘fast neutral’ and ‘slow neutral’ 
was observed in LBO scheme. The kinetic 
energy of the fast and slow neutrals at z = 6 mm 
are 318 eV and 6 eV respectively. This 
observation clearly demonstrates that the LBO 
plume consists of two species having different 
temperatures. A portion of target film is 
superheated by the laser beam and produces the 
energetic ions. These energetic ions form the 
leading edge of the plasma. On the other hand, 
majority of the materials propels from the 
substrate in the form of neutral vapor, moving 
with much low velocity as compared to its faster 
counterpart. 

As we earlier stated that leading edge of 
the plasma plume contains mostly of energetic 
ions, therefore a question arises about what is the 
source of fast neutral. For better understanding of 
the production mechanism of the neutral, we 
overlapped the ionic and neutral profile as shown 
in inset of figure 2a. As seen from the figure, the 
peak velocities of the fast neutrals are exactly 
coincide with the velocity of ions. This implies 
that fast neutrals are formed by a neutralization 
of energetic ions. Neutralization of ions occur  
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Figure 3: Arrival time distributions of Li I at 670.8 
nm produced by LBO and LPP. Inset of the figure 
shows the temporal profiles of Li I and Li II formed 
by LBO. 
 
either by recombination or charge exchange 
processes. Due to the high electron temperature, 
the recombination process is safely ruled out in 
the present experiment. Therefore we proposed 
the charge exchange between the fast ions and 
slow neutrals is the causative mechanism for the 
formation of fast neutrals.  

Further, it was observed that the relative 
intensity as well as the translational velocity of 
the ionic species was increase with laser fluence. 
Since the energetic neutrals are formed by the 
neutralization of energetic ions. Consequently 
the number density and kinetic energy of the fast 
neutral could be controlled by adjusting the laser 
fluence.  

The formation of fast neutrals by the 
charge exchange process is the important finding 
of the present experiment. This may be used to 
enhance the energetic neutrals beam for plasma 
diagnostic. We plan to conduct an experiment for 
this purpose. In the proposed experiment, 
thermal neutral beam interact with LBO plume in 
a cross-beam geometry. Naturally, we expect that 
charge exchange between the energetic ions and 
thermal atoms should increase production of the 
energetic neutrals. 
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Conclusion 

 
We have demonstrated that the LBO 

technique can be used for the production 
energetic ionic and neutral beams ( > 100 eV) . 
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1. Introduction
There  is  rapidly  growing  interest  in  non-

thermal atmospheric pressure plasmas, especially 
diffuse  homogeneous  glow  discharges  [1,2]. 
These  non-equilibrium  discharges  have  drawn 
considerable  attention  due  to  their  enormous 
potential  for  technological  applications.  High 
concentrations  of  radicals,  suitable  for  many 
applications preferably in surface modifications, 
can  be  provided  without  the  requirement  of 
complicated and expensive vacuum systems. The 
absence of streamer-like micro-discharges and a 
low  gas  temperature  allow  application  to 
sensitive  surfaces.  Many  of  these  discharges 
operate  in a mixture  of  a noble gas,  preferably 
helium,  and  a  small  molecular  component  - 
depending on the application envisaged.

The  discharge  concept  adopted  here  is  the 
Atmospheric  Pressure  Plasma  Jet  (APPJ) 
introduced by Selwyn, Hicks and co-workers [3] 
in  1998.  This  technically  relatively  simple 
capacitively coupled device (figure 1) is typically 
operated at 13.56 MHz excitation frequency and 
an electrode spacing of about 1 mm. The length 
and width dimensions are a few centimetres. The 
gas mixture is flushed through the discharge area 
at  a  high  flow rate  in  the order  of  m3h−1.  The 
effluent  can easily be applied  for  treatments of 
various  substrates  as  demonstrated  by  Selwyn 
and  co-workers:  deposition  and  removal  of 
silicon oxide layers, removal of tungsten layers, 
and  cleaning  of  surfaces  from  biological 
contamination [4-6].

At low powers the discharge is characterised 
as  a  typical  α-mode  discharge,  while  at  higher 

powers it turns into  γ-mode [7,8]. The discharge 
then  becomes  inhomogeneous  showing  bright 
constricted  discharge  columns.  It  has  recently 
been  demonstrated  that  the  homogeneous 
operation is  also  possible  with argon as a  base 
gas [9]. In this case the power operation range is 
significantly  narrower  than  with  helium.  The 
discharge  ignites  at  higher  power  with  hotter 
effluent  and  switches  earlier  into  the  inhomo-
geneous  -mode.  The  distinction  between  both 
modes is not precise in literature. 

Parameters  determining  the  onset  of  the 
transition  into  the  inhomogeneous  mode  are 
manifold. Apart from the rf power and frequency 
the  electrode  spacing,  the  gas  flow,  and  the 
admixture of the molecular component influence 
the  mode  transition.  A  typical  limit  of  the 
molecular admixture is of the order of 1%.

The  experiments  mentioned  above  revealed 
that  in order  to understand the complex  energy 
transport  mechanisms  in  the  APPJ,  the 
connection  between  the  effluent  and  the 
discharge region is crucial. Investigations of the 
discharge  dynamics  and  transport  processes 
within  the  discharge  volume  are,  therefore, 
essential.  The  plasma  chemistry  inside  the 
discharge  volume  determining  the  effluent  is 
strongly  influenced  by  the  dynamics  of  the 
plasma  boundary  sheaths  and  corresponding 
surface  processes. 

In  the  following  measurements  of  excited 
species  and  ground  state  atomic  oxygen  in  the 
effluent region are presented. Atomic oxygen is 
regarded  as  the  key  constituent  for  surface 

Determining absolute oxygen densities by TALIF 
in (the effluent of) a micro atmospheric pressure plasma jet

V. Schulz-von der Gathen, N. Knake, K. Niemi, St. Reuter, J. Winter

Center for Plasma Science and Technology, Ruhr-University Bochum, 44780 Bochum, Germany 

A micro atmospheric pressure plasma jet (-APPJ) has been designed providing excellent access 
for optical diagnostics and a simple geometry ideally suited for modeling and simulation. The 
plasma jet is a homogeneous non-equilibrium discharge at ambient pressure. It operates with a 
noble base gas and a volume-percentage admixture of a molecular gas. Laser spectroscopy and 
optical emission spectroscopy can be applied in the discharge volume and the effluent region. 
Applications of the discharge are mainly based on reactive species in the effluent. The effluent 
region of  the  discharge  operated in  helium with  an  oxygen  admixture  has  been investigated. 
Highly reactive ground state atomic oxygen as measured by absolutely calibrated two-photon laser 
induced fluorescence spectroscopy (TALIF) is observed up to several centimeters away from the 
nozzle in the effluent.  Detailed understanding of the underlying transport mechanisms requires 
investigations of both the discharge volume and the effluent region. 
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modification processes due to its high reactivity.
In  particular,  absolutely  calibrated 

measurements  of  atomic  oxygen  using  two-
photon  absorption  laser  induced  fluorescence 
(TALIF)  under  atmospheric  pressure  conditions 
are discussed. The design of a new micro-APPJ 
(µ-APPJ) allows excellent  optical  access  to  the 
discharge  volume  as  well  as  to  the  transition 
region and the effluent. 

2. Microplasma jet
The  standard  APPJ  consists  of  a  collinear 

electrode  configuration  geometry  that  does  not 
allow direct optical access to the discharge core 
volume. Our specifically modified version of the 
APPJ with  reduced discharge  volume (μ-APPJ) 
provides excellent access for  optical techniques. 
Figure 1 shows a photograph of the µ-APPJ and a 
sketch  of  an  optical  diagnostics  inside  the 
discharge volume.  Even diagnostics  requiring a 
large  observation  angle,  such  as  various  laser 
diagnostics, can be applied to the μ-APPJ.

This  allows  detailed  investigations  of  the 
discharge mechanisms in the core region as well 
as  energy and particle  transport  mechanisms to 
the effluent region. The µ-APPJ consists of 1 x 
10 x 30 mm3 housing made out of 1 mm thick 
glass or quartz windows. One end of the 30 mm 
long  housing  merges  into  a  tube  for  feed  gas 
supply.  Two  laser-cut  stainless  steel  electrode 
blades with rounded edges are positioned inside 
the housing resulting in a rectangular  discharge 
volume of  about  1  x  1  x  25 mm3 between the 
electrodes and the glass windows. 

3. TALIF
The  effluent  leaving  the  jet  is  primarily 

composed  of  helium,  atomic  and  molecular 
oxygen and ozone. Excited oxygen atoms can be 
observed in this effluent up to a distance of 10 
cm from the nozzle.  This  distance  is  by far  to 
large  to  be  explained  by  the  gas  velocities  of 
about 30 m/s and the lifetime of excited atomic 
oxygen  of  about  30  ns  [9].  It  is  therefore 

desirable to investigate the atomic oxygen ground 
state concentration outside te jet. 

For  this  purpose  we  applied  quantitative, 
spatially  resolved  two-photon  absorption  laser-
induced fluorescence (TALIF)  measurements  of 
atomic  oxygen  ground  state  densities  in  the 
effluent of the µ-APPJ operated with about 1 vol-
% O2  in  helium,  as  described  in  the  following. 
The  discharge  is  operated  at   13.56  MHz  at 
generator  powers  of  about  5  to  20  watts.  For 
higher admixtures of oxygen higher  powers are 
required.  Figure  2  sketches  the  experimental 
setup.   The  vessel  warrants  the  absolute 
calibration  of  the  system  at  a  defined  xenon 
filling.

The  results  presented  here  are  based  on  a 
TALIF  calibration  scheme  with  xenon  as 
described extensively in [10, 11]. The method is 
based  on  comparative  TALIF  measurements 
using  xenon  as  a  reference  with  a  two-photon 
resonance spectrally close to that of the atomic 
oxygen at  = 226 nm to be quantified. Figure 3 
shows the respective states and transitions.  The 
radiation  is  provided  by  a  frequency  tripled 

Nd:Yag pumped dye-laser system. Since TALIF 
has  already  been  described  in  greater  detail 
elsewhere  [12,  13]  we will  restrict  here  on the 
most  critical  features  particularly  considering 
atmospheric pressure. 

Several rules have to be observed: 
● the  conditions  of  excitation  and  detection 

should be as similar as possible for both two-
photon  transitions;  this  includes  the 
properties of the laser output and the optical 
set-up. 

● Only  the  unsaturated  quadratic  signal 
response  allows  a  quantitative  comparison. 

Figure 2:  Experimental setup

Figure 1: Photograph of the µ-APPJ operated in pure 
helium at ambient pressure and schematics  of optical 
diagnostics inside the discharge volume.

Laser
Detection
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Various  saturation  effects  as  ground  state 
depletion  exhibit  rather  complex  intensity 
dependencies with individual thresholds. 

● Artificial particle generation, e.g. by photo-
dissociation  has  to  be  mentioned  here 
explicitly due to its particular importance for 
mixtures  with  molecular  components.  In 
conclusion the laser intensity has to be kept 
as low as possible. 

The unknown atomic ground state density nO is 
then related to the reference gas density nXe by 

SO

S Xe

=
nO

nXe

O
2

 Xe
2

T OO

T XeXe

aO

aXe

, 

with the fluorescence signal S (integrated over 
fluorescence  wavelength,  excitation  wavelength 
and  interaction  time),  the  effective  branching 
ratio  a of  the  observed  fluorescence  transition, 
the transmission T of the detection optics and the 
detector’s  quantum  efficiency  η for  the 
fluorescence  wavelength,  and  the  two-photon 
excitation cross section σ(2) .

At atmospheric pressure collisional quenching 
generally  dominates  over  the  spontaneous 
emission. Thus the effective branching ratio a of 
the spontaneous transition i → k is reduced by

    where  Ai denotes the effective decay rate 
including quenching:

Here,  it  becomes  obvious  that  knowing  the 
relevant  quenching  coefficients  kq and  the 
densities of the corresponding quenching partners 
nq is  essential.  The  majority  species  in  the  jet 
effluent are the feed gases helium and molecular 
oxygen.  Under  the  conditions  investigated 
molecular  oxygen  is  the  dominant  quenching 

partner [13]. 
Accordingly the local effective quenching rate 

can be calculated  on the basis  of  the measured 
room temperature quenching coefficients and the 
measured gas temperature field shown in figure 4 
(a)  as  measured  here  by  a  thermocouple.  The 
density distributions of both colliders are simply 
related  to  the  gas  temperature  according  to 
Dalton’s  law  assuming  a  constant  ratio  of 
molecular oxygen to helium throughout the jet’s 
effluent.

The  determination  of  the  absolute  atomic 
density  is  performed in  two steps.  Primarily,  a 
two-dimensional on-resonance fluorescence map 
of  the  jet  effluent  is  recorded.  Then,  the 
calibration  measurement  is  performed  at  one 
spatial  position.  The  analogous  procedure  is 
repeated for the case of xenon filling at the close-
by Xe resonance.  Finally the  fluorescence  map 
data are converted into spectrally integrated data 
accounting  for  the  measured  temperature 
distribution.  The  resulting  map  of  the  absolute 
atomic oxygen density for  1.4 slm helium flux, 
1%  O2 admixture  and  15  W  of  launched  RF 
power  is  shown  in  figure  4  (b).  The  effective 
radial resolution is of the order of 2 mm.

The atomic oxygen density as well as the gas 
temperature are highest close to the nozzle: 8 x 
1013 cm−3 and  35oC,  respectively.  The  atomic 
density decreases by roughly a factor five over a 
distance of 4 centimeters.  The axial behavior is 
close to that of the standard APPJ as measured by 
Niemi et al. [13]. Deviations can be attributed to 
differences in the setup and possibly to enhanced 
recombination at the quartz walls of the µ-APPJ 
that  are  much  closer  to  the  discharge  center 
compared to the standard APPJ. In conclusion we 

Figure 4:  Gas temperature field (a) and map of absolute 
atomic oxygen density (b) in the APPJ effluent.

Figure 3: Two-photon excitation schemes of atomic ocygen 
and xenon.
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assume that the O atom production of the µ-APPJ 
is comparable to that of the APPJ as expected by 
the down scaled operational parameters. 

An important finding is that the atomic density 
in  this  helium  atmosphere  remains  sharply 
concentrated  to  the  beam  axis  showing  only  a 
slightly  larger  beam  divergence  than  the 
temperature.  The  observed  distribution  map  of 
ground state  O atom correlates  reasonably well 
with the observation that fluorescence of excited 

atomic  oxygen  extends  several  centimeters 
outside  the  jet.  Radiation  in  the  UV and VUV 
wavelength  ranges  has  then  to  be  taken  into 
account as a second energy transport mechanism 
for  the   production  and  excitation  of  atomic 
oxygen outside the discharge.

Figure  5  shows  a  cross  section  through  the 
effluent  at  a  distance  of  about  6  mm from the 
nozzle. This measurement is done by displacing 
the  jet  with  a  translational  stage  in  a  plane 
perpendicular to the effluent. It is obvious that at 
this  distance  the  square  shape  defined  by  the 
electrode and windows is already transformed by 
diffusion into a circular one. 

The observed distribution map of ground state 
atomic  oxygen  correlates  well  with  the 
mentioned fluorescence range of excited atomic 
oxygen. The energy transfer processes providing 
excited  atomic  oxygen  relatively  far  (10  cm) 
outside  the  discharge  are  still  being  discussed. 
Possible  explanations  such  as  excitation  by 
helium metastables are not convincing. Radiation 
in the UV and VUV wavelength ranges, however, 
has to be taken into account as a second energy 
transport  mechanism  for  the  excitation  or 
production of excited atomic oxygen outside the 
discharge

4. Conclusions
We  presented  measurements  of  absolute 

oxygen  density  maps  within  the  effluent  of  a 
micro jet discharge. The results can be correlated 
to  measurements  of  excited  oxygen  and  ozone 
concentrations.  Measurements  of  the  oxygen 
concentration  within  the  discharge  core  are 
actually prepared.
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Absolute column densities of a number of stable (CH4, C2H2) and transient species (C2 and CH 
radicals and H(n = 2) atoms) have been measured by direct infrared absorption (using a quantum 
cascade laser) and by cavity ring down spectroscopy (using a pulsed dye laser) in microwave 
activated CH4/Ar/H2 and C2H2/Ar/H2 plasmas, as functions of process conditions and height above 
the substrate. Gas phase CH4 ↔ C2H2 inter-conversion is clearly observed, serving to reinforce and 
to refine reaction schemes proposed by Ashfold et al. (Phys. Chem. Chem. Phys. 3, (2001) 3471). 

 
1. Introduction 

Hydrocarbon/H2 gas mixtures, with or without 
added Ar, are commonly used as the feedstock 
gas for diamond chemical vapour deposition 
(CVD). The complex plasma induced chemical 
processes occurring during CVD provide many 
questions and challenging opportunities – both 
experimentally and of our theoretical knowledge.  
One such question is the inter-conversion 
mechanism between C1Hx (x ≤ 4, e.g. CH4, CH3, 
etc) and C2Hy species (C2H2, C2, etc), and its 
variation with process conditions and spatially 
within the reactor.  

The crucial role of H atoms in initiating gas 
phase and gas-surface reactions is widely 
recognised [1].  The traditional reaction scheme, 
with CH4 as the source hydrocarbon, involves a 
series of H-atom abstraction or ‘H-shifting’ 
reactions resulting in formation of CHx radicals 
(CH3, CH2, CH) and C atoms as shown by the 
solid arrows on the left hand side of fig. 1.   
Self-reactions between CHx radicals can result in 
formation of C2Hy species (y ≤ 6), which can also 
undergo H atom abstractions yielding species like 
C2H4, C2H2, C2H and C2 etc – as shown in fig. 1 
(solid arrows, right hand side). This scheme 
paves the way for efficient conversion of input 
CH4 to C2H2. Using C2H2 as the source gas, 
however, the complementary gas-phase processes 
that lead to creation of C1Hx species are less well 
established. Nonetheless, both CH4 and C2H2 
have been identified (e.g. by mass spectrometry 
[2]) in diamond growing plasmas, irrespective of 
which is used as the carbon source gas. An 
efficient mechanism for converting acetylene to 
methane must therefore exist. 

 
Figure 1 Illustration of many of the possible steps involved 
in the inter-conversion between gas phase C1Hx and C2Hy 
species in hydrocarbon/H2 plasmas used for diamond CVD. 
 

Heterogeneous chemistry, on the reactor walls 
or the growing diamond surface, has been 
proposed as one possible conversion path. C2H2 
is assumed to pyrolyse on such surfaces, and the 
resulting graphitic carbon layer then to be etched, 
by H atoms, yielding gas phase species like CH3 
[1,3]. An alternative mechanism, proposed [4] 
following laser (resonance enhanced multiphoton 
ionisation, REMPI) probing of CH3 radicals in 
hot filament activated CH4/H2 and C2H2/H2 gas 
mixtures used for diamond CVD [5], invokes a 
sequence of H-atom additions to C2H2, followed 
by dissociation of C2Hy to C1Hx species (as 
illustrated by the dashed arrows in fig. 1). Such 
three-body stabilised H-atom addition reactions 
are unlikely at high gas temperatures, Tgas, but 
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become favourable at lower Tgas given suitably 
high H atom (and total) number densities.  

Provided the C1Hx ↔ C2Hy inter-conversion 
rate is sufficiently fast, one might anticipate that 
the equilibrium gas mixture and the eventual 
plasma should be relatively insensitive to the 
choice of hydrocarbon feedstock gas. This 
assumption is tested further in the present work, 
wherein we determine spatially resolved, 
absolute column densities of a number of species 
(CH4 and C2H2, CH and C2 radicals, and H(n = 2) 
atoms) in microwave activated plasmas operating 
with a range of hydrocarbon feedstock gas 
mixtures. 

 
2. Experimental 
 

 
 

Figure 2 Schematic of the QCL and CRDS experimental 
set-ups.  The reactor side arms are for CRDS 
measurements only and are substituted by two diamond 
windows (as shown in the lower panel) for the QCL 
experiments.  

  A schematic illustration of the experimental 
apparatus is shown in fig. 2. The microwave 
power is delivered along the rectangular 
waveguide (1) and coupled into the cylindrical 
chamber (2). The chamber is partitioned into two 
parts by a centrally mounted quartz window (7). 
The lower section is vacuum-sealed, and the 
plasma is formed in this chamber. The pre-mixed 
hydrocarbon/Ar/H2 source gas mixture is fed 
through two opposed inlets (3) located near the 
top of the lower chamber and exhausted through 
outlets (11) at the base of this chamber. The 
microwave radiation partially ionizes and 
dissociates the gas mixture, ‘active’ species are 
produced, some of which diffuse to the substrate 

(9), are accommodated and/or react at its surface, 
and result in diamond growth on the substrate. 
  Two sets of plasma diagnoses are described. 
The first uses a quantum cascade laser (QCL) to 
make single-pass line-of-sight absorption 
measurements of species that are stable at low 
Tgas (CH4 and C2H2). Preliminary experiments of 
this type have been reported previously [6], but 
more extensive, spatially resolved studies are 
reported here. The second uses a tuneable, pulsed 
dye laser and the cavity ring-down spectroscopy 
(CRDS) technique [7] to monitor three transient 
species (C2 and CH radicals, and H(n = 2) atoms), 
which are localised within the high temperature 
region in the plasma ball. 
  The QCL (19) was developed by Cascade 
Technologies Ltd and operated, in intra-pulse 
mode [8], within the wavenumber range 1270 - 
1278 cm-1, to monitor specific rovibrational 
transitions of the target molecules CH4 and C2H2. 
The output frequency was chirped, using a long 
(2 μs) current pulse, enabling measurement of the 
entire wavelength resolved spectrum in one pulse. 
The final spectrum is the average of 5000 
wavelength scans. The fast chirp rate of the QCL 
enables time-resolved absorption measurements 
also. A guiding (visible) diode laser (17) is used 
to align the (infrared) QCL beam. The latter is 
passed through a Ge etalon (free spectral range = 
0.0481 cm-1) for wavenumber calibration, then 
directed through the two diamond windows (24) 
that bound the chamber, and focused by a 
parabolic mirror (22) onto a fast, liquid nitrogen 
cooled, mercury cadmium telluride (MCT) 
detector (23). These optical components are all 
mounted on a rigid translatable bench that allows 
sampling over a (vertical) range of ~3 cm while 
the reactor is held fixed. This design allows 
measurement of the CH4 and C2H2 column 
absorptions as a function of height, d, above the 
top surface of the substrate (defined as d = 0).  
  For the CRDS studies, the diamond windows 
(24) are replaced by: bellows (6), rigid clamps for 
the sidearms (5), mirror mounts and mirrors (4); 
and the MCT detector is replaced by a 
photomultiplier (13). The flexibility introduced 
by the bellows again allows vertical translation of 
the entire optical assembly required for CRDS 
probing (contained within the dashed line in fig. 
2) relative to the fixed reactor body. Different 
mirrors (Layertec GmbH, reflectivity, R > 0.999 
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at the detected wavelength) are used when 
measuring different species.  
  For future reference, ‘standard’ discharge 
conditions are defined as: total pressure, p = 150 
torr, input power, P = 1.5 kW, and flow rates F 
of 25 sccm CH4 (or 25 sccm carbon flow rate), 40 
sccm Ar and 500 sccm H2. When investigating 
effects of changing the Ar and/or hydrocarbon 
flow rates, any variation away from these 
‘standard’ conditions is compensated by a 
corresponding adjustment in the H2 flow rate so 
that Ftotal is maintained at 565 sccm. 

 
3. Results and Discussion 
3.1 QCL experiments  
3.1.1 Spectra 
   

 
Figure 3 Measured absorption spectra: (a) and (b), CH4 and 
C2H2 inputs, respectively, without ignition of the plasma; (c) 
and (d), CH4/Ar/H2 and C2H2/Ar/H2 inputs, respectively, 
with plasma on. 
 

The stated purities of the CH4 and C2H2 source 
gases are 99.5% and 98.5%, respectively. To 
ascertain that the C2H2 measured in a CH4/Ar/H2 
plasma or the CH4 in a C2H2/Ar/H2 plasma was 
not from impurities in the respective feedstock 
hydrocarbons, ‘standard’ CH4/Ar/H2 and 
C2H2/Ar/H2 gas mixtures were flowed through 
the chamber without igniting the plasma, and the 
respective absorption spectra measured by 
scanning the QCL. The spectra so obtained are 
shown in figs. 3(a) and (b). Reassuringly, only 
CH4 absorptions are observed when using CH4 as 
the source gas, and only C2H2 absorptions when 
using C2H2. When the plasma is on, however, 
both CH4 and C2H2 absorption lines are observed 
(figs. 3(c) and (d)), irrespective of the choice of 
input hydrocarbon. This result provides further 

clear demonstration of an efficient plasma 
induced CH4 ↔ C2H2 inter-conversion route. 

 
3.1.2 Vertical profiles 
The wavenumber tuning range of the QCL allows 
us to monitor population in selected rotational 
levels within the ground vibrational state of CH4 
and the v = 0, v4 = 1 and v5 = 1 levels of C2H2.  
The measured d dependences of the CH4, C2H2 
and C2H2(v5 = 1) [henceforth C2H2*] column 
absorptions in microwave activated CH4/Ar/H2 
and C2H2/Ar/H2 gas mixtures under standard 
conditions are displayed in figs. 4(a) and (b).   

 
Figure 4 Line integrated absorbances of CH4, C2H2 and 
C2H2*, measured as a function of height d above the 
substrate for (a) CH4/Ar/H2 and (b) C2H2/Ar/H2 plasmas 
under standard conditions. (c) and (d) illustrate the way 
these various absorbances vary with percentage carbon in 
the respective feedstock mixtures.   
 
These profiles appear rather flat in comparison 
with those for the C2 and CH radicals, and the 
H(n = 2) atoms – see later – for which order of 
magnitude changes in column densities are 
observed over similar, or smaller, ranges of d. 
This indicates the most of the measured 
absorption due to CH4, C2H2 and C2H2* species is 
from molecules in the cooler regions of the 
reactor, not in the plasma. This conclusion is 
reasonable because (i) the absorbers are stable 
species and the cold region spans a much longer 
column within the reactor than does the plasma, 
(ii) the total number density is inversely related 
to Tgas and (iii) the sensitivity factors for the 
transitions used to probe the ground state species 
decrease rapidly with increasing temperature [6].  
Note also that relatively more CH4 is detected 
when using a CH4/Ar/H2 gas mixture, while more 
C2H2 is measured when using the C2H2/Ar/H2 
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mixture – suggesting that some of the feedstock 
gas escapes processing under the prevailing 
operating conditions and stagnates at the column 
ends. For C2H2*, however, the results are similar 
for both plasmas, consistent with previous 
suggestions that these vibrationally excited C2H2 
molecules are formed by reaction, in regions of 
higher Tgas in or near the plasma [6]. 

 
3.1.3 Effect of carbon flow rate 
  Figures 4(c) and (d) show that the C2H2 and 
C2H2* absorbances display very similar trends 
with increasing %C in both CH4/Ar/H2 and 
C2H2/Ar/H2 plasmas, but that the CH4 absorbance 
shows contrasting behaviour. The CH4 measured 
when using a C2H2/Ar/H2 plasma must derive 
totally from reaction whereas, in the CH4/Ar/H2 
plasma, part of the CH4 signal is likely to arise 
from un-processed feedstock gas (especially at 
high carbon flow rates) if the conversion of CH4 
to C2H2 is not 100% efficient. This likely 
explains the different behaviours observed at 
higher CH4 flow rates.  
 
3.1.4 Temporal behaviour of CH4, C2H2 and C2H2* 
species in CH4/Ar/H2 and C2H2/Ar/H2 plasmas 
  The temporal resolution of the QCL offers a 
window through which we can gain dynamical 
information about the plasma.  Fig. 5 shows the 
measured time (t) dependent variation in CH4, 
C2H2 and C2H2* absorptions after addition of 
CH4 to a pre-existing Ar/H2 plasma.  
  As figs. 5 and 6 show, the CH4 and C2H2* 
absorption lines appear first. Absorption due to 
C2H2(v = 0) molecules appears later and 
increases with a longer time constant. To 
understand this phenomenon, consider the first 
few seconds after starting the CH4 flow (by 
switching the appropriate MFC at t = 0). The gas 
is fed in at the top of the reactor and has to 
flow/diffuse down to the region of the plasma 
ball and the viewing column. The carbon partial 
pressure in the viewing region will thus gradually 
rise from zero (at t = 0) and at early times will be 
low – i.e. similar to the situation prevailing at 
low carbon flow rates (recall the data shown in 
figs. 4(c) and (d)). In the present time dependent 
studies, any carbon source gas introduced into the 
pre-existing Ar/H2 plasma first encounters a 
region of high H atom number density, [H], and  

 
 

Figure 5 CH4, C2H2 and C2H2* absorbances measured as a 
function of t after introducing 25 sccm CH4 to a pre-existing 
Ar/H2 plasma (maintaining standard F, p and P). 

 

 
 
Figure 6 Time dependent build-up of CH4, C2H2 and C2H2* 
line integrated absorbances when CH4 is added to a 
pre-existing Ar/H2 plasma (so as to attain standard 
conditions at long time). 
 
moderate Tgas, at large d, and the equilibria will 
shift towards CH4 (as shown by the dashed 
arrows in fig. 1). Hence the early time 
observation of CH4. To be monitored in the 
present experiments, the gas must reach the 
viewing column – and thus the region of high Tgas 
associated with the plasma ball.  In this region, 
the CH4 ↔ C2H2 equilibria will shift back 
towards C2H2. The measured time dependences 
reinforce the view that the exothermicity of this 
conversion favours population of C2H2 products 
with v > 0. Given the relatively slow turn over 
time of gas in the reactor (volume ~600 cm3, gas 
flow rate ~565 sccm), these C2H2* products will 
diffuse away from the ‘hot’ region, cool, 
vibrationally relax (through collisions with other 
gas molecules) and gradually reach local thermal 
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equilibrium with the surrounding gas. Hence the 
slower build up of the C2H2(v = 0) absorption.  
  Analogous behaviour is observed when C2H2 
is used as the input hydrocarbon gas, reflecting 
the efficiency of the C2H2 → CH4 conversion 
when the first C2H2 enters the high [H], moderate 
Tgas conditions prevailing at the top of the reactor. 
These observations provide further evidence (i) 
that the CH4 and C2H2* species observed at early 
t arise from reactions, not simple transport of the 
source hydrocarbon, and (ii) for the complete 
conversion of C2H2 to CH4 at early t.  
  The QCL measurements reveal that, 
irrespective of the choice of hydrocarbon source 
gas, the input hydrocarbon will first be converted 
(substantially or totally, depending on the net 
carbon flow rate and the choice of hydrocarbon) 
into CH4 in the cooler, near inlet region, because 
of the prevailing favourable high [H] and 
moderate Tgas conditions. Diffusion of the 
resulting CH4 towards and into the plasma region 
(characterised by high [H] and high Tgas) results 
in CH4 → C2H2*/C2H2 conversion. Irrespective 
of the choice of source gas, therefore, the 
favoured stable hydrocarbon in and around the 
plasma ball is predominantly C2H2. Thus one 
should expect the plasma chemistry to be largely 
insensitive to the choice of hydrocarbon 
feedstock. 
 
3.2 CRDS experiments 
   Figures 6 and 7 display illustrative CRDS 
spectra of C2(a, v = 0) radicals, monitored via the 
C2(d–a) Swan band system, and electronically 
excited H(n = 2) atoms detected on the 
H(n = 3 ← n = 2) Balmer-α transition.  
Analyses of such spectra provide direct measures 
of the integrated column absorbances, which can 
be converted to absolute column densities given 
knowledge of the local gas temperature 
(determined as Tgas ~3000 K for transient species 
like these that are localised within the plasma 
ball).  Thus, for example, it is possible to map 
out the variation in column density with d, as a 
function of process conditions. Figure 8 shows 
one illustrative result, for the case of C2(a) 
radicals as a function of CH4 flow. The marked 
localisation of radical density clearly contrasts 
with the ‘flat’ spatial profiles of the stable 
hydrocarbons (CH4 and C2H2) shown in fig. 4. 
  

 
Figure 6 Portion of the C2(d–a), (0,0)) absorption band 
measured by CRDS in a microwave activated CH4/Ar/H2 
plasma operating under standard conditions.   

 
Figure 7 H(n = 3 ← n = 2) Balmer-α absorption line 
measured by CRDS in a microwave activated CH4/Ar/H2 
plasma operating under standard conditions.   
 

 
 

Figure 8 C2 (a, v = 0) column density profiles measured in 
microwave activated CH4/Ar/H2 plasmas operating with the 
specified CH4 flow rates and otherwise standard conditions. 
 

  Figure 9 compares the d dependence of the 
column densities of three “hot” species (C2 and 
CH radicals, and H(n = 2) atoms, each of which 
is concentrated in the plasma) measured in both 
CH4/Ar/H2 and C2H2/Ar/H2 plasmas (with the 
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same input carbon flow rate), as a function of d, 
using spatially resolved CRDS. The radical 
species display very similar profiles, determined 
primarily by the temperature distribution within 
the plasma. The H(n = 2) column density is seen 
to peak at smaller d. H(n = 2) atoms are formed 
primarily be electron impact excitation of ground 
state H atoms; the H(n = 2) spatial distribution 
thus reflects a convolution of the H(n = 1) and 
the electron density distributions. Of even greater 
import, in the context of the present work, is the 
finding that the distribution profile of any one 
species is essentially identical in the two plasmas 
– consistent with the reaction schemes and 
mechanisms described above. 

 
Figure 9 C2(a, v = 0), CH(X, v = 0) and H(n = 2) column 
density  profiles in CH4/Ar/H2 and C2H2/Ar/H2 plasmas 
(black and red curves, respectively) under standard 
operating conditions. 
 

4. Conclusions 
  This contribution reports the use of two laser 
absorption spectroscopy techniques (QCL 
single-path absorption and CRDS) to investigate 
the aspects of gas phase chemistry prevailing in 
microwave activated CH4/Ar/H2 and C2H2/Ar/H2 
plasmas used for diamond CVD. Inter- 
conversion between CH4 and C2H2 is clearly 
observed in both plasmas. The experimental 
results support the view that inter-conversion 
occurs via two distinct reaction schemes that 
prevail in different conditions (and thus different 
regions of the reactor): In regions of low Tgas and 
high [H], C2H2 converts to CH4 through a 
sequence of H atom additions, while in regions of 
abundant [H] and high Tgas the equilibrium shifts 
in the reverse direction and abstraction reactions 
dominate.  

  Temporal studies of the dynamical behaviour 
of CH4, C2H2 and C2H2* indicate that the 
exothermicity associated with steps in the overall 
CH4 → C2H2 conversion scheme results in 
vibrationally excited C2H2* products, which relax 
through collisions to ground state C2H2. The 
measured C2(a), CH and H(n = 2) profiles 
measured by CRDS in CH4/Ar/H2 and 
C2H2/Ar/H2 plasmas are found to be essentially 
identical, emphasizing the efficiency of CH4 ↔ 
C2H2 inter-conversion, and the fact that the 
plasma composition is sensitive to the %C but 
not the specific choice of hydrocarbon feedstock. 
 
5. Acknowledgements 
  We are grateful to EPSRC, the Royal Society 
and Element Six Ltd for financial support of this 
work, to the ORS for studentship support, and to 
Drs J.A. Smith and C.M. Western, and K.N. 
Rosser and E.J. Crichton for their many 
contributions to this work. 

 

References 
[1] D.G. Goodwin and J.E. Butler, in: ‘Handbook 
of Industrial Diamonds and Diamond Films’ (eds. 
M.A. Prelas, G. Popovici and L.K. Bigelow), 
Marcel Dekker, New York 1998, pp 527-81 and 
references therein.  
[2] M.C. McMaster, W.L. Hsu, M.E. Coltrin, D.S. 
Dandy and C. Fox, Diam. Rel. Mat. 4, (1995) 
1000. 
[3] R.R. Rye, Surf. Sci. 69, (1977) 653. 
[4] J.A. Smith, M.A. Cook, S.R. Langford, S.A. 
Redman and M.N.R. Ashfold, Thin Solid Films, 
368, (2000) 169. 
[5] M.N.R. Ashfold, P.W. May, J.R. Petherbridge, 
K.N. Rosser, J.A. Smith, Y.A. Mankelevich and 
N.V. Suetin, Phys. Chem. Chem. Phys. 3, (2001) 
3471.  
[6] A. Cheesman, J.A. Smith, M.N.R. Ashfold, N. 
Langford, S. Wright and G. Duxbury, J. Phys. 
Chem. A. 110, (2006) 28. 
[7] M.D. Wheeler, S.M. Newman, A.J. 
Orr-Ewing and M.N.R. Ashfold, J. Chem. Soc. 
Faraday Trans. 94, (1998) 337.  
[8] G. Duxbury, N. Langford, M.T. McCulloch 
and S. Wright, Chem. Soc. Rev. 34, (2005) 1. 
 

211



 Property of accumulated surface charges in a barrier discharge  
and its external control 
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Accumulated charges and a transverse electric field on a dielectric barrier in a coplanar barrier 
discharge are measured by a laser polarization analysis technique using an electro-optic crystal.  
A spatial and temporal behavior of charges on the surface is analyzed under the comparison with 
the light intensity emitted from the plasma.  In addition, it is found using the same technique that 
the accumulated charges are modulated by an externally irradiated light beam and the discharge 
can be controlled with this modulation.   

 
1. Introduction 

Plasma has been extensively applied for 
various fields such as processing, etching and 
display panel.  In these applications, a barrier 
discharge is widely used.  A dielectric surface 
acts as an electrode and the characteristics of 
discharge are determined by surface phenomena 
such as behavior of excited and charged species 
on the surface. 

It is necessary to understand the characteristics 
of plasma particles on and near the surface in 
order to discuss the discharge mechanisms and to 
consider efficient plasma applications.  
However, the lack of such data near or on the 
surface is attributed to experimental difficulties. 

We have proven that an optical evanescent 
wave, which is an optical near field appearing on 
a plane dielectric surface, is very valuable for 
applications of plasma diagnostics in the vicinity 
of a dielectric surface.  An evanescent laser 
induced fluorescence (ELIF) [1] and a  
laser-induced evanescent-mode fluorescence 
(LIEF) [2]-[4] have been developed to measure 
the density of the lowest metastable atoms of Ar 
in the vicinity of barrier surface.  Further 
research works using a cross beam-type LIEF [5] 
and an optical waveguide type laser absorption 
[6] have been recently made in order to measure 
the surface reflectance and the absolute density of 
metastable atoms on the dielectric surface, 
respectively.  The reflectance measured agreed 
with an experimental data obtained in ref. [7]. 

The technique of measuring surface voltage 
using an electrooptic crystal has been applied to a 
surface discharge and a plasma display panel 
(PDP)-like discharge. [8],[9]   We have also 

developed this optical technique using an 
electro-optic crystal and applied to a dielectric 
barrier discharge in order to observe spatial and 
temporal changes of a wall voltage due to 
accumulated charges.[10]-[12]  

In this paper, we describe the estimation of an 
actual voltage between barrier surfaces using the 
measured surface charge and the observation of a 
drift of charges on a barrier surface.  In addition, 
we also describe an external control of the 
surface charges. 

   
2. Experimental arrangement 

The side view of a PDP-like microdischarge 
device with an electrode gap distance of 100 μm 
is shown in Fig. 1.  The discharge device has no 
side or back wall and a barrier surface is directly  

    
 

ＨＶ

Gap 100 μm MgO
BSO(100 μm)

SiO2GND4 mmＨＶ

Gap 100 μm MgO
BSO(100 μm)

SiO2GND4 mm

Fig. 1.  Side view of discharge device. 

connected to a gas filling system.  The coplanar 
electrodes were made of indium tin oxide (ITO) 
and covered by SiO2 to a thickness of 30 μm.  
The electrooptic crystal, z-cut Bi12SiO20 (BSO), 
with a thickness of 100 μm was attached onto the 
SiO2 with an adhesive and a thin film of MgO 
with a thickness of 0.8 μm was evaporated onto 
the surface of BSO.  The surface area of ITO 
was 22 x 1 mm2.  The device was set in a 
vacuum chamber. 

The experimental arrangement is shown in 
Fig. 2.  The PDP-like microdischarge device 
shown in Fig. 1 was attached to a glass window 
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using an optical transparent adhesive and the 
glass window was connected to the vacuum 
chamber.  After passing through a λ/4 plate and 
a lens, a semiconductor laser with a circular 
polarization was transmitted in the z direction 
perpendicular to the BSO surface.  The laser 
diameter was focused to be about 100 μm at 
BSO. 

PDP discharge

 
    
 
The polarization of the transmitted laser beam 

changes from circular to elliptical depending on 
voltage on BSO, VBSO.  The intensities Ix and Iy 
in the x- and y- components, respectively, are 
simultaneously measured with an ICCD camera 
and the polarization P of the detected laser beam 
is obtained from (Ix - Iy )/( Ix + Iy ).  The surface 
charge density is estimated from VBSO [12].  

 
3. Results and discussion 

The surface charge density σs in the steady 
state at 45 μs, much later than the end of 
discharge, was measured under various pressures 
of Ne+Xe(10%) gas mixture and is shown in Fig. 
3 as a function of total external charge flowing in 
circuit which was estimated from the time 
integral of a pulsed discharge current.  The 
breakdown voltage in this experiment is higher 
than that in a usual PDP, because the pulsed 
applied voltage has a monopolar waveform and 
its rise time is about 25 μm, which is longer than 
the usual case. 

   Fig. 3.  Surface charge density  as a 
function of total external flowing 
charges.  

 
In Fig. 3, the result obtained using a 

macrodevice with coplanar electrodes for which 
gap distance is 1.5 mm are also plotted.  The 
barrier material for the macrodevice was different 
from that for the microdevice.  An ITO 
electrode was covered by a glass plate with a 
thickness of 150 μm.  A BSO crystal with a 
thickness of 100 μm was attached to the glass 
and the surface of BSO was covered by another 
glass plate with a thickness of 150 μm.  The 
discharge occurred not on MgO but on the glass 
surface.  The surface area of ITO was 10 x 6 
mm2.  Surface charge density σs for a 0.1 mm 
microgap was one order of magnitude larger than 
that for a 1.5 mm macrogap. 

 Fig. 2.  Experimental arrangement. 

For the discharge device structure used in this 
experiment, the charges produced in plasma 
accumulate not on the surface of BSO but on 
MgO or glass.  However, for the case of the 
microgap device, each layer of MgO, BSO, SiO2 
and the ITO electrode directly lie in a heap and 
three capacitances CM, CBSO and CS for MgO, 
BSO and SiO2, respectively, are in series.  
Charge density σs estimated from the measured 
voltage applied to BSO, VBSO, equals the actual 
charge density accumulated on MgO.  Voltage 
VS between the top surface of MgO and the ITO 
electrode is given as a sum of voltage applied on 
each layer and is given, using VBSO, by 
 VS = {(CBSO/CS) + (CBSO/CM) + 1} VBSO.    (1)  
Dielectric constant ε of MgO and that of SiO2 are 
9.7 and 4.0, respectively, and CBSO/CS=4.2 and 
CBSO/CM=0.1.  Therefore, VS is given by 5.3 x 
VBSO for the device used. 
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A voltage difference on the barrier surface 
between anode and cathode side, VSAC, is given 
by VSA-VSC, where VSA and VSC are estimated 
from VBSO on anode and cathode side, 
respectively, using eq. (1).  These voltages are 
schematically shown in Fig. 4.  The surface  

 
 

voltage difference due to accumulated charges, 
VSAC(c), obtained from the values shown in Fig. 3 
is shown in Fig. 5 as a function of total external 
supplied charge.  The values at the minimum 
breakdown voltage at a given pressure for both 
0.1 and 1.5 mm gap devices are expressed as one 
smooth function.  These results indicate that the 
surface charges are accumulated to keep the 

surface voltage difference a fixed value.   
An actual voltage difference VSAC is 

calculated as a sum of VSAC(c) based on the 
accumulated charges and VSAC(e) based on 
external applied voltage.  For a typical condition 
at pressure of 200 Torr and applied peak-to-peak 
voltage of 1500 V, VSAC(c) and VSAC(e) are 1330 

and -734 V, respectively.  The actual surface 
voltage difference between electrodes on MgO, 
VSAC, is 596 V, which is lower than the 
breakdown voltage under the experimental 
condition.  Next if a negative external voltage is 
applied between electrodes, the actual surface 
voltage difference, VSAC, becomes 2064 V, which 
is much higher than the breakdown voltage.   VSAC = VSA－VSC 
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In next experiment, a pure Ar gas at a 
pressure of 10 Torr discharged using the 
microgap device.  At this low pressure the 
standing striation was observed on anode side.  
The image of a light intensity emitted from 
plasma was measured by the ICCD camera.  
The intensity distribution at various time is 
shown in Fig. 6 (a).  For the experiments at 
pressures higher than 50 Torr, no standing 
striation observed and the surface charge was 
uniformly accumulated on the barrier surface 
under the time resolution of 0.1 ms.  

   Fig. 4.  Voltage at various parts. 
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At the same experimental condition as shown 
in Fig. 6 (a), the spatiotemporal charge 
distribution was measured.  The results are 
shown in Fig. 6 (b).  The figure indicates that 
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Fig. 5.  Surface voltage difference between the

ground and high-voltage electrodes on the
top barrier surface. 
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Fig. 6.  (a): Intensity distribution emitted by 
a plasma at various time. (b): Spatiotemporal 
wall voltage due to the surface charge 
measured at the same time as shown in (a).

214



the electrons accumulate near the gap on the 
anode area at an initial period after the 
breakdown and the accumulated electrons spread 
gradually toward outside.  The same phenomena 
for the ion accumulation and its spread is 
observed on the cathode area, however, the 
dynamic behaviour of the ion accumulation is 
slower than that of electrons on the anode side.    

Finally the experiment was performed to 
show that accumulated charges are controlled by 
an irradiation of laser light.  The experimental 
setup for the discharge and charge measurement 
were the same as those shown in Fig. 2.  In 
addition to this, a YAG laser with a wavelength 
of 532 nm, which pulse timing was synchronized 
to the external applied pulsed voltage for the 
discharge, irradiated the barrier surface, after 
passing through the window. The experimental 
results of the surface voltage modulated by YAG 
laser irradiation are shown in Fig. 7.  In this 
case, a repetition rate of applied voltage was 20 
Hz and YAG laser irradiated only at a half cycle 
with a delay of 4 ms from the risetime of applied 
voltage.  The surface voltage due to the 
accumulated charges suddenly decreases with the 
laser irradiation. This experimental result 
indicates a possibility of a control of the surface 
charges using an external irradiation of light.   

 
3. Conclusion 

The spatiotemporal surface charges for a 
PDP-like microdischarge are measured under 
various conditions.  The surface charges are 
accumulated to keep the surface voltage 
difference on the barrier between the ground and 
high-voltage electrodes a fixed value.  Further, 
the dynamic behaviour of the surface charges is 
observed for a low pressure discharge with the 
standing striation.  Finally it is indicated that the 
surface charges accumulated on the barrier can be 
modulated by a external irradiation of pulsed 
laser.   
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Cavity Ring-down spectroscopy is installed at the linear plasma generator Pilot-PSI to 
determine neutral atom densities in the plasma near a carbon target. This will allow to 
investigate the importance of neutral particles for the chemical erosion rate of carbon in 
hydrogen plasma. In this contribution we present the implementation of CRDS at 
Pilot-PSI and show first results on absolute H(n=2) densities measured in the Pilot-PSI 
plasma. 
 

 
1. Introduction 

The FOM-Institute for Plasma Physics 
Rijnhuizen is building the linear plasma 
generator Magnum-PSI for fundamental research 
on Plasma Surface Interaction (PSI) in the 
unexplored regime of plasma conditions as 
expected in the divertor of ITER [1]. The heart of 
this device will be a high flux plasma source that 
is being developed at the forerunner Pilot-PSI. In 
this device, we have already demonstrated 
extreme hydrogen plasma conditions: electron 
densities up to 8·1020 m-3

 at a temperature of ~2 
eV in a magnetic field of 1.6 T [2]. Based on 
these numbers, Pilot-PSI has become a unique 
experiment for plasma surface interactions in its 
own right and is as such used to investigate the 
erosion of carbon under ITER relevant hydrogen 
plasma fluxes [3].  

Carbon is a candidate material for the ITER 
divertor. However, chemical erosion by the low 
temperature hydrogen plasma expected in the 
divertor might be incompatible with prolonged 
operation. Erosion studies are traditionally 
focused on the effect of ionized particles. We are 
presently undertaking first attempts to assess the 
importance of neutrals in the erosion processes. 
This is based on measurements of the neutral 
atom density with Cavity Ring-down 
Spectroscopy (CRDS), which is the subject of the 
present paper. We will describe the 
implementation of CRDS at Pilot-PSI and present 

first results on H(n=2) atom densities in the 
plasma. 
 
2. Experimental 
 

The hydrogen plasma jet in Pilot-PSI (Fig. 1) 
is produced with a wall stabilized cascaded arc 
plasma source [2]. Typical operation parameters 
are: 100 A discharge current, 2 slm gas flow rate, 
0.1 bar inlet gas pressure. The plasma expands 
into a vacuum vessel at ~0.03 mbar where it is 
confined by a magnetic field up to 1.6 T and 
directed onto a carbon target at 0.5 m. The carbon 
targets (Fine Grain Graphite, R 6650, SGL 
Carbon Group), 30 mm in diameter and 4 mm 
thick, were clamped on an actively cooled heat 
sink. 

 

 
 

Fig. 1: Schematic layout of the Pilot-PSI linear plasma 
generator 
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In order to probe the line integrated H(n=2) 
number densities, we used light at the Balmer-α 
wavelength. This was produced with a 
wavelength-tunable pulsed dye laser (Sirah, 
Cobra Stretch) pumped with the frequency 
doubled output of a Nd:YAG laser (LAB-170, 
Spectra-Physics; 10 Hz, 0.5 J/pulse). The cavity 
was formed with two high-reflective mirrors 
(Layertec GmbH, Art. 102314) placed 0.78 m 
apart. The laser beam was coupled into the cavity 
without further beam shaping. A 10 nm wide 
bandpass filter for Balmer-α light was used to 
block the spontaneous emission of the dye laser. 
The light leaking out of the cavity was measured 
with a photomultiplier tube. The cavity was 
installed either at 40 mm downstream the plasma 
source or at 18 mm in front of the carbon target. 
Saturation effects were not observed in a scan of 
the cavity laser power over two orders of 
magnitude. 
 
3. Results 
 

Absorption spectra (1/cτ  versus wavelength, 
with c the speed of light and τ the measured ring 
down time) recorded at different discharge gas 
flows at 40 mm from the cascaded arc are 
presented in Fig. 2.  
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Fig. 2: CRDS absorption spectra at different discharge gas 
flows at 40 mm downstream the plasma source. The 
increasing absorption reveals larger H(n=2) column 
densities at higher gas flows. 
 
These spectra already indicate that the H(n=2) 
density increases with gas flow. The column 
density (line integrated density) can be 
determined from the area under the absorption 
peak. For this, we write according to Rennick et 
al. [4]: 
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with d the path length through the absorbing 
species, N the number density of H(n=2), σ the 
cross section of light absorption (as a function of 
the light frequency), and L the length of the 
cavity. The cross section for the Balmer-α 
transition follows from the average Einstein 
transition coefficient Akj, which we have taken 
from Wiese et al. [5]: 
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8
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Here, gk and gj are the statistical weights of the 
levels, which are 18 and 8, respectively. The 
value is 1.7·10-2 cm2s-1. We use this to calculate 
the column densities that are plotted in Fig. 3. 
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Fig. 3: The column density (line integrated density) at 
different discharge gas flows. These are calculated from the 
CRDS absorption spectra in Fig. 2. 
 
This graph shows a sharp increase in H(n=2) 
column density around a gas flow of ~2.5 slm. 
This complex dependence is due to the H(n=2) 
production mechanism, which is expected to be 
predominantly Molecular Assisted 
Recombination (MAR): charge exchange [6] 
 H+ + H2 → H(1s) + H2

+ , 
followed by dissociative recombination 
 H2

+ + e → H(n≥2) + H(1s) . 
Both the ion flux from the source and the 
molecular background density in the vessel 
increase with the source gas flow. Thus on the 
one hand the local rate of H(n=2) formation is 
increased, at the other hand more recombination 
has occurred along the distance between source 
exit and the CRDS detection volume. In addition, 
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also the (excited) atom flux produced by the 
source increases with the gas flow.  
 
4. Conclusions and outlook 
  

CRDS was successfully installed at Pilot-PSI. 
This was demonstrated on the basis of H(n=2) 
number density measurements in Pilot-PSI in the 
absence of magnetic fields. Presently, data are 
collected for magnetized plasmas, near a solid 
surface that is exposed to the plasma. These will 
be presented at the conference and will be used to 
gain insight in the importance of neutrals for 
carbon erosion yield measurements. 
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Spectroscopy and imaging by laser excited terahertz waves  
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Recently, terahertz (THz) technology has developed greatly and has been expected to be used in 
various fields including basic science, industry, security, biomedical science, etc. In this paper, 
present status of THz technology using femtosecond lasers has been reviewed based mainly on our 
results. After explaining the method of emission and detection of THz waves using femtosecond 
lasers, the THz spectroscopic systems and their applications to characterization of various 
materials are presented. Next, THz imaging systems are introduced and some examples are 
described. Future applications of the THz technology to plasma diagnostics are also mentioned. 

 
1. Introduction 

Terahertz (THz) waves mean the 
electromagnetic waves in the frequency region of 
0.1 ~ 10 THz (1 THz = 1012 Hz) and have been 
an unexploited region between the microwave 
and mid-infrared regions until quite recently. 
This situation is changing rapidly with the 
invention of emitting and detecting THz waves 
by various methods. Especially, the methods of 
THz radiation and detection using femtosecond 
lasers have a great influence on spreading of 
terahertz technology [1-3].  

There are various types of excitation in the 
THz region for various materials (solids, liquids, 
gases) and these materials are characterized by 
measuring THz spectra. For example, the carrier 
density and mobility of a doped semiconductor 
can be deduced from the THz spectra. The gas 
species are identified by measuring the rotational 
spectra which can be used as fingerprints of 
gases.  

In this paper, the emission and detection of 
THz waves by using femtosecond lasers are 
described. The spectroscopic systems using  
femtosecond laser excited THz waves named the 
THz time-domain spectroscopy (THz-TDS) are 
described [3,4] and their applications to the 
characterization of materials are shown [3,5]. By 
the scan of the THz beam [6] or two-dimensional 
detection using an electro-optic crystal [7,8], THz 
imaging is possible. The THz imaging systems 
and their applications are also described. Finally, 
future applications of THz waves to gas plasma 
diagnostics are mentioned. 

 
2. THz emission and detection using 
femtosecond lasers 

Figure 1 shows a THz emission and detection 
system using a femtosecond laser. For emission 
and detection of THz waves, the semiconductor 
photoconductive (PC) antennas are frequently 
used. The basic structure of the PC antenna is 
metal electrodes with a gap on a semiconductor 
film or substrate. The low-temperature grown 
GaAs (LT-GaAs) is appropriate as the film and 
many research groups use this antenna. The 
emitter PC antenna is voltage biased and the 
detector one is connected to a current 
preamplifier. The gap of an emitter PC antenna is 
irradiated by ultrashort optical pulses delivered 
from a mode-locked Ti: sapphire laser (time 
width ~ 50 fs, wavelength ~ 800 nm, repetition 
rate ~ 100 MHz). As a result, transient 
photocurrent flows in the gap and an ultrashort 
electromagnetic wave pulse is emitted into free 
space following the Maxwell equations. This 
pulse travels in free space and is focused to the  
detector PC antenna, which is triggered by 
optical pulses split from main optical pulses. The 
THz field accelerates the photocarrier in the 
detector PC antenna and the current flows across 
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Fig. 1 : THz emission and detection system using a 
femtosecond laser. 
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the gap. By changing the time delay in Fig. 1, the 
waveform of the THz electric field can be 
obtained. A typical measured waveform is shown 
in Fig. 2 (a). The pulse has very narrow time 
width of 0.25 ps. By the Fourier transformation, 
the power spectrum can be calculated as shown 
in Fig. 2 (b), showing very broad band emission 
up to ~ 150 cm-1 (4.5 THz). 

The PC antenna has flexibility of design and 
various new function can be added. Figure 3 
shows a four-contact electrode PC antenna for 
polarization control of emitted THz waves [9]. 
Since the polarization direction of the emitted  
THz waves is parallel to the direction of the 
acceleration of photocarriers, the polarization is 
changed by changing the polarity of the bias 
voltage applied to the four electrodes as shown in 
Figs. 3 (a) and (b). Further, the circularly 
polarized THz waves in the wide frequency 
region can be obtained by adding a silicon prism. 
The polarization of THz waves can be analyzed 
by a similar multi-contact electrode PC antenna 
used as a detector [10]. 

 

3. THz time-domain spectroscopy and its 
applications 

The THz time-domain spectroscopy  
(THz-TDS) is a unique spectroscopic method 
utilizing the detection of time-domain THz 
waveforms [4]. In this spectroscopy, a 
plane-parallel sample with a thickness d is 
inserted in the THz optical path as shown in Fig. 
1 and the waveforms before and after inserting 
the sample, ( )tEr  and ( )tEs , are measured. The 
complex transmittance defined as ( ) ( )ωω rs

~~ EE , 
where ( )ωr

~E  and ( )ωs
~E  are the complex 

Fourier transform of ( )tEr  and ( )tEs , 
respectively, is a function of the complex 
refractive index of the sample 

( ) ( ) ( )ωκωω inn −=~ . From the measured complex 
transmittance, the complex refractive index is 
deduced. The complex dielectric constant ( )ωε~  
and complex electric conductivity ( )ωσ~  can be 
obtained from ( )ωn~ . These procedures are 
summarized in Fig. 4. In addition to the standard 
transmission-type THz-TDS system, various 
types of THz-TDS system including a 
magneto-optical THz-TDS system have been 
developed [11]. 

As a typical example of the measurement and 
analysis, the results for a 400-µm thick silicon 
wafer doped with phosphor is described below 
[12]. The resistivity of the sample is 1.1 Ωcm. 
Figure 5 (a) shows the temperature dependence 
of a waveform of the THz pulse transmitted 
through the sample together with a reference 
waveform. The amplitude of the waveform 
increases with decreasing temperature owing to 
freezing-out of the carriers. Figs. 5 (b) and (c) are   
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Fig. 2 : (a) Waveform and (b) its power spectrum 
of THz waves emitted from the PC antenna. 

Fig. 3 : Photograph of a four-contact electrode PC 
antenna and polarization trajectories of THz waves 
emitted from it. 
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the transmittance and phase shift obtained from 
the data shown in Fig. 5 (a). Figs. 5 (d) and (e) 
show the real and imaginary parts of the complex 
conductivity, showing remarkable changes 
caused by the changes of the carrier density and 
mobility. The conductivity spectra can be 
analyzed by the simple Drude model for free 
carriers, which is shown in Fig. 6. The 
temperature dependence of the carrier density 
and mobility deduced is consistent with the 

values obtained theoretically and by the Hall 
measurement. This result demonstrates that the 
carrier density and mobility can be deduced by 
the THz-TDS without electrical contacts and 
magnetic field. 

We show another example. Figure 7 (a) shows 
the spectra of polycrystalline L-, D-, and 
DL-alanine, which are one of the amino acids 
[13]. The observed sharp lines are assigned 
mainly to intermolecular vibrations. L- and 
D-alanine are optical isomers with each other and 
DL-alanine is a racemic compound. The spectra 
of L- (D-) alanine and DL-alanine are quite 
different with each other. Fig. 7 (b) shows the 
change of the intensities of the 74.4 cm-1 line 
characteristic to L- (D-) alanine and the 41.8 cm-1 
line characteristic to DL-alanine as a function of  
the relative D-alanine content ρ for mixtures 
recrystallized from water solution. The linear 
change of the intensities indicates that the 
composition of the L- and D- mixture can be 
determined from the THz spectra. The THz 
spectra are also effective for identifying gas 
species since the gases have their characteristic 
rotational spectra. 
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waveform transmitted through doped silicon, (b) 
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the conductivity, and (e) imaginary of the 
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Fig. 7 : (a) THz absorption spectra of L-, D-, and 
DL-alanine and (b) the dependence of the 
intensities of the 74.4 and 41.8 cm-1 modes on the 
composition ratio of D-alanine. 
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4. THz imaging 
THz waves have following unique properties:  

(1) Plastics, papers, and ceramics transmit THz 
waves rather well. 

(2) Liquid water absorbs THz waves strongly. 
(3) THz waves are safe for human bodies in 

contrast to ionizing electromagnetic waves 
such as X rays. 

(4) THz waves are not transmitted for long 
distance in air. 

Based on these properties, THz imaging is 
expected to be used for various purposes [6,14].  
For the THz imaging system using femtosecond 
lasers, two types of imaging method exist: (1) 
raster scan type imaging, in which the data is 

obtained at each points successively by scanning 
a focused beam on a sample, and (2) 
two-dimensional electro-optic (EO) imaging 
using an EO crystal and CCD (or C-MOS) 
camera. The obtained images have good S/N 
ratio for the former but the long acquisition time 
is needed, and the image acquisition time is short 
for the latter but the S/N ratio is relatively low.  

The tomographic imaging can be possible 
using the reflection-type THz-TDS system 
[15,16]. Figure 8 shows a raster scan-type 
reflection imaging system. Since waveforms are 
measured in the time domain, the waves reflected 
from the interfaces or inner structures of the 
sample appear in time regions different from the 
front surfaces of the sample. Therefore, the inner 
structures of the sample can be imaged by this  
method. This method is similar to the 
tomographic imaging using ultrasound. Figure 9 
shows a one-dimensional tomographic image of a 
raw horse mackerel's eye. Some inner structures 
of a cornea are seen in the image. 

 
5. Summary 

Recent THz technologies using femtosecond 
lasers including spectroscopy and imaging are 
described. These technologies are growing 
rapidly and expected to be used in various fields 
as shown in Fig. 10. Recently, it is shown that 
these technologies are also useful for diagnostics 
of gas plasmas [17,18]. The analysis is essentially 
the same as that for solid plasmas of carriers in 
doped semiconductors shown in section 2 in this 
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paper. Reflectometry using   pulsed THz 
waves may be also effective for the diagnostics 
of high-density plasmas of ITER because the 
plasma density distribution can be deduced by 
measuring the reflected waveforms in time 
domain as shown in Fig. 11 [19-21]. 
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Fig. 11 : Schematic illustration of fusion plasma 
diagnostics by THz wave pulses. 

223



[14] B. Feruguson, X.-C. Zhang, Nature 
Materials 1, (2002) 26 
[15] D.M. Mittleman et al., Opt. Lett. 22, (1997) 
904 
[16] H. Kitahara et al., IEEJ Trans. 127-A, 
(2007) 391 
[17] S.P. Jamison et al., J. Appl. Phys. 93, (2003) 
4334 
[18] B.H. Kolner et al., Appl. Phys. Lett. 87, 
(2005) 151501 
[19] G. Vayakis et al., Nucl. Fusion 46, (2006) 
S836 
[20] T. Tokuzawa et al., in Abstracts of the 16th 
Int. Toki Conf. (NIFS, Toki, 2006) P5-18, 86 
[21] M. Hangyo et al., to be published in Plasma 
and Fusion Research 

224



Development of a THz CW gyrotron FU CW III 
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The new gyrotron series in FIR FU, so-called Gyrotron FU CW Series is being developed 
for application to high power THz technologies. Gyrotron FU CW II with an 8 T liquid He 
free superconducting magnet, the second gyrotron of the series, has been constructed and the 
operation test was successfully carried out. It will be used for enhancing the sensitivity of 
600 MHz proton-NMR by use of Dynamic Nuclear Polarization (DNP). The designed 
operation mode of the gyrotron is TE2,6 at the second harmonic. The corresponding frequency 
is 394.6 GHz. The real operation frequency is 394.3 GHz at TE06 mode, because of 
fabrication error of the diameter of the cavity. The operation is in complete CW at the output 
power of around 30 W or higher at the TE06 cavity mode. There are many other operation 
modes at the fundamental and the second harmonic. Typical output power of the fundamental 
and the second harmonic are higher than 100 W and 20 W, respectively. The thirs gyrotron, 
Gyrotron FU CW III with 20 T superconducting magnet has already been designed and the 
construction has been completed. The operation test has started. Such a present status of high 
frequency gyrotrons in FIR FU covering sub-THz to THz range is introduced. 

 
1  Introduction 
 Gyrotron FU Series has already achieved high 
frequency operation up to 0.89 THz by using a 
17 T magnet and the second harmonic operation. 
Recently, a gyrotron in FIR FU with a 21 T 
pulse magnet achieved the breakthrough of 1 
THz. In the gyrotron, a demountable gyrotron 
tube is installed on the center axis of 21 T pulse 
magnet. In the operation test, a high voltage 
pulse is applied to electron gun installed in the 
region of the maximum field intensity B. When 
B is changed, many cavity modes are excited at 
the fundamental and second harmonic of 
electron cyclotron frequency. The second 
harmonic radiation is separated from the 
fundamental by using a high pass filter.   
Observed frequencies are ranged from 395 GHz 
to 1,005 GHz. The maximum frequency is 
achieved by the second harmonic operation of 
TE6,11 cavity mode. Corresponding field 
intensity B is 19.1 T. Now we are trying to 
increase the frequency by increasing B.1) 
 For convenience of the application, CW 
gyrotrons (Gyrotron FU CW Series) is being 
developed. Gyrotron FU CW I has been 
developed and succeeded in the CW operation 
at 300 GHz under high power of 1.8 kW. The 
next gyrotron, Gyrotrons FU CW II and III are 

being developed. The parameters are as follows, 
400 GHz, 100 W and 1 THz 100 W under CW 
operation. These gyrotrons will be used for 
development of high power THz technologies, 
for example, Plasma diagnostics, DNP-NMR, 
etc. 
 
2  Gyrotron FU CW II 
 Just, we have finished the construction of 
Gyrotron FU CW II and begun the operation 
test. Fig. 1 shows a cross section of the gyrotron 
and Photo 1 does the side view.  
 The gyrotron consists of a 8 T He-free 
superconducting magnet, a demountable tube, a 
vacuum pump system and power supplies. The 
cavity is a simple cylindrical one whose 
diameter and length are 5.72 mm and 15 mm. 
The designed frequency is 394.6 GHz at the 
second harmonic operation of TE26 cavity mode. 
After completing the operation test, the gyrotron 
will be used for enhancement of NMR 
sensitivity by use of dynamic nuclear 
polarization (DNP). 394.6 GHz is 
corresponding to ESR frequency at the field 
intensity of around 7.1 T. The frequency of 
proton NMR at the field is 600 MHz. 
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  We have already succeeded to operate the 
gyrotron at many fundamental and second 
harmonics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 The cross section of Gyrotron FU CW I 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Photo. 1 A side view of Gyrotron FU CW II 

 First of all, we have measured radiation power 
from the gyrotron as function of magnetic field 
intensity. The operation is in a pulsed mode. 
The repetition rate is 1 Hz and the duty ratio 
typically 10 to 30 percent. The pulsed output 
radiation power is sampled and recorded on an 
XY recorder. Fig. 2 shows the results. In the 
upper trace, radiation power measured directly 
after the window is traced as a function of 
magnetic field intensity, while in the lower trace, 
radiation power coming out through a high-pass 
filter with a small circular waveguide is traced 
as a function of the field intensity. The diameter 
and the cut-off frequency are 0.7 mm and 251 
GHz, respectively. Therefore, the upper trace 
includes both the fundamental and the second 
harmonic radiations, while the lower trace only 
second harmonics. As seen in the figure, the 
widths of radiation peak in the lower trace 
(second harmonics) are much narrower than 
those in the upper trace (mainly fundamentals). 
Some of the radiation peaks in the lower trace 
are seen in the upper trace at the same magnetic 
field intensity. This means that these second 
harmonic operations occur in single modes 
without mode competition with any 
fundamental operation modes. These features 
are predicted by the computer simulation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Radiation power from the gyrotron FU CW II   
  as functions of magnetic field intensity. Upper  
  trace: Radiation power measured just after the  
  output window. Lower trace: Radiation power  
  coming out through the high pass-filter with a thin  
  circular waveguide whose diameter is 0.7 mm.  
  (The corresponding  cutoff frequency is 251 GHz.) 
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demonstrated in our previous paper,2) and are 
very important for our high frequency, 
harmonic gyrotron. Almost all radiation peaks 
appearing in the both traces correspond to 
cavity modes whose mode numbers have been 
identified by observed frequencies.  
 Next, the operation mode switched from pulsed 
mode to CW mode. Output power just after the 
output window for all of observed radiation 
peaks is measured by use of a water load. The 
results are shown in Tables 1 and 2. Observed 
powers are distributed in the ranges of 100 to 
200 W for fundamental operations and 10 to 30 
W for second harmonic operations. All of these 
powers are obtained by single mode CW 
operations even in the cases of second 
harmonics. Therefore, these are useful and 
convenient for its application to many new 
technologies in the sub-THz frequency range. 
 The frequencies for all of radiation peaks in 
both the fundamental and the second harmonic 
operations are measured by a spectrum analyzer 
with a heterodyne detection system which 
consists of a synthesizer as a local oscillator and 
a harmonic mixer. From this measurement, the 
cavity modes can be identified and listed in both 
tables. In the tables, azimuthal and radial mode 
numbers m and n are shown. The results of 
frequency measurement are shown as fmeas in 
Tables 1 and 2 with the calculated frequencies 
as f cal for the designed cavity. 
  
 
Table 1 Operation parameters of gyrotron FU CW II 
at the fundamentals (n=1). Here, are demonstrated 
the main field intensity B0 in T at the cavity region, 
observed output power P in W, acceleration voltage 
for electrons Vb in kV, beam efficiency  µ in %, 
measured frequency fmeas in GHz and corresponding 
cavity mode number m,n. 
 
B0,T P,W Vb,kV  µ,% fmeas,GHz TEm,n 

3.86 130  9.74  5.1  107.48  1,2 

4.84 210  9.68  6.8  134.95  2,2 

5.10  95  9.68  3.1  141.28  0,2 

5.83 100  9.72  3.7  161.34  3,2 

6.19 158  9.69  5.3  171.73  1,3 

6.74 126  9.71  4.5  186.65  4,2 

7.22 180  9.79  8.8  200.43  2,3 
7.38 170  9.82  9.6  204.54  0,3 

7.62 181  9.81  9.7  211.40  5,2 
 

Table 2 Operation parameters of gyrotron FU CW II 
at the second harmonics (n=2). Demonstrated 
operation parameters are the same as those in Table1.  
 
B0,T P,W Vb,kV    µ,% fmeas,GHz TEm,n 

6.9860 17.9  9.62  0.49  386.03  4,5 

7.15 24 13.66  0.52  392.25  2,6 

7.19 32 13.675  0.72  394.27  0,6 

7.98 5.3  9.62  0.14  440.93  6,5 
 
 We have confirm that the measured frequencies 
are lower than calculated frequencies by about 
0.57 percent. This differences come from the 
fabrication error of the cavity radius. The error 
is also 0.57 percent and real size of the radius is 
larger by 14 µm. The frequency of TE0,6 mode 
at the second harmonic opration shown in Table 
2 is close to the principally designed frequency, 
that is, 394.6 GHz of TE26 mode. The output 
power is larger than 30 W. This means that the 
output power of this mode is available as a 
radiation source for 600 MHz DNP/ proton-
NMR. Many other observed frequencies are 
also useful for sub-THz spectroscopy, for 
example, ESR measurement, plasma diagnostics 
and so on. All frequencies observed up to the 
present are plotted as functions of magnetic 
field intensity in Fig. 3. 
 

Fig. 3 All of observed frequencies as functions 
of magnetic field intensity. 
 
The beam efficiency µ  is estimated by dividing 
the measured output power P by the input 
power of electron beam Vb•Ib and demonstrated 
in Tables 1 and 2. It ranges from 3 to 10 percent 
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for fundamental operations and from 0.1 to 0.7 
percent for second harmonic operations. The 
efficiency at the fundamentals is quite high even 
at low voltage operation lower than 10 kV. 
 Next, we tried to measure the dependency of 
output power P on the beam current Ib for 
several operation modes, TE2,3 at the 
fundamental, TE2,6 and TE0,6 at the second 
harmonic. The beam electron energy is kept at 
the constant values of around 9 keV and 14 keV, 
respectively. The measurement results are 
shown in Fig. 4. It seems that output power for 
all modes is saturated even at low beam current 
Ib around 300 mA. In the present case, the beam 
electron energy is low: around 9 keV for 
fundamentals and around 14 keV for second 
harmonics. The low saturation level may result 
from such low beam electron energy. Hopefully, 
it will be increased by increased beam electron 
energy Vb. 

 
Fig. 4 Observed output power P for TE2,3 mode at 
the fundamental, TE2,6 and TE0,6 modes at the second 
harmonics as functions of beam current Ib. 
 
Fig. 5 shows a typical frequency spectrum for 
TE0,6 mode operation at the second harmonic. 
(The frequency is 394.27 GHz.) A heterodyne 
detection system with a synthesizer as a local 
oscillator and a harmonic mixer are used for the 
measurement. The frequency is quite stable. 
The fluctuation is an order of 10 kHz. The 
quality of the spectrum is also excellent. As 
seen in Fig. 5, the half value width is several 
kHz and the width for 10 dB lower is around 10 
kHz. This means that gyrotron FU CW II can be 
available for spectroscopy with high frequency 
resolution. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 A frequency spectrum for TE06 mode 
operation at the second harmonic. Horizontal: 1 
MHz/div. Vertical: log scale. 
 
3  Gyrotron FU CW III 
 We have completed the design of a new 
gyrotron, Gyrotron FU CW III3). It consists of 
20 T superconducting magnet and a 
demountable gyrotron tube. The diameter and 
length of the cavity are 3.9 mm and 10 mm, 
respectively. The designed operation frequency 
is increased up to 1.014 THz, which will be 
achieved by the second harmonic operation of 
TE4,12 cavity mode at the magnetic field 
intensity of 19.1 T. Expected output power is 
higher than 0.1 kW. The main parameters are 
summarized in Table 3. It has been constructed  
and the operation test already began recently. 
 
Table 3 Main parameters of Gyrotron FU CW III 
 
Total height (electron gun to the window): 2.4 m   
Maximum magnetic field: 20 T (The bore: 50 mm) 
Cavity :  radius: 1.95 mm 

length : 10 mm 
frequency: 1013.7 GHz 
Operating mode: TE4,12 
Q-factor : 23720 
Operating magnetic field: 19.1 T  

Triode MIG:   Cathode radius: 4.5 mm 
  Maximum cathode current: 1 A 
  Cathode voltage:  30 kV300 A 
  Maximum magnetic field: 20 T  
Gun coil :         Maximum input current: 0.183 T 
 
 
 Fig. 6 shows a cross-section of the Gyrotron 
FU CW III.  
 Fig. 7 shows a typical result of radiation 
measurement as a function of magnetic field 
intensity B. There are many radiation peaks 
corresponding to cavity modes. Almost all 
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cavity modes are excited in the fundamental 
operations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6  The cross-sectional view of the cylindrically 
symmetric 1 THz CW gyrotron tube. The gyrotron 
tube is approximately 2.5 m long and magnet bore 
diameter is 5 cm.  
1. Electron gun, 2. Gun coil, 3. Gate valve, 4. Tees 
to the pumping system, 5. Water jacket for cooling 
the cavity, 6. Cylindrical resonant cavity, 
7.Superconducting magnet, 8.Cryostat, 9.Electron 
collector, 10.Water jacket for cooling the electron 
collector, 11.Output window 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 Radiations coming from the fundamental 
operations as a function of mafnetic field B 

A similar measurement for the second harmonic 
operations has also been carried out 
successfully. Fig. 8 summarizes the results. All 
frequencies expected from the excited cavity 
mode are plotted as functions of B. The 
maximum frequency achieved up to the present 
by the second harmonic operation is 965 GHz in 
the field range below 18 T. We hope to increase 
the field intensity up to 20 T for the second 
harmonic operation. 

Fig. 8 All frequencies excited up to the present 
as functions of magnetic field B 
 
4. Summary 
 THz CW Gyrotron Series in FIR FU are being 
developed successfully. Developed gyrotron 
will be used for application to high power THz 
technologies. The breakthrough of 1 THz CW 
operation will be achieved soon. 
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Development of Light Source for Advanced Lithography  
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In 45nm node, the GT61A ArF laser light source with ultra line narrowed spectrum (<0.35pm), which meets 

the demand of hyper NA (NA > 1.3) immersion tool, is introduced. It indispensably requires OPC (optical 
proximity correction) and a narrower process window. The GT61A improves stabilization of spectrum 
performances by bandwidth control technology; Bandwidth Control Module (BCM) includes high accuracy 
measurement module which support the narrower bandwidth range and active bandwidth control module. For 
below 45nm node, a laser produced plasma light source for high volume manufacturing (HVM) EUV 
lithography is introduced. The light source is based on a short pulse, high power, high repetition rate CO2 master 
oscillator power amplifier (MOPA) laser system and a Tin droplet target. In a first step, a 50W@I/F equivalent 
power light source is demonstrated experimentally. A maximum conversion efficiency of 4.5% and small debris 
on the corrector mirror position was measured. The CO2 MOPA laser system is based on commercial high 
power cw CO2 lasers, the light source is scalable to more than 100 W EUV in-band power.

1. Introduction 
The 193-nm lithography has moved to the mass 

production phase and its target node is shifting from 
65 nm to 45 nm. And the ArF-immersion technology 
is even spotlighted as the enabling technology for 
below 45nm node. We developed new GT61A for 
high NA (>1.3) immersion tool. We have already 
released an injection lock ArF excimer laser 
GT40A1)/GT60A2) since 1Q2005. New GT61A is 
based on the production proven GT (Giga Twin) 
platform, which has advanced Injection Lock system. 
On the other hand, below 45nm node, EUV 

lithography is spotlighted because of its short 
wavelength and its potential resolution ability. A 
major technical challenge of EUV light source is the 
in-band power requirement of more than 115W at the 
intermediate focus. For a laser produced plasma (LPP) 
source the best selection of the drive laser and the 
target material is therefore very important. Instead, 
very high output power due to high amplification 
efficiency and high beam quality is readily available 
for cw CO2 lasers. They are the most frequently used 
high power lasers for industry applications having low 
initial and operational cost, as well as robustness and 
reliability. Since 2002 we have proposed and continue 
to develop CO2 laser driven LPP EUV light source. In 
this paper, we introduce recent progress of LPP EUV 
source development. 
 

2. ArF laser for hyper NA immersion 
2.1 Spectrum Performance Requirement 

Wide spectrum bandwidth of light source produce 
focus blur by the effect of chromatic aberration of 
projection lens. Narrower bandwidth is required for 
smaller design rule. Until now the full width at half 
maximum (FWHM) metric is widely used to describe 
the spectrum bandwidth. However bandwidth of 95% 
energy concentration (E95) metric has better 
correlation to the lithographic performance 
parameters.3) Figure 1 describes the spectrum 
specification for different NA of ArF scanners. The 
slopes below NA = 1 and beyond NA = 1 are 
different. The reason is that chromatic aberration of 
projection lens is reduced by the refractive-reflective 
optics design used for the immersion lithography 
scanners. As a result E95 less than 0.35pm 
specification is required for the design rule below 
45nm. 

 
Figure 1. laser E95 specification vs NA 
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Generally, the influence of the focus shift on the CD 
becomes larger in isolated patterns than in dense 
patterns. Therefore isolated patterns are easy to be 
influenced by E95 variations. For better understanding 
of the E95 effect to the CD, CD sensitivity to E95 
change for different pattern size is useful.3) Figure 2 
shows the simulation results for the hole patterns. The 
sensitivity increases as the pattern becomes smaller. 
To reduce the CD error for smaller design rule, E95 
deviation must be suppressed. Change of E95 will 
also impact upon OPE (Optical Proximity Effect). 
Laser-to-Laser difference and fluctuation through the 
laser lifetime could cause variation in OPE tool 
matching and its stability. To answer these 
requirements the new laser whose E95 is less than 
0.35pm and more stable E95 light source is essentially 
required.  
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As a answer of these requirement we developed new 

advanced technologies and installed on the GT61A. 
They are shown in figure 3. Each technologies are 
described following sub-chapter. 

 
 Figure 3. Advance technologies of GT61A 
 
2.2 Low acoustic wave laser chamber 

High repetition rate operation of excimer 
lasers faces two major technical challenges: 1) 
the occurrence of acoustic waves caused by the 
discharge in the laser chamber and 2) the huge 
energy consumption of the large gas flow fans. 
We succeeded to minimize the acoustic waves up 
to 6kHz by using computer simulation of 
acoustic wave generation inside the discharge 
chamber and measurement of the actual acoustic 

wave by using Mach-Zehnder  interferometric 
observation at discharge plasma (Figure 4). 4) 

 
Figure 4. interferometric observation at discharge plasma 
 
2.3 High resolution line narrowing module 
In the lithography excimer laser, the module which 

makes narrow band spectrum is called line narrowing 
module (LNM). It is a kind of high-resolution 
monocrometer and works as a rear mirror of laser 
cavity. For the conventional ArF excimer laser the 
resolution, ratio between wavelength to bandwidth, of 
LNM is required about one million. Because GT61A 
needs to increase the resolution by 30%, new LNM is 
designed to achieve the less than 0.35pm bandwidth. 
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In general speaking, when spectrum performance is 

increased, the efficiency to output the optical energy 
from the laser is decreased. To prevent this side effect, 
the improvement of injection lock efficiency and laser 
power supply without changing the size of laser were 
performed. Fig. 5 shows the typical spectrum profile 
of GT61A. Newly designed LNM achieved the E95 of 
0.25pm. As a comparison, GT60A’s profile is also 
plotted. Both profiles have good symmetry. The ratio 
between E95 and FWHM is about 2 for both lasers. 
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Figure 6 shows the effectiveness of heat design of 

new LNM. This test is performed by the 75% duty 
cycle operation with 60W (10mJ 6KHz), which is 
highest duty cycle for the laser. Start from the laser’s 
cold condition, firing is started and continued about 
two hours. Upper line is the case of not good design 
for the heat. E95 became broader about 0.07pm. New 

Figure 6.    Long-term drift of E95 

Figure 2. Simulation results of CD sensitivity for the 
hole pattern Figure 5.  Spectrum profileGT61A: E95 0.25pm, 

GT60A: E95 0.35pm
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design LNM (lower line) suppresses long-term drift of 
the E95. It should be noted that this experiment is 
done without the E95 feedback control loop. 
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Also Figure 7 shows short-term drift of E95. It 
corresponds first two hundreds seconds of Fig. 4. 
Even such short-term operation within wafer 
exposure, new LNM maintains good stability. Figure 
8 shows the repetition rate dependency of E95.This 
performance is mainly affected by the acoustic wave 
intensity in the laser chamber. New chamber design 
since GT60A shows very good performance. 

 
Figure 8.  Repetition rate dependency of E95 and FWHM 
 

2.4 High resolution E95 measurement module 
The measurement of E95 is more difficult than that 

of FWHM because it is sensitive to the background 
light information. The on board spectrometer must be 
small enough to fit in the laser frame and stable over 
the lifetime of laser. To meet those requirements, new 
high resolution E95 measurement module is 
developed. The deconvolution method, which is same 
algorithm as the external spectrometer, is used to 
remove intrinsic error factor5). Figure 9 shows the 
repeatability of new E95 measurement module. 
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Figure 9. Repeatability of E95 measurement module 
2.5 Advenced Bandwidth control module 

 
 Figure 10. Bandwidth control module 
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Figure 11. E95 and FWHM relationship for different points 
Even the new LNM has good stability of E95, there 

are still small drift over the lifetime and laser-to-laser 
differences for the E95. It is important to maintain the 
same E95 value for every laser, E95 tuning function is 
essentially important. The new BCM is consist of 
active optical wave front control system. E95 is 
rapidly controlled by this BCM. The system is shown 
in Figure 10 (patent pending).  
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Figure 12-a. Short term (4sec), Target E95 = 0.3pm 
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Figure 12-b. Middle term (30 min) ,Target E95 = 0.4pm 

 
Figure 12-c. Long term (3days) stability of E95 
Figure 12-a-b-c shows the BCM performance of 

GT61A. It describes the E95 changes from 0.25pm to 
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0.5pm. Filled dot (left axis) shows the FWHM of the 
spectrum and blanked dot (right axis) shows ratio 
between E95 and FWHM. This graph shows that the 
spectrum shape is always same for different E95. 
These are the BCM data for different time span, short 
term (four seconds), middle term (thirty minutes), and 
3 day gas-life. All graphs show the BCM maintains 
the same E95 value at any time scale. 
 
2.6 GT61A specification 
In Table 1, summary of the specification of GT 

series lasers.6) On GT61A longer life time than 
GT60A/40A is achieved. For the next generation high 
throughput scanner or double patterning scanner, the 
development of GT61A-1H which has higher power 
and high dose stability is planned. 

Table 1.  Major specification of GT series. 
GT40A GT60A GT61A

Wavelength nm 193.4 193.4 193.4
Power W 45 60 60
Pulse energy mJ 11.25 10 10
Max rep. rate Hz 4000 6000 6000
FWHM pm 0.2 0.2 N.A.
E95 pm 0.5 0.5 0.35

Durability(Expected)
MO Chamber Bpls 13 13 20
PO Chamber Bpls 19 19 30
LNM/ MO LNM Bpls - - -
MM Bpls 30 30 30
FM/ PO FM Bpls 12 12 12
PO RM Bpls 12 12 12

ArF model

 
 
 
3. LPP EUV light source  

 Figure 13. EUV lithography programs in Japan  

Since 2003 EUV light source and exposure tool is 
developed in EUVA under Government fund. Figure 
13 shows Japanese EUV lithography development 
programs. The current Laser Produced Plasma (LPP) 
light source development status including component 
development and EUV generation is described. 

3.1 CO2 laser LPP EUV source development 
We started LPP EUV source research since the 

timing of establishment of EUVA in 2003, we 
concluded that solid-state Nd:YAG laser technology, 
which is currently limited to kW level output power, 
cannot be successfully used. Multiplexing of too many 
laser modules is required, which makes the system 

layout too complex and too expensive. Instead, very 
high output power due to high amplification 
efficiency and high beam quality is readily available 
for cw CO2 lasers. They are the most frequently used 
high power lasers for industry applications having low 
initial and operational cost, as well as robustness and 
reliability. RF-excitation is the most commonly 
employed scheme in axial flow or diffusion cooled 
slab or waveguide configurations allowing high 
repetition rates at pulsed operation for laser plasma 
generation. This CO2 laser LPP EUV source concept 
is our original concept 7)8) (patent pending). 

3.2 CO2 drive laser system 

 Figure 14. Configuration of the CO2 MOPA system. 

We developed a short pulse CO2 MOPA (Master 
Oscillator Power Amplifier) laser system with 15ns 
pulse width and kW level average power at 100 kHz 
repetition rate. Figure 14 shows the MOPA 
configuration. The system consists of a short pulse 
high repetition rate oscillator and a 3-stage amplifier. 
The oscillator laser is an EO Q-switched, 15~30 ns, 
single P(20) line, RF pumped waveguide CO2 laser 
with 60 W average power. The repetition rate can be 
tuned from 10 to 140 kHz. Commercial 5 kW (two 
units) and 15 kW (one unit) cw CO2 lasers are used as 
amplifierswithout cavity mirrors. The two 5 kW lasers 
are pre-amplifiers and the 15 kW unit is the 
main-amplifier.  
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Figure 15. Temporal laser pulse profile. 

A pedestal and/or tail of the seed laser pulse will also 
amplify and reduce the laser gain. The temporal laser 
pulse profile of the output laser beam was measured to 
evaluate the pedestal component. In Figure15, “Osc” 
indicates the temporal laser pulse profile of the EO 
Q-switched CO2 oscillator, “Osc+Pre#1+Pre#2” and 
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“Osc+Pre#1+Pre#2+Main” are the temporal profiles 
after the “first + second pre-amplifier” and the “first + 
second pre-amplifier + main amplifier”, respectively. 
A slight 40 ns pedestal exists before the 20 ns main 
laser pulse. It contains about 6% of the main pulse 
energy for full amplification.  
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Figure 16. Focusability of the CO2 laser beam. 

The laser beam quality was measured with a ZnSe 
meniscus lens having a focal length of 127 mm and a 
slit-scan type beam profiler (Photon Inc., NanoScan). 
A beam profile of the focused laser output after all 
three amplifiers is shown in Figure 16. Horizontal and 
vertical 1/e2 beam diameters at the lens focus were 
135 μm and 137 μm, respectively. The calculated 
beam propagation factor M2 is 1.2. Especially, the 
beam size is identical before and after amplification, 
i.e. the amplifiers cause no phase distortion. Figure 17 
shows the measured amplification characteristics of 
the MOPA system, i.e. two pre- and one main 
amplifier. The input power was measured at the exit 
of the main amplifier without RF excitation of the 
amplifiers. The maximum average power is 6kW at 
100 kHz repetition rate. The data points are fitted with 
the Frantz-Nodvik equation.  
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Fig. 17. Amplification characteristics of CO2 MOPA 
system. 

3.3 Sn Droplet target supply 
We develop the Sn droplet supply system based on 
our Xe droplet supply system. The liquid Sn is ejected 
through a nozzle into the vacuum chamber. The 
harmonic oscillation of a piezoelectric transducer 

(PZT) induces a Rayleigh instability10 that causes the 
liquid jet to break up into uniform droplets.  

 
Figure 18. Sn droplet chain and stability 

Figure 18 shows a generated Sn droplet chain inside 
the vacuum chamber. The droplets are generated with 
a diameter of about 130 μm and a speed of about 17 
m/s. Currently, a high speed of 70-m/s Sn droplet 
supply system is developed for irradiation with the 
high power CO2 MOPA system. 

3.4 Magnetic field mitigation  
The fast ions from a laser produced plasma are 

controlled by a magnetic field9). Figure 19 shows the 
Faraday cup signal from Nd:YAG laser generated Sn 
plate target plasma with and without a magnetic field. 
The Faraday cup signal decreased below the detection 
limit (about 3 orders) by applying a magnetic field of 
1T. For the CO2 laser, however, the observed 
sputtering rate is higher than the deposition rate. Since 
the generated ion number is approximately equal to 
the amount of debris, (the observed erosion rate is 
close to zero) it can be concluded that the amount of 
debris is 1% or less as compared with the Nd:YAG 
laser. 
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Fig. 19. Faraday cup signal with & w/o magnetic field. 
 

3.5 EUV generation 
A preliminary experiment without any system 

optimization was done with the high power CO2 
MOPA laser and a solid Sn target. The laser output 
power was 6 kW at a repetition rate of 100 kHz and a 
rotating Sn disk target was used. The laser incidence 
angle to the Sn disk normal was 45 degree. The 
generated EUV in-band energy was measured with a 
Flying circus 2 energy meter placed at an angle of 15 
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degree to the target normal. Figure 11 shows the EUV 
energy of the plasma source into 2πsr and 2% 
bandwidth. The average EUV output power at the 
primary is 130W , 50W equivalent power at 
intermediate forcus, i.e. the average conversion 
efficiency of 2.2% was obtained.(Figure 20) 
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Fig. 20. EUV pulse energy at primary source. 

Table 2 lists the IF EUV power as a function of laser 
power and CE. The assumed EUV transfer efficiency 
from the primary source to the intermediate focus is 
28% for the upper column and 36% for the lower 
column. An in-band EUV power of 40W is generated 
with the current laser power of 5 kW at a CE of about 
2.2% with 36% transfer efficiency. The required 100 
W will be generated from a 7.5 kW CO2 laser at a CE 
of 4%. The full CO2 MOPA system for a 100-W EUV 
source will have a compact design due to the proper 
choice of modern laser technology.11) 

Table 2. Estimated EUV power at the intermediate focus 
CE %

Laser kW 2.0 2.2 2.5 3.0 3.5 4.0 4.5
2.5 14 15 18 21 25 28 32

18 20 23 27 32 36 41
5.0 28 31 35 42 49 56 63

36 40 45 54 63 72 81
7.5 42 46 53 63 74 84 95

54 59 68 81 95 108 122
10.0 56 62 70 84 98 112 126

72 79 90 108 126 144 162
HVM source

Transfer efficiency from primary source to IF

Total Debris
shield

Collectable
angle Reflectivity T% SPF

Case1 0.28 0.8 5sr 0.6 0.9 0.8
Case2 0.36 1 4sr 0.6 0.94 1  

 
4. Conclusion 
The GT61A ArF laser light source of the ultra line 
narrowed spectrum, which meets the demand of hyper 
NA (NA > 1.3) immersion tool, is introduced. In 
45nm node, since it indispensably requires OPC 
(optical proximity correction) and a narrower process 
window, improved stabilization of spectrum 
performances was performed by bandwidth control 
technology; Bandwidth Control Module (BCM) It also 
contributes to the reduction of the tool-to-tool 
differences of the spectrum for every light source.  

LPP source based on a high power CO2 MOPA 
system and a tin droplet target is demonstrated. A 
maximum conversion efficiency of 4.5% was 

measured for a CO2 laser driven Sn plasma. Debris 
Mitigation for a CO2 laser produced Sn plasma system 
is very promising, since only low Sn deposition on 
samples has been observed. A laser output power of 6 
kW was achieved with a single beam having very 
good beam quality. The laser power will increase with 
the correct choice of laser technology. The average 
EUV output power at the primary is 110W equivalent 
to 40 W at the intermediate focus.  We conclude that 
the CO2 laser driven Sn light source is the most 
promising candidate for HVM EUVL due to its 
scalability, high efficiency and long collector mirror 
lifetime. 

Injection lock technology is supported by New 
Energy and industrial technology Development 
Organization (NEDO) and Ministry of Economy, 
Trade and Industry (METI) during 2000 - 2002. EUV 
work was also supported by NEDO. 
 
5. References 

(ArF) 
1. H. Mizoguchi, et. al.: “High power injection lock laser 

platform for ArF dry/wet lithography”, SPIE, 5754 
(2005) pp. 780-789. 

2. H. Mizoguchi, et. al. : “High Power Injection Lock 
6kHz 60W Laser for ArF Dry/Wet Lithography”, SPIE, 
6154 (2006) 

3. K.Huggins, et. al., “Effect of laser bandwidth on OPE 
in a modern lithography tool”: SPIE, 6154 (2006) pp. 
351-362 

4. K.Kakizaki et. al.:”Feasibility study of 10kHz-class 
excimer laser for future generation of ArF immersion 
lithography”,SEMATECH immersion symposium, 
TP-03 (Kyoto,2-5 Oct.2006) 

5. O.Wakabayashi, et. al.: ” Spectral measurement of ultra 
line-narrowed F2 laser”, SPIE, 4346 (2001), pp 
1066-1073 

6. T. Suzuki et. Al.:”Ultra line narrowed injection lock 
laser light source for higher NA ArF immersion 
lithography tool”, Proc. SPIE 6520-75 (2007) 

 (EUV) 
7. Akira Endo, et. al., "Development Status of HVM 

Laser Produced Plasma EUV Light Source", Proc. Int. 
Sematech EUVL Symposium, Barcelona (2006). 

8. H. Mizoguchi, et.al., ” Development of CO2 laser 
produced Xe plasma EUV light source for 
microlithography,” Proc. SPIE, 6151, 61510S (2006).  

9. H. Komori, et. al., “Magnetic field ion mitigation for 
EUV light sources,” Proc. SPIE 5751, 859 (2005) 

10. Lord Rayleigh, F.R.S “On the instability of jets”   Proc. 
London mth Soc. 10(4)4-13 (1878) 

11. A.Endo, et al.,” Laser-produced EUV light source 
development for HVM”, Proc. SPIE 6517-23(2007) 

235



�����������	
������
��	
���������������	��
�����	������
����
�
�����������

�����
��������� �
�

��������	

�
���
��������

�
����������������

�
��������������

�
��������

�

�
�

�
�
��������	
��
	�����
��������	���������������������� �����!�"���#$%!	 &��!'��(�!'�)�	*�+,$)����� �(,��

-
���.���#"� ���� /��"��	0����������1��23����4���-���! !	
�!�����!�"��

�

���������������������������
�����������������
�������������� ���������������������
���	�� ������

�!�������!������
�����
���	����"����	�������!
�����
���������!���!�"�	��������#���
�������	����

��
����� �	����	� �� �����$�
������
�$������ ����"
�	�� %��	� ����
������ ���� ���!& ���
��� ���
���� ����

����
������������������������������� �����������	�������������
� ������������������������������

����
����
��
'��������
���
����!����
(
�
����"
�	������������ � �

�

�����
��
��
����

%������� �!� �	�
��  �����
��� �  �
���
��� 
��

'��
����!
����������	�
���
� �
�
�����	����	��������

�� ���"
��� 
�������� 
�� �
��� ������� ���
��� �	��

 �����������)��� ��� �	�
���������
����
����� �	����

 ������� ���� ��� � ������� "
�	� �� �����
'���� ��"�

'������� 
�� �	�� �������!���!�"� ������!� ����� ��� �	��

����� 	����  ���������� *�� �	��  ������� "��+�� "��

������ �	��  ������  �������� 
�� �� �
���	����"�

���	���� ���!
�����
��� ,-./0� ����� �!� �� !�"�

	�������� #�� �
������� 	���� ��
����� �	����	� ��

�����$�
������
�$������ ����"
�	�� 1��� �!� �	��

����������� ����� ��� ���	����,20� ���� �	����	��� ���

������,��0��1����!��	����
�� ��'���������!� �	
��

���!
�����
��� 
�� �	��� 
�� ����
��� ������� ��� '����

	
�	�  �"��� ����
��� ,�334�� +5$��60� "
�	����

�������
��� �	�� ���"� ��� ���� �����
�
���� �'��� ���

����� 	��
��  ��������� -�����
��� ����
��� ���

%���!����! � 7�8�� ���� '��
!
��� �9 ��
������������

������� ��� ! � 7�8�� 	�'��  �
����� ���� �	��� �	
��

��������
��� �� ��
�
��� �!� �	�� -./)� 
��

��������������	�������
�
������"����������������

�
��	�����������
��"	
�	��	�� ������
�����!
����


��
��� �	�� -./)� 	����� ���� �� ������� ���"�

�
��	����� ������ 
�� "	
�	� �	��  ������ ��������

� �������'��� �	�����+�
������!�����!��	��-./)�

���	����� )� ���
��� ��� �	�� ����� �
��	�����

��������� �	��  ������ ���� ��� 
�� �� ������� ���"�

���
��� ,���
��� 6� �!� 7680� ��� 
�� �� ���!& ������

���
���,���
������!�7680��

�

�����	������
���

*���	
����������	���
��������!��	��-./�	����
��

�33�����33�#�������	���	
�+������!��	������������

�
������
�� �	����� ���� �33� ���� �:3� #���

��� ���
'�����;	���
��	�����
������"
�	����������

63� ��� 633� ;����  �������� ������ ��� �  ��
��� ��

'������� ������� �33� <�� )
!!������  ������

 ������������������������
���'��
�����
������
��

���	�
=����� �

;������
�� �	�� ���� ��� �������� ;��� �� �������!�

�
������� 
�� ������ ��� �	�� !���� ���� ���� �	��

��������� ��� !
����  ��
�
'�� ,%
6
Π�&�

6
Σ�0�� ��� ��

(
�

!
���������
'��,%
�
Σ�&


�
Σ�0�������������� ��������

�
�������� � ������ "
�	� �
!!������ �����
�����

��� ���������� *�� �	�� ������� ���"� ���
���� ;��


��������� "
�	� �	�� ����  �������� ���� �
��	�����

���������������	�>33�2����633�;����������:�����

*�� �	�� ���!& ������ ���
���� ;�� '������ ��� 	
�	� ���

�:33�2�	�'�������������������
����	���
��	�����

 ������

;	�� ����
��� �!� ������ ��?,
6
@�0� �����������

������
��
����	��-./�	����
����������!����������

����� �
��� �9 ��
������� ��
��� �� !��=������

�������� >>��A�� ��� �9������� ��'
��� �
���� �������

;	����������������������	��-./�������
����9
���

�
��������	�"���	���9 ��
����������&� �!����	�����

��������������)�����)6����� 	����
���������������

�@� 
�����3� �������� ���!����������&@����� �������

��

laser 

plasma 

mirror 

splitters 

FP 

D1 

D2 

reactor 

Ref. Cell D3 

scope 

mirror 

MHC 

�
�
�����B�;	���9 ��
����������&� �!����	��������
����
�����������������

236



�!�3�6>:��.C����������!��� �	��!��=�������	
!��

���
����
��� ���� ��!�� /���� 
�� ��� ������ �� �����

 �������D� ������
��	����� �������� ������ ������

"	
�	� ��'
�����	�� ���
��� ��
�
����!��	��>>��A��

��� �
��� �������� *�� �	�� ���!& ������ ���
���� �	��

�
���'��
��
�����!��	����?,
6
@�0����������������
���

�����	��>>��A������
��� ��!
����������������"
�	�

���
����������
����!��������3�����

;	���������������
��� 
��
��� �	��-./�	���� 
��

�������� !���� �	�� ����+� �������
��� �!� �	�� .β�

��
��
��� �
��� ��� AEF��� ���� !���� �	�� ������

	�������� �������
���	�������

� � �

��������
����
�
����������
������
��
���
�
��
���������

�
����� �� �	�"�� �	�� ��������� ����� �
���

 ��!
���� !���� �	�� ��"�  �������� ������ ��!�������

����� ,�0� ���� !���� �
����
��	����� ���� 
�� �������

���"����
���������������:3���:3�����633�;�����

,�0� ��� ,A0�� ��� ���
'����� %��	� ����
�
��� "
�	�

��������� ���� ����+� �!!���� �����
����� ��� �	��

�����'��� �������
��� ���� �	�� ���� �	
!�� �!� �	��

����� �
��� �������� !��=������ ���� ��� �9 �������

���	�
��������"
�	� ���������*���33�#���
�������

	���������	����������������!����	���
��	�������������

���"����3�:�������:������	����?,
6
@�0������������

����
�������������"����3�:�������9��3
�G
��

&6
�����

�	�� ��������� ����
�
��� ���� 
�� �	�� �������!� ��!�"�

�3
�3
��

&6
��

����������	��������������

*�� �	�� ���!& ���
��� ���
���� �	��  ��+� ��������

���� ����	� � � ��� �33���� ���� �	�� ������
���  ��+�

��������� ����
���� "	
�	� ����	��� �� !�"� �3
��
� �

&6
��

���������������!�����	������+�"
��	���!��	�����	�

������ >>��A�� ��� ����� �
���  ��!
��� ���$���

	��������AEF�������
�����
�����6��	�"��!��� �	��

�33�#��	��������33�;���� ���������	������� �
���

�
���  ��!
���� ��� �
!!������ �
���� �!���� �	��  ��+��!�

�	�� ��������� ��� '���� �	���� �
����� "	���� �	��

��������� ����
��� ���� ���� ��� ��������� ���� '����

	
�	���	�� ��!
���
!�'��������������!������
���������

5 
�	� 
������
��� �
��� 
�� �	�� �!������"� ���� �	��

�������!��	�� �������������
���� �	��"
��	� ���� �	��

���� �	
!�� �!� �	�� ����� �
���  ��!
��� ���	� ����

��������� 5 �� ����� �����'�� ��� �'����
��� ��� �	��

����� ������ �	�� ����� �
��� ���'���� �� ��������
'��

�!��	����?,
6
@�0����������������
�
����*����
������

�!���� �	�� �
��	�����  ������ ����������� ������

�����������
����	�� �����,�:3�������'�0�����'����

�!!
�
������������������� ����
�
���"
�	� ����������

���� �	�
�� ����
��� ��������� �������� %��� ��� �����

!�����
��� 6�� �	��+�� ��� �� ��"�  ������
����������

�	�
������
���
������������
��
���	���!������"�����

�� ��9
���� 
�� ����	��� ��� �� !�"� #�� �!���� �	��

��������  ����� ,�� ���
��� ��� �	��  �������� ����

 ��+��������0��;	
����"���������!� ������
����!�

����������� ������ ������ !���� �	�� �
����
��
'��

������
���
����!�������
�������
(
�"
�	������������ �

�

�����������

7�8� �@� %���!�� �/� @
��	!����� 2.� ��	������	��

�  ���@	����������� ��,�33:0�3>�:3���

7�8�
�������������%��'
����������
������%����������

<�� @���	� ���� ��� ���������� @������ ��������

��
�����H�;��	������ ��,�33>0��6��

768� ��� ��������� ���� 
�� �������� ��� @	���� )�� B�

�  ���@	�����!�,�33F0��F�G��

-10 -5 0 5 10

0.0

0.4

0.8

1.2

1.6

2.0

2.4

250ns

1.53µs

430ns

ln
 (

I 0
/I

)

Frequency Shift (GHz)

2.92µs

�
���6�B������ �
��� ��!
�����!����>>��A������
������

�
!!�������
�����!�����	���������� �����
���	���33�#��

�
�������	��������33�;�����

-8 -6 -4 -2 0 2 4 6 8

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

[2]

[3][4]

[1]

Lo
g 

(I/
I 0)

Frequency shift (GHz)

 [1] Ref. Cell
 [2]   50 Torr
 [3] 150 Torr
 [4] 300 Torr

�
�����B������ �
��� ��!
�����!����>>��A������
������
����������"����
���!����������������,������9�0��

237



Collective Thomson Scattering Diagnostics of Plasmas Produced for  
EUV Light Sources 

 
K. Tomita1, T. Yamada1, T. Kagawa1, K. Uchino1, S. Katsuki2, H. Akiyama2 

 
1Interdisciplinaly Graduate School of Engineering and sciences, Kyushu University, Fukuoka, Japan 

2Graduate School of Science and Technology, Kumamoto University, Kumamoto, Japan 
 

Abstract:  A collective Thomson scattering diagnostic system for Z-pinch plasmas produced 
for extreme ultraviolet (EUV) light sources has been developed. Results of measurements gave 
plasma parameters just after the pinch as the electron density ne=1.5×1024 m-3, the electron 
temperature Te=15 eV, and the averaged ionic charge Z =7. Furthermore, based on measurements 
of temporal evolutions of ne and Te spatial profiles, the pinched plasma behavior was discussed. 

 
1. Introduction 

Extreme ultraviolet (EUV) lithography has been 
expected as the next generation lithography for 32 
nm node design rule. Only a Mo/Si multilayer 
mirror has reasonable reflectance in the EUV region 
and it restricts the wavelength range to be at around 
13.5 nm with a bandwidth of 2 %. For the practical 
use, the power necessary in this bandwidth should 
be more than 115 W at the intermediate focal point 
[1, 2]. There are two candidates as the EUV light 
source. One is the discharge produced plasma 
(DPP) and the other is the laser produced plasma 
(LPP) [3, 4]. However, these sources have not yet 
succeeded to radiate the EUV lights in the required 
band with the necessary power. For both methods, 
high density (electron density ne=1024 - 1026 m-3) 
and high temperature (electron temperature Te= 10 - 
30 eV) plasmas should be generated using Xe or Sn 
atoms [5, 6]. In order to produce required EUV 
lights efficiently, these plasma parameters should be 
optimized. A prerequisite for such optimization is 
the quantitative measurements of these parameters.  

In the case of DPP, the high density and high 
temperature plasma is generated through the 
mechanism of magnetic implosion (pinch) of the 
pre-produced plasma by applying a high current 
with a high rise-time. The pinched plasma is alive 
during a short time (< 50ns) and the plasma size is 
small (radius < 200 μm). Therefore, a high temporal 
resolution (<10 ns) and a high spatial resolution (< 
100 μm) are required for measurements of DPP 
sources. A laser Thomson scattering (LTS) method 
can be expected to fulfill these requirements. The 
method can yield ne and Te values unambiguously.    

Depending on the scattering parameter, the 
Thomson scattering spectrum can be either a 
coherent (collective) or incoherent [7, 8]. When we 
use the second harmonics of Nd:YAG laser (λ=532 

nm) as the light source, the LTS spectra from the 
EUV plasmas having aforementioned plasma 
parameters are in the collective regime. The 
spectrum of the collective Thomson scattering 
consists of an ion term and an electron term. The 
ion term is present very close to the central 
wavelength of the probing laser, and its expected 
spectral spread for the EUV plasma is about 100 pm. 
On the other hand the spectral spread of the electron 
term is of the order of 10 nm. Taking account of the 
strong background radiation from the plasma, we 
determined to measure the ion term, for which we 
could expect enough SN ratios against the 
background radiation. One problem to measure the 
ion term is that the spectral resolution of 10 pm is 
needed, and the other problem is that the intense 
wall-scattered laser lights easily overwhelm the ion 
spectra. In order to overcome these problems, we 
constructed a newly designed LTS measurement 
system whose spectral resolution and stray light 
rejection were enough to resolve fine feature of the 
ion term. Using the system, we succeeded to 
evaluate ne, Te and Z  of a Z-pinch type DPP. 
Furthermore, temporal variations of ne and Te spatial 
profiles were measured and the results were 
discussed in connection with the evolution of the 
EUV emission. 
 
2. Experiment 

LTS measurements were performed for the EUV 
source plasma produced in a compact Z pinch 
device. The experimental arrangement for LTS 
measurements is shown in Fig. 1. In this experiment, 
a compact Z pinch device, which consists of a 42 nF 
capacitor bank, a toroidal ferromagnetic core, and a 
Z pinch discharge tube, was used. The 42 nF 
capacitor bank was rapidly charged up to 24 kV by 
a magnetic pulse compressor and then a current 
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with an amplitude of 15 kA and pulse duration of 
120 ns was delivered to the Z pinch discharge tube. 
The Z pinch was generated by magnetic pressure 
due to the current flowing through the tube. More 
details about the Z pinch device used in this study 
are described in [3].  

The second harmonics of a Nd:YAG laser 
(Continuum Powerlite 9010 with an injection 
seeder; spectral spread < 0.1 pm) was used as a light 
source of LTS measurements. The laser energy (EL) 
injected into the plasma was less than 10 mJ, and an 
achromatic lens (L1, f=170 mm) was used to focus 
the laser beam. The laser spot size at the focusing 
point was measured by detecting Raman scattering 
signals from a nitrogen gas at a pressure of 300 Torr. 
For this experiment, the spatial resolution was set to 
be 20 μm. The evaluated laser spot diameter was 80 
μm (FWHM).  
 

 
 

Scattered lights into the scattering angle of 150 
degree from the plasma were focused onto the 
entrance slit of a triple grating spectrometer (TGS) 
that is described below, and then dispersed by it. 
The signal lights passed through an exit slit of the 
TGS were guided by an optical fiber into an 
electromagnetically shielded room which was very 
effective to avoid electromagnetic noise produced 
by the discharge circuit for the plasma generation. 
Finally, the signal lights were detected by a 
photomultiplier tube (Hamamatsu, R943-02).  

Because the Z pinch plasmas were generated in a 5 
mm diameter discharge tube, strong stray light from 
probing laser were expected. This stray light would 
easily overwhelm the ion term if stray light would 
not be eliminated carefully. Therefore we newly 
fabricated a triple grating spectrometer (TGS) to 
eliminate the stray light. The schematic diagram of 
the TGS is shown in Fig. 2. The structure of the 
TGS was almost the same as before [9], but its 
design was different from the previous one to 
achieve a high spectral resolution. In TGS, three 
gratings (G1-G3) (58 mm×58 mm holographic 

gratings with 1800 Grooves/mm, blazed at 500 nm) 
were mounted so that lights could be additionally 
dispersed at each stage. Widths of four slits S1, S2, 
S3 and S4 were 15 μm, 25 μm, 10 μm and 15 μm, 
respectively. Two intermediate slits (S2-S3) and 
final camera lens (L6) (f=250 mm, φ=50 mm) were 
finely translated with a step of 1 μm by stepping 
motors to change the measurement wavelength. The 
total inverse dispersion was 0.57 nm/mm and finally 
we have achieved the spectral resolution of 16 pm 
and the stray light rejection of 10-5 at Δλ=40 pm by 
this TGS. Figure 3 shows the instrumental function 
of the TGS measured by using the laser light.  
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Fig.3 Instrumental function of the triple grating 
spectrometer.  
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3. Experimental results and discussions 
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First, we tried to detect ion term spectra from 
plasmas produced in a Xe gas. Then, we 
successfully obtained ion term spectra at a timing 
10 ns after the pinch time. However, we found that 
the spectral resolution of the present system was not 
enough to resolve ion term spectra of Xe plasmas 
and was not enough to evaluate plasma parameters 
from observed spectra. In order to observe clear ion 
term spectra using the present system, we changed 
the working gas of the discharge from Xe to Ar, 
since the ion term spectrum width is inversely 
proportional to the root of atomic mass number [7, 
8]. Argon gas was fed into the discharge tube at the 
flow rate of 300 cm3/min. The discharges were 
generated at a frequency of 10 Hz.  

X:1div=50 ns
Y:1div=5 mV

Figure 4 shows an example of the LTS signal and 
the background radiation signal observed at Δλ=60 
pm collected from the Ar gas discharge. It is clear 
that the LTS signal is almost one order of magnitude 
larger than the background radiation signal. Figure 
5 shows the ion term spectrum measured at 10 ns 
after the pinch. In order to measure this spectrum, 
the signals were averaged over a number of 50 laser 
shots. The error ranges shown in Fig. 5 are the 
standard deviation of these data from 10 times 
measurements. In this case, the plasma was flowing 
to the chamber side along the axis of the discharge 
(plus side of the z axis). Therefore, the ion term 
spectrum is Doppler shifted to the blue side by 20 
pm. The measured position was z=500 μm. Here, 
we selected the origin of the z axis (z=0) to be the 
center of the pinched plasma. From the width of the 
spectral shift, the plasma velocity can be estimated, 
and the velocity was 1.2×104 m/s to the z direction. 
Because of the strong stray light signals, the ion 
term spectrum couldn’t be measured at Δλ < 25 pm. 
However, it is easy to reconstruct the spectral shape 
of Δλ < 25 pm from the fittings of theoretical curves 
with the measured part of the ion term spectrum. 

The calibration of the LTS signal was done by 
using the Rayleigh scattering signals from a 
nitrogen gas at a pressure of 300 Torr. Since the 
shape, the spectral peak wavelength, and the 
absolute value of the ion term could be measured, ne, 
Te, and Z  could be evaluated. It can be seen from 
Fig. 5 that the solid line is most close to the 
measured spectrum. So the plasma parameters 
deduced from the spectrum were ne=1.5×1024 m-3, 
Z =7, Te=Ti=15 eV. The error ranges for these 
values were less than ±10. 
 Temporal variations of ne and Te spatial profiles of 

 
 

 
the plasma were measured after the pinch time. Again, 
the argon gas was used as a working gas. Figure 6 
shows spatial distributions of ne along the z axis at 
different times after the pinch. Te profiles are shown in 
Fig. 7 similarly. The pinched plasma was first formed 
in the extent of about 1mm along the z axis at 80 ns 
from the start of the discharge current. Then, the 
plasma particles were pushed away from the center of 
the originally formed position (z=0) along the z axis. 
ne peaks moved both sides of the z axis and extended 
to the positions z=±3 mm. As described before, the 
pinched plasma was formed in the ceramics tube of 
the diameter of 5 mm. The gas was introduced from 
left hand side (minus side of the z axis) of Fig. 1 into 
the tube. The other end of the tube was connected to 
the large chamber. As the ne peak moved to the 
gas-upstream side (z<0), ne increased and Te decreased. 
This can be due to the occurrence of frequent 
ionization because of the high neutral gas density on 
the upstream side. On the other hand, as the ne 
peak moved to the large chamber (z>0) where 
the neutral density was low, Te kept high while 
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Fig. 5 Observed ion term spectrum from an Ar 
gas discharge and fitted theoretical curves.  
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background radiation signal observed at 
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ne decreased. We contrasted these plasma evolutions 
with the EUV emission behavior. Then, we found that 
the EUV lights were radiated on the way that the high 
temperature plasma moved to the downstream side. 

 
 

 
Here, we discuss about the validity of evaluated 

values. First, we assumed Te=Ti when we deduced 
the values ne=1.5×1024 m-3, Te=15 eV, Z =7. This 
assumption can be reasonable because the 
measurement were performed 10 ns after the pinch 
time, which was 4 times longer than the 
electron-ion equipartition time [10]. Second, high 
density plasmas could be easily perturbed by the 
absorption of laser light through the process of 
inverse bremsstrahlung. We estimated possible 
electron heatings by the laser. The increasing of 
electron temperature was only 0.3 eV even for the  

 
 

 
 

most severe condition of the present study (t=110 ns, 
z=-2.25 mm: ne=3.0×1024 m-3, Te=6 eV, Z =5, EL=4 
mJ, laser spot size 80 μm), increasing of electron 
temperature for inverse bremsstrahlung is less than 
0.3 eV [11]. So the laser perturbation is not a 
serious problem in this study.  
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4. Conclusion 80 ns

We have developed a collective LTS system for 
measurements of ne, Te, and Z of Z pinch plasmas 
produced for EUV lithography. The system was 
successfully applied to the diagnostics of pinched 
plasmas produced in the argon gas. However, in 
order to apply the LTS system to the Xe plasmas, 
spatial and spectral resolutions of the system must 
be improved. Such improvements are now in 
progress. 
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 CO2 laser imaging heterodyne and phase contrast interferometer for 
density profile and fluctuation measurements in LHD  
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A CO2 laser heterodyne imaging interferometer (CO2 HI) and a CO2 laser phase contrast imaging 
interferometer (CO2 PCI) were installed in LHD.  The purpose of CO2 HI is to measure electron 
density profile at high density(>1x1020m-3), where the existing far infrared laser (wavelength 
118.9 μm) interferometer suffers from fringe jump due to the reduction of signal intensity caused 
by refraction. In the beginning of 10th LHD experimental campaign (2006~2007), sixty three three 
of CO2 HI with 10 channels of YAG HI for vibration compensation, and in the later of 10th LHD 
experimental campaign. eighty one channels CO2 HI and 15 channels YAG HI became available. 
The purpose of CO2 PCI is to measure turbulent fluctuation, which can contribute to the energy 
and particle transport. In order to get local fluctuation information, magnetic shear technique was 
applied with use of 48 (6 by 8)channel two dimensional detector. 

 
1. CO2 laser heterodyne imaging 

interferometer  
 In LHD, we installed a multi channel 

imaging interferometer[1,2,3]. We use of 10.6 μm 
CO2 laser for density measurements. A sufficiently 
powerful (~8W) and stable laser source is 
available, and multi channel detector arrays with 
excellent sensitivity are also available.  However, 
the phase shift due to mechanical vibration is not 
negligible, so, we subtract the phase shift due to 
vibration using a co-axial YAG HI.  
Recently improved central particle confinement 

has been achieved in pellet injected discharges in 
the high density regime (>1020m-3) of LHD [4]. It 
is strongly required to measure the density profile 
to understand high density transport physics and 
plasma control in such a high density region is also 
required. However, the existing 13 channel 118.9 
μm far infrared laser interferometer in LHD suffers 
from fringe jumping at such a high density and 
many chords fail to measure correctly. This is 
caused by the reduction of the heterodyne beating 
signal amplitude when the mixing efficiency gets 
worse due to the beam bending due to strong 
density gradient. With the use of a short 
wavelength CO2 laser, the fringe jumps due to loss 
of signal are almost completely avoided, since 
refraction effects are negligible.  

 The transmission and detection optics are shown 
in Fig.1 and the beam paths through the plasma are 

shown in Fig.2. Two slab beams of the CO2 and 
YAG laser are injected, including an edge slab 
covering the region R=4.038~4.282m, and core 
slab beam covering the region  
R=3.730~3.963m,where R is the major radius.  
And another 30mm diameter circular beam both 
CO2 and YAG laser radiation is injected at 
R=3.705m. This is the local beam for heterodyne 
detection 
In Fig.1 (b), the positions of the lenses and 

curved mirrors are determined to have an image of 
the center of the plasma on the detection plane to 
minimize spherical aberrations. Two 32 channel 
detector arrays were used for CO2 HI, one each for 
the core and edge beams. The detectors are liquid 
nitrogen cooled photoconductive type HgCdTe. 
The chord spacing in the plasma is 7.5mm in the 
core beam and 7.9mm in the edge beam. For 
vibration compensation, five channels of YAG HI 
were used for each beam. Slab shaped fiber arrays 
connected to avalanche photo diodes were used for 
detection. The chord separation of YAG HI is 
30~40mm. In order to compensate the 32 ch CO2 
HI, vibrations were interpolated between YAG HI 
channels. 
The frequency of the CO2 laser slab beams are 

shifted by 40MHz using an acoustic optical 
modulator (AOM) and the frequency of the CO2 
laser circular beam was shifted 41.01MHz by 
another AOM. The CO2 slab beams and circular 
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beam were mixed on the detection plane and a 
10kHz beating signal was obtained for heterodyne 
detection. Previously, the beating frequency was 
1MHz, but, from 10th experimental campaign 
(2006~2007), the beating frequency was reduced 
down to 10kHz. This is in order to reduce the cross 
talk contamination among channels of detector 
array. This cross talk is due to the voltage drop at 
the common wiring of the elements. We found that 
the cross talk is proportional to the signal 
frequency. Cross talk deforms the measured phase 
profile especially at edge channels, where the 
beating signal amplitude is reduced and relative 
cross talk of the detector is larger. By reducing the 
beating frequency from 1 MHz down to 10kHz, 
crosstalk contamination was reduced by a factor 3 
~10. The 10kHz beating signal was sampled at 
12.5kHz. This gives an aliased signal at 2.5kHz. 
The phase shifts are calculated by the digital 
demodulation technique [5].  

The 2.5 kHz band width is enough to follow 
change of the density due to pellet injection, 
however, sometimes it is not enough to follow 
rapid change due to radiation collapse and internal 
collapse by the MHD event. Recent detector 
developments succeeded to eliminate cross talk 
contamination connecting each detector elements 
directly to bias circuit without common wire. Also 
if we replace the presently used current mode 
amplifier with a voltage mode amplifier, cross talk 
will be reduced, because the current at the 
common line becomes smaller and results in a 
smaller voltage drop on the common line. Also, 
digital correction of cross talk is possible in 

principle. We plan 
to reduce cross talk 
by the above 
mentioned 
technique and to 
operate at around 
500kHz to have 
enough bandwidth 
to follow the rapid 
change of density 
and measure 
fluctuation 
behavior. 
 The frequency of 
YAG slab beam 
was shifted by 
40MHz and the 
frequency of YAG 
circular beam was 
shifted by 40.99MHz using two AOMs. The 
heterodyne beating signal of the YAG laser 
interferometer was 990kHz and sampled at 
12.5kHz whose down sampled aliased beating 
frequency was 2.5kHz. The phase shifts were 
obtained using digital demodulation techniques as 
well as CO2 HI. In the previous report [2], unstable 
YAG HI signals were reported. We concluded this 
is due to the weak laser power and distorted wave 
front, which caused low mixing efficiency. This 
causes residual uncompensated vibration 
components, which is around 1% of one CO2 
fringe, which corresponds to around 1x1018m-3 of 
line averaged density. In addition, it was found that 
instability of laser oscillation caused an unstable 
YAG signal. The phase signal of YAG HI 
sometimes drifted and causes vibration 
compensation to fail. This drifting is likely due to 
the temporal change of frequency and spatial 
coherence of YAG laser. In order to eliminate 
phase drifting, the probe and local path length was 
adjusted to be equal. The position of optics of local 
beam was adjusted in order to make interference 
phase output constant sweeping the frequency of 
the CO2 laser. We improved the stability of the 
YAG HI.   
This system measures phase difference between 

the channels in the slab beam, however, the edge 
beam covers the plasma boundary as shown in 
Fig.2, so that the absolute phase shift due to 
plasma density can be measured from the phase 
difference between the each channel and the 
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channel at the outside of plasma. 
From the later of 10th LHD experimental 

campaign (2006~2007), additional imaging optics 
was installed at R=3.36~3.6m, then totally 81 
channels of CO2 HI with 15 channels of YAG HI 
started to work. 

Figure 3 is temporal evolution of line density 
measured by the CO2 HI with vibration 
compensation. Abel inversion to obtain radial 
density profile was done by using linear least 
square fitting with regularization of the density 
gradient. These techniques are well established 
for tomography reconstruction [5]. The magnetic 
flux was selected from equilibrium data set to 
make electron temperature profile of inner and 
outer magnetic axis identical.    
Figure 4 (a) and (b) show an example of the 

result of flux surface selection showing that both 
inner and outer Te(ρ ) closely match each other.   
Figures 4 (c) and (d) show comparisons of the 

reconstructed density profile and the electron 
density profile measure by Thomson scattering. 

Presently, the Thomson signal was not 
calibrated yet absolutely and relatively from 
Raman or Rayleigh scattering measurements for 
calibration. So, the absolute value was determined 
to match the line integrated value of Thomson 
signal intensity to the line density measured by 
microwave interferometer, which passed along the 
same viewing line as the axis of the Thomson 
scattering system, through at a different toroidal 
cross section. This calibration factor was obtained 
shot by shot. Since microwave interferometer 
suffers from phase jump after pellets are injected, 
this calibration factor was obtained at low density
（ ～ 1x1019m-3 ） . Therefore, the YAG laser 
intensity for Thomson scattering was attenuated to 
keep linearity of the detector at high density and to 
use the calibration factor obtained at low density. 

Presently, comparison between density profile 
from Thomson scattering and from CO2 HI gives 

rough idea to check validity of two diagnostics. 
For more precise checking, Thomson calibration 
experiments are necessary. 
Figures 4 (e) and (f) show a comparison of the 

measured line density profile and the line 
integration of the reconstructed profile. Both agree 
reasonably in Fig.4 (e), but a discrepancy can be 
seen at around R = 3.9m in Fig.4(f). The 
uncompensated vibration components cannot 
account for this discrepancy. One of the possible 
reasons is due to the inappropriate flux surface 
coordinate. The pressure profile, which was used 
to calculate the equilibrium, is slightly broad one. 
and is expressed by P(ρ)=P0(1-ρ2)(1-ρ8), where P0 

is central pressure. This pressure profile 
reasonably agrees with the measure pressure 
profile at t=1.2sec, but is much broader than the 
measured one at t=1.7sec and causes error of 
magnetic surfaces.  

At t=1.2sec, the flux surface used for 
reconstruction is appropriate. So, the discrepancy 
between CO2 HI and Thomson scattering might be 
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Fig. 3 Example of line density measurements. Mechanical 
vibration was compensated by YAG laser interferometer 
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due to detector saturation effects on the calibration 
factor of Thomson scattering. At t=1.7sec, the 
discrepancy is also due to inappropriate flux 
surface for reconstruction. The asymmetric 
inversion procedure, which takes into account of 
poloidal asymmetry, will help for better 
reconstruction. 
 
2. CO2 laser phase contrast imaging 

interferometer  
The CO2 PCI was installed to measure 

turbulent electron density fluctuation in order to 
investigate the turbulence driven anomalous 
transport in LHD.  The phase contrast imaging 
interferometer measures small phase variation of 
injected laser beam, which is induced by the 
turbulence in plasma. This becomes possible 
giving π/2 phase difference between scattered 
and non scattered  electromagnetic wave of 
injected laser by using phase difference plate. 
The small phase variation can be converted into 
small intensity variation. The intensity variation 
can be measured by the sensitive detector [7]. 

With use of CO2 laser, the length of scattering 
volume is larger than plasma size because of 
small scattering angle, therefore, technique to get 
local information is required. We applied 
magnetic shear technique [8,9] to get local 
measurements. The particularity of our approach 
is the use of two dimensional (2-D) detector.  

Figure 5 illustrates the principle of the 
measurements. Figure 5 (a) shows a top view of 
the magnetic field line on the equatorial plane. 
The strong magnetic shear exists in LHD to 

stabilize interchange instability in the magnetic 
hill region. The upper and lower field direction is 
almost orthogonal. Micro turbulence has a long 
wavelength along magnetic field, of the order of 
qR, and short wavelength perpendicular to 
magnetic field, which is of the order of the ion or 
electron Larmor radius. Thus, the top picture of 
the fluctuation looks like filament structure and 
integrated picture looks like grid structure as 
shown in Fig.5 (b). The idea of this technique is 
to measure integrated fluctuation picture by 
phase contrast technique, and resolve fluctuation 
components into each propagation direction. 
From the propagation direction, the fluctuation 
location can be determined by the magnetic field 
direction, which is perpendicular to propagation 
direction and can be determined from field 
calculation. 

The eight by six, totally 48 channels  two 
dimensional detector array was used for 2D PCI. 
Figure 6(a) shows examples of 2D-PCI 
signals ,which are three successive frames 
recorded by the array with a 1MHz sampling rate 
in a plasma with ne=1.7x1019m-3, Te=2keV, 
Bt=1.49T. This system measures fluctuation 
image 6.1mm (along major radial direction, 
8channel sampling) with  by 17.5mm (along 
toroidal direction, 6channel sampling) 

To visualize motion of plasma density 
fluctuations the raw image is digitally split into 
two parts with negative (b) and positive (c) tilting 
angle associated with lower and upper halves of 
the plasma cross-section. Extended along the 
magnetic field moving objects are clearly seen in 
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Fig. 6 (b) and (c). Fluctuations are localized near 
ρ = 0.9 and the width of the peak is larger than 
the instrumental width determined by calibration 
with ultra sound waves in air.  

In 7th LHD experimental (2003~2004) 
campaign, the two dimensional PCI was tried 
first time [10,11] and turbulence character and 
relation with particle transport were investigated 
[12,13]. 

In 9th LHD experimental campaign 

(2005-2006), upgraded version of 2D PCI was 
installed to expand the fluctuation wavenumber 
(k) range and improved spatial resolution [14,15]. 
The old system used the 42 mm (along major 
radial direction) by 32 mm (along toroidal 
direction) 1/e2 intensity full width beam passing 
through CO2 HI port. The new system used the 
80 mm (along major radial direction) by 64 mm 
(along toroidal direction) 1/e2 intensity full width 
beam and the beam passes through different port. 
The simultaneous operation of full specification 
of CO2 HI and 2D-PCI became possible from 10th 
experimental campaign.  The use of the wider 
beam improve minimum detectable k.  

The spatial sampling is necessary to change 
dynamic range of k and spatial resolution. Since 
the layout of the 48 channel detector elements 
was not changeable, effective spatial sampling 
was changed by the change of the imaging 
magnification. With use of cylindrical lens, 
asymmetric zooming to change ratio of spatial 
sampling of two orthogonal direction was also 
possible.  

Figure 7 detection systems of new 2-DPCI 
system. The injected beam was focused on the 
phase plate, which is the Fourier plane (wave 
number plane) of fluctuation object. Figure 8 (a) 
shows sampling of the wavenumber plane. The 
dot points indicate wavenumber sampling points, 
which correspond to the detector array elements. 
The demagnification of the image was 7.8. The 
yellow region is phase groove, which gives π/2 
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phase difference. The signal inside the yellow 
region can not be detected. The beam spot was 
also shown. This represents the resolution of 
wavenumber spectrum. The dotted line indicated 
angle which is perpendicular to the magnetic 
field at the last closed flux surface. The most of 
the signal exists within two dotted lines. Figure 9 
(a), (b) shows spatial profile of wavenumber 
spectrum in old and new over view system. Both 
systems used symmetric zoom. The plasma 
parameters of Fig. 9 (a) and (b) are almost 
identical. The crossing points of doted lines 
indicate sampling point at each location. The 
colour area shows accessible region. The 

measured wavenumber is defined as 
22

yx kkk +=  . Since the system measures 

poloidally dominated wavenumber, propagation 
direction in laboratory frame is indicated by 
electron and ion diamagnetic direction. 

As shown in Fig.9(a) old system can show 
counter propagating components, of which k is 
around 0.8 mm-1 at around ρ =1, which indicates 
strong velocity shear, but profile of low k (~0.2 
mm-1) in the inner region (ρ <1) components are 
not very clear. In Fig. 9 (b), spatial profile of low 
k components becomes clear and it propagates 
electron diamagnetic direction in plasma frame. 
The new system shows better resolution for low k 
and measured more inner region of plasma.  

With asymmetric zooming, the improvements 
of spatial resolution for high k components 
became possible. Figure 8(b) shows sampling in 
wavenumber plane of asymmetric zoom mode. 
The demagnification was 2 in the x direction and 
7.8 (same as overview mode) in y direction. As 
shown in Fig. 8 (b), sampling points can be 
located in the limited area. This makes possible 
to sample with good spatial and wave number 
resolution. The maximum detectable propagation 
angle is tan-1(knqy/ δkx), where knqy is Nyquist k of 
y direction (0.29mm-1) and  δkx is wavenumber 
resolution in x direction determined by sampling 
(0.07mm-1). So, zoom mode measures +- 19 
degree relative to x axis of k plane. Adjusting x 
axis to the local magnetic field direction, zoom 
mode can sample local fluctuation propagating  
+- 19 degree to normal line to local magnetic 
field. This angular region corresponds to around 
10 % of minor radius. As show in Fig. 7, the 
dove image rotator [16] was used to adjust local 
field line. Also translate roof mirror was used to 
focus the target of the fluctuation. In order to 
eliminate the fluctuation, which exists outside of 
the target area in space, spatial filter was also 
used as show in Fig.8 (b). 

Figure 9 (c) shows spatial profile of k 
spectrum measured by zoom mode. The 
fluctuation, of which wavenumber is 1~2mm-1  
exists at ρ = 1.0~1.2 and propagates ion 
diamagnetic direction.  
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A polarimeter based on the Cotton-Mouton effect is one of promising methods for electron density 
measurements because it is free from fringe jump errors. We have installed a Cotton-Mouton 
polarimeter with a HCN laser (wavelength of 337 µm), which is combined with an interferometer, 
on the Compact Helical System (CHS). The Cotton-Mouton effect is measured as the phase 
difference between probe and reference beams. Since the phase difference is less than only 10 
degree, reduction of phase noises is an important issue. Digital complex demodulation technique is 
adopted for small phase detection. Cross and back talk components have to be suppressed because 
they causes spurious phase modulations. The line averaged density evaluated from the polarimeter 
along a plasma center chord is almost consistent with that from the interferometer. 

 
1. Introduction 

A polarimeter for electron density 
measurements in magnetically confined plasmas 
is expected to be robust even in a high-density 
range. The reasons are as follows. It is free from 
fringe jump errors due to smaller phase change 
than 2π and is immune to mechanical vibrations, 
which degrade the reliability and resolution of an 
interferometer. On the other hand, lots of efforts 
have been paid to increase the signal to noise 
ratio of the polarimeter because of the small 
phase change. 

There are two types of polarimeters. One is 
based on the Faraday effect, which is the change 
in the polarization angle due to the difference in 
the reflectivities of the right- and left-hand 
circularly polarized beams. The rotation angle α 
is given as follows.  

∫= dlBn
cm

e
e

e
//32

0

23

8πε
λα  

where λ is the wavelength of a probing beam, me 
is the mass of electron, ne is the electron density 
and B// is the magnetic field parallel to the 
direction of the probing beam. 

The other type of the polarimeter is based on 
the Cotton-Mouton (CM) effect, which is the 
change of the ellipticity due to the difference in 
the reflectivities of O- and X- mode. The 
resulting phase difference φ CM between O- and 
X-mode components is described as follows. 
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e
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where B⊥ is the magnetic field perpendicular to 
the direction of the probing beam. 

Each magneto-optic effect depends on the 
particular magnetic field components parallel and 
perpendicular to the beam propagation in a 
plasma. Therefore, one of them is chosen 
according to geometry of the measurement: a 
beam path, a configuration of the magnetic field. 
In the case of the electron density measurement 
along a plasma center chord in a poloidal cross 
section, only the Cotton-Mouton polarimeter is 
available because the Faraday effect is too small 
due to the absence of a magnetic field component 
parallel to the beam path. On the other hand, 
polarimeters based on the Faraday effect are 
usually applied for tangential measurement1-3. 

While polarimeters based on the Faraday 
rotation, including these for current profile 
measurement, have been developed in various 
devices, developments of Cotton-Mouton 
polarimeters are fewer4,5. This paper describes a 
CM polarimeter using an HCN laser (wavelength 
of 337 µm) on the Compact Helical System 
(CHS)6. Sec. 2 shows the experimental setup and 
numerical calculations of the magneto-optic 
effects in CHS. The estimations of the 
measurement errors and the measurement results 
are shown in Sec. 3.  
 
2. Experimental Setup 
2.1. Device parameter and the magneto-optic 
effects in CHS 
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Main features of CHS are briefly introduced 
here. CHS is a low aspect ration helical device 
and the maximum magnetic field strength at the 
magnetic axis is 2 T. The major radius R of the 
plasma is about 1.0 m. A shape of poloidal cross 
section is different at each toroidal position with 
a toroidal period of 8 and an averaged minor 
radius is about 0.2 m 6. Probe and reference 
beams are injected from an upper port and are 
detected under CHS as shown in Fig.1 (a). The 
CM polarimeter measures the line averaged 
electron density along the plasma center chord (in 
the case of the standard configuration, Rax=0.92 
m) in the vertically elongated cross section. 

In general, when α and φ CM are not small 
enough, the coupling term between the Faraday 
and the Cotton-Mouton effect, which leads to 
phase error, is not neglected. In the above 
configuration with the electron density profile of 
1×1020(1-ρ8) m-3 (ρ: normalized magnetic radius) 
and a magnetic field strength at the magnetic axis 
of 1.95 T, the calculated α and φ CM are 1.8 
degree and 8.2 degree, respectively, and the 
resulting coupling term can be negligible, 0.09 
degree7. 
 
2.2. Optical Setup  

Figure 1(b) shows the schematic illustration 
of the optical arrangement on CHS. The CM 
effect is measured as the phase difference 
between probe and reference beams. The phase 
measurement has an advantage that it is free from 
changes in beam intensity due to the output 
fluctuations of a laser and beam refraction. This 
is the combined system of the CM polarimeter 
and the interferometer. The basic idea of the 
combination is almost the same as that of the 
polarimeter proposed on W7-X8. The light source 

is the discharge-excited HCN laser9, whose 
operational output is about 100 mW (maximum 
of about 500 mW). Though a slightly longer 
wavelength is preferable for a good 
signal-to-noise ratio in the polarimeter, an HCN 
laser is selected to make the coupling term small 
and to suppress the beam refraction, which leads 
to fringe jump errors in the interferometer. 
Instead, complex demodulation combined with 
digital filtering2,10 is adopted to improve the 
phase resolution. 

The HCN laser beam is split into two beams 
with a Mylar beam splitter, and the frequency of 
one is shifted with a super rotation grating11. The 
frequency shift ωb is 1 MHz thank to the high 
rotation speed (500 rps) of the rotating grating 
fabricated on the top of the magnetically floating 
rotor in the turbo molecular pump. After rotating 
the plane of polarization by π/2, two laser beams 
are combined with a wire grid (diameter and 
spacing of wires are 5 and 12.5 µm, respectively. 
Graseby Specac Ltd.). In this way an elliptically 
modulated beam is generated. The laser beam is 
transmitted with waveguides (inner diameter of 
47 mm) made of acrylic resin to CHS. The total 
transmission efficiency is about 80% (path length 
is about 15 m). The beam is split into probe and 
reference beams with a crystal quartz beam 
splitter, and they are injected into the vacuum 
vessel through a crystal quartz window. They are 
detected with Shottky barrier diodes (SBD, 
Farran Technology). Since only the polarization 
component parallel to a receiving antenna in the 
SBD is detected, SBDs are tilted by π/4, and they 
obviate polarizers. After passing through an 
analog band-pass filter and an amplifier, 1-MHz 
beat signals of the polarimeter’s probe and 
reference are digitized at a frequency of 5 MHz. 
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Fig. 1 : (a) CHS and Optical flame of CM polarimeter. (b) The schematic of the optical setup of the CM polarimeter combined 
with an interferometer with the same chord. 
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Then, complex demodulation is applied to 
sampled data and the phase difference is 
extracted. For the interferometric measurement, 
the probe beam is split after passing through the 
plasma, and one polarization component 
(O-mode) is selected with a polarizer. The 
transverse polarization component is selected 
from the reference beam and then they are 
combined. The 1-MHz beat signal is obtained in 
the same way. The phase shift of the signal φint 
corresponds to the phase shift of the O-mode 
component in the plasma. The phase shift is 
detected with a phase counter made at the 
National Institute for Fusion Science (NIFS)12. 
 
3. Experimental Results 
3.1. Resolutions 
The response time of CM polarimeter is 
determined by a bandwidth of the digital 
band-pass filter. For example, the standard 
deviations are about 0.50 deg. and 0.17 deg. 
(correspond to line averaged electron densities of 
6.1×1018 m-3 and 2.1×1018 m-3) with response 
times of 0.32 ms and 3.2 ms, respectively. Figure 
2(a) shows the spectrum of the phase signals with 
different bandwidths of the band-pass filter. 
There are noises with a period of 500 Hz. The 
noises are attributed to the frequency noises of 
the 1-MHz beat signal shown in Fig. 2(b). Side 
band frequencies with a period equal to the 
rotation period 500 Hz of the grating of the SRG. 

In the complex demodulation technique, product 
of beat signals of Iprobe and the complex 
conjugation of Iref is calculated and then 1-MHz 
component in phase is removed11. When there are 
side-band frequencies, the noises with the 
frequency differences between the main and 
noise frequencies remain in the phase signal like 
Fig. 2(a). These side-band noise frequencies are 
expected to be caused by the misalignment 
between the rotor axis and the grating12. To 
improve the resolution, it is necessary to replace 
the grating or to adopt a twin laser system. 
 
3.2. Source of errors 

Figure 3(a) shows an example of 
measurement results of the CM polarimeter. 
While the line averaged electron density ramped 
up monotonically, the phase shift due to the CM 
effect was modulated. Hence, the modulations 
were apparently spurious and the phase was 
found to be correlated with that of the 
interferometer as shown in Fig. 3(b). As pointed 
out in refs. 5 and 13, multi-reflection between the 
detector and optical components (called 
‘back-talk’) causes spurious oscillations in the 
phase difference of the polarimeter. In addition, 
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Fig. 2: (a) Spectrum of the 1 MHz beat signal. (b) Spectrum 
of the phase signal with different band widths of digital 
band-pass filter. 
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Fig. 3 : (a) Example of measurement results of the CM 
polarimeter before suppression of back and cross talk 
components. (b) Modulation components as a function of the 
phase shift of the interferometer. 
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electrical cross-talk between beat signals of the 
polarimeter and the interferometer also causes 
oscillations. When the beat signal of the 
polarimeter is contaminated with small friction of 
that of the interferometer )sin( int.b φω +tA , the 

measured phase shift Mod
CMφ  is approximately 

given as follows. 

)1,1(sin
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The extracted phase signal contains the 
sinusoidal components with the phase difference 
due to a plasma. This is the reason that φ CM was 
modulated with a phase of the interferometer.  

The back-talk was reduced by inserting an 
attenuator in front of the SBD because the 
multi-reflection passed through it several times 
and became small. The electrical cross-talk was 
improved by changing the electrical circuit in the 
band-pass filter.  
 
3.3. Plasma measuement 

Figure 4 shows measurement results of the 
polarimeter and the interferometer after 
suppression of the cross and back talk 
components. The combined interferometer works 
successfully, and agrees with that measured with 
the existing 2-mm wave interferometer (not 
shown). The line averaged density CM

en evaluated 

from the polarimeter is almost consistent with 
that of the interferometer. The response time of 
the polarimeter in Fig.4 is 0.32 ms. However, 
there are still slight differences between them. 
Possible reasons include changes in the magnetic 
field due to a finite β effect, changes in the 
electron density profile (1-ρ8 is supposed to 
convert CMφ  to CM

en ), and residual cross- and 
back-talk components. In particular, CM

en remains 
at zero in the low but finite density range at the 
beginning of the discharge. Since CM

en in the 
low-density range sometimes seems to go 
negative, the first and the second speculations 
cannot explain the discrepancy in the low-density 
range. Though the third might seem the most 
possible at present, the frequencies of the residual 
oscillation are different (about one-quarter) from 
these removed. Therefore, the explanation based 
on cross- and back-talk remains in question. 
 
4. Summary 

We developed a Cotton-Mouton polarimeter 
with an HCN laser for the electron density 
measurement on CHS. This system is combined 
with an interferometer. The present standard 
deviation of the electron density derived from the 
polarimeter is 6.1×1018 m-3 with a response time 
of 0.32 ms; the noises are mainly caused by beat 
frequency noises. The back and cross talk 
components cause significant spurious phase 
modulations. Measurement results of the 
polarimeter after suppressing the back and cross 
talk components show good agreement with 
those of the interferometer. 
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The tandem mirror GAMMA 10 utilizes an electron cyclotron resonance heating (ECRH) for forming a 
confinement potential.  In order to study the plasma confinement improvement by the confinement 
potential formation, we have constructed a multi-channel microwave interferometer.  This system can 
measure electron density and density fluctuation radial profiles in a single plasma shot.  It is one of the 
powerful tools for understanding of Er shear effects.  We show the clear results for density fluctuation 
suppression by the effect of the electric field formation and potential formation with applying the plug 
ECRH. 
 

1. Introduction 
The tandem mirror GAMMA 10 (Fig. 1) 

utilizes an electron cyclotron resonance heating 
(ECRH) for forming a confinement potential.  
The advance in the potential formation leads to a 
finding of remarkable effects of radially sheared 
electric fields dEr/dr on turbulence suppression 
and transverse-loss reduction.  The radial 
transport barrier is explained by the formation of 
a strong Er shear or peaked vorticity W with the 
direction reversal of Er  B sheared flow near 
the potential C peak for the turbulence 
suppression [1-8].  In order to study the plasma 
confinement improvement by the confinement 
potential formation, we have constructed a new 
multi-channel microwave interferometer [9].  
This system can measure electron density and 
density fluctuation radial profiles in a single 

plasma shot.  It is one of the powerful tools for 
understanding of Er shear effects. 

In this paper, we show the multi-channel 
microwave interferometer and clear results for 
density fluctuation suppression by the effect of 
the electric field formation and potential 
formation with applying the plug ECRH. 
 
2. Experimental Apparatus 

GAMMA 10 is an effectively 
axisymmetrized minimum-B anchored tandem 
mirror with a thermal barrier at both end-mirrors 
[1-4,6,9-15].  The device consists of an 
axisymmetric central mirror cell, anchor cells 
with minimum-B configuration, and plug/barrier 
cells with axisymmetric mirrors.  In the tandem 
mirror GAMMA 10, the plasma confinement is 
achieved by not only a magnetic mirror 
configuration but also high potentials at the both 
end regions.  The main plasma confined in 
GAMMA 10 is produced and heated by ion 
cyclotron range of frequency (ICRF) power 
deposition.  The potentials are produced by 
means of ECRH at the plug/barrier region.  
Neutral beam injection (NBI) is also utilized at 
the plug/barrier cell to produce the sloshing ion.  
The typical electron density, electron and ion 
temperatures are about 2  1012 cm-3, 0.08 keV 
and 5 keV, respectively.  Vertical axis x, z and 
horizontal axis y are shown in Fig. 1.  The mid 
plane of GAMMA 10 device is set to z = 0.  
The central axis is x and y = 0. 

 
 
Fig. 1:  Schematic view of GAMMA 10 tandem 
mirror. 
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A new multi-channel microwave 
interferometer (Fig. 2) for measuring the plasma 
density profile and density fluctuation profile in 
a single plasma shot [9].  It is designed using 
Gaussian-beam propagation theory and ray 
tracing code.  The system is configured as a 
heterodyne interferometer consisting of a 70 
GHz (1 W) Impatt oscillator and a 150 MHz 
oscillator.  The probe microwave beam is 
injected into the plasma without a lens system 
from the upper port of GAMMA 10.  The 
probe beam extends and is received by 6 horns 
settled at the measuring position of y = -1.7 cm 
(ch. 1), -3.7 cm (ch. 2), -6.3 cm (ch. 3), -9.3 cm 
(ch. 4), -11.4 cm (ch. 5), and -14.4 cm (ch. 6) at 
the bottom outside the port of GAMMA 10.  
The spatial resolution of the system is 
approximately 3 cm.  The line-integrated 
electron density of each position is calculated 
numerically.  We combined the data of the 
movable interferometer of the measured position 
of y = 6 cm and those of the multi-channel 
interferometer in order to obtain radial line 
density profiles.  The Abel inversion technique 
is used for obtaining the electron density radial 
profile. 

Gold neutral (Au0) beam probe (GNBP) [13] 
is used for the potential measurement and the Er 
shear study. It consists of a gold negative ion 
source of a spattering type, a beam transport region 
of the gold negative ion, a neutralizing gas box, a 
beam transport region of the primary gold neutral 

beam, a micro channel plate (MCP) ion detector and 
sweeping circuits of beam injection angle. 
 
3. Density profile measurements 

The plasma is produced at 50.5 ms and 
sustained by ICRF.  Barrier-ECRH is applied 
between 155 and 175 ms to create thermal 
barrier potential and plug-ECRH is applied 
between 160 and 170 ms to create confining 
potentials.  NBI is injected between 159 and 
163 ms.  The electron density in the central cell 
is measured by the movable interferometer and 
the newly installed multi-channel microwave 
interferometer in a single plasma shot.  Figure 
3 shows the line density and diamagnetism 
between 152 and 163 ms.  The diamagnetism 
raises with the applying plug-ECRH and 

electron density slightly increase with applying 
the barrier-ECRH.  The fluctuation on the line 
density decreases with application of 
plug-ECRH.  Figures 4(a) and 4(b) show the 
electron density radial profiles before applying 
plug-ECRH at 152-152.5 ms, and that during 
applying plug-ECRH at 162-162.5 ms, 
respectively.  Electron density is about 2.3  
1012 cm-3.  The radial density fluctuation is 
small in Fig. 4(b), while clear radial density 
fluctuation is observed in Fig. 4(a).  Then it is 
shown that a clear density fluctuation 
suppression by the formation of the confinement 
potential with applying the plug-ECRH. 

 
 
Fig. 2: Schematic diagram of the multi-channel 
microwave interferometer.  

 
 
Fig. 3: The line density and diamagnetism between 
152 and 163 ms. 

258



Figures 5(a), 5(b), and 5(c) show the FFT 
spectra of noise level (dotted lines), before (hair 
lines), 152 - 153 ms, and during (bold lines), 162 
- 163 ms, applying plug-ECRH for ch. 1, ch. 4, 
and ch. 6, respectively.  In the spectrum on 
each channel before applying plug-ECRH, some 
strong peaks are observed.  The coherent mode 
near the frequency of 13 kHz corresponds to the 
diamagnetic drift.  During the application of 
plug-ECRH, the spectrum of each channel 
shows the lower fluctuation in all observing 
channels except for ch. 4 and ch. 5.  Measured 
position of ch. 4 and ch. 5 corresponds to the 
lower value of the dEr/dr shier position.   

This is the first clear results of the density 
fluctuation suppression by the confinement 
potential formation that is also the dEr/dr shier 
formation.  However it is middle dEr/dr shier 
produced plasma.  Then we plan to study more 
detail of the density fluctuation suppression 
mechanisms in the higher electric dEr/dr shier 
plasma. 

4. Summary 
We have constructed a new multi-channel 

microwave interferometer, in order to study the 
effect of the confinement potential and electric 
field shier formation.  Then the fluctuation 
suppression by the formation of confinement 

potential is clearly observed by using the 
multi-channel microwave interferometer for the 
first time.  We have a powerful tool for 
studying the improvement of the plasma 
potential confinement experiments. 
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Fig. 5: (a), (b), and (c) show the FFT spectra of 
noise level (dotted lines), before (hair lines) and 
during (bold lines) applying plug-ECRH for ch. 1, 
ch. 4, and ch. 6, respectively.  
 

 
 
Fig. 4: (a) and (b) show the electron density radial 
profiles before applying plug-ECRH at 152-152.5 
ms, and that during plug-ECRH at 162-162.5 ms, 
respectively.   
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In recent years the cavity ring down absorption technique has emerged as a versatile and sensitive 
optical diagnostic technique, that has been applied e.g. for trace gas detection and for combustion 
and plasma studies. The advantage over normal absorption spectroscopy results from (i) the 
intrinsic insensitivity of the CRD technique to light source intensity fluctuations, and (ii) the 
extremely long effective path-lengths (many kilometres) that can be realized in stable optical 
cavities. In this contribution an historical overview of the CRD technique is given and various 
CRD detection schemes are described. 

 
1. An historical overview  
Cavity Ring Down (CRD) spectroscopy is a 
direct absorption technique that combines a good 
detection sensitivity with a rather simple and 
straightforward experimental setup. Application 
of direct absorption techniques is advantageous 
in a variety of research fields, since quantitative 
concentration data as well as absolute frequency 
dependent absorption cross-sections can be 
extracted from the measurements. For these 
reasons, sensitive absorption spectroscopic 
techniques are still gaining in interest. Among the 
variety of techniques that have been developed, 
the Cavity Ring Down (CRD) absorption 
technique has proven to be a valuable addition to 
other detection techniques like Laser Induced 
Fluorescence (LIF), Infrared Laser Absorption 
Spectroscopy (IRLAS) or Resonance Enhanced 
Multi Photon Ionisation (REMPI). The CRD 
technique is based on the measurement of a rate 
of absorption rather than the magnitude of 
absorption of a light pulse confined in a closed 
optical cavity with a high Q factor [1 ]. The 
advantage over normal absorption spectroscopy 
results from (i) the intrinsic insensitivity of the 
CRD technique to light source intensity 
fluctuations, and (ii) the extremely long effective 
path-lengths (many kilometers) that can be 
realized in stable optical cavities.  

Use of CRD spectroscopy for sensitive 
absorption measurements with pulsed lasers was 
first demonstrated by O'Keefe and Deacon in 
1988[2]. Since then, trace gas detection by means 
of CRD absorption spectroscopy has been 

demonstrated via the measurement of OH and 
CH3 in flames and discharges[3, 4] and via the 
detection of trace amounts of atomic mercury 
vapor and ammonia in ambient air[5], to just 
name a few. Successful application of CRD for 
the measurement of absolute oscillator strengths 
of weak (forbidden) transitions of stable 
molecules has, for instance, been demonstrated 
on overtone transitions of HCN in the visible 
region of the spectrum[6] and on the Herzberg 
bands of molecular oxygen in the near UV [7, 8]. 
The CRD technique has also been used to 
determine pre-dissociation lifetimes of the 
A2Σ+(v'=1) state of the SH radical[9]. The CRD 
detection technique is also shown to be a viable 
diagnostic for density measurements of Si, SiH 
and SiH3 in a remote Ar-H2-SiH4 plasma [10, 11, 
12] and C, CH, C2 and C2H2 in Ar-H2-CH4 and 
Ar-H2-C2H2 plasma [ 13 , 14 , 15 ]. In other 
experiments, explicit use has been made of the 
pulsed nature of the CRD detection method, due 
to which the absorbing species only need to be 
present in the ring down cavity for a short period 
of time. CRD is therefore well suited for 
absorption measurements in repetitive sources 
like pulsed molecular beams [16, 17, 18], laser 
vaporization sources [19] and pulsed discharges 
[20, 21]. A nice example in which the pulsed 
nature of the technique has been explicitly used is 
the study of growth processes during the plasma 
deposition of thin layers. Often the surface 
reaction probability β of the species has been 
obtained indirectly or under process conditions 
different from the actual plasma deposition 
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process. With time-resolved cavity ring down 
(τ-CRD) β is obtained during plasma deposition: 
the CRD method is used to map an increased 
radical density due to a pulsed rf bias to the 
substrate in addition to a continuously operated 
remote SiH4 plasma. This yields simultaneously 
information on the surface reaction probability β 
and the density of the radicals under specific 
plasma conditions. , here particularly for the case 
of high rate deposition of hydrogenated 
amorphous silicon (a-Si:H) [22, 23]. 
To date, several absorption detection schemes 
based on the CRD principle have been reported 
and reviewed [24, 25, 26]. The time-resolved 
CRD detection scheme has been mentioned 
before, for the study of plasma-surface 
interactions. Furthermore, CRD absorption can 
also be performed on transparent solid samples. 
An obvious way to proceed is to place a 
transparent solid sample, containing for instance 
a thin film of the material to be studied, at 
Brewster's angle in the ring down cavity, thereby 
minimizing reflection losses. An approach that is 
experimentally found to be superior is to place 
the transparent solid sample in the cavity in such 
a way that all separate cavities are optically 
stable. Although there will be a significant 
reflection at each interface, these are not 
experienced as overall cavity losses; with a 3 mm 
thick optically flat ZnSe window placed in the 
ringdown cavity, we found the losses per passage 
through the sample to be below 340 ppm around 
8.5 μm, even though the reflection per surface is 
on the order of 20 %. With a 20 to 30 nm thick 
C60 film deposited on this ZnSe window, the 
absorption line (one of the four F1u IR 
fundamental absorptions) centred at 8.46 μm was 
recorded with a free electron laser using the CRD 
detection scheme [ 27 ]. Also, defect-related 
absorption measurements have been reported in 
amorphous silicon thin films. Defects located in 
the bulk and defects located in the 
surface/interface region of a-Si:H were 
distinguished through their different spectral 
dependences [ 28 , 29 ]. An even more recent 
application combines evanescent wave 
spectroscopy with CRD spectroscopy. Here, in 
the optical cavity a transparent optical element is 
inserted in which the light pulse experiences one 
or more total internal reflections (TIR). In 
undergoing these TIRs, the evanescent wave 
probes the volume in front of the optical element 

over a depth typically in the order of the 
wavelength of the light. The CRD spectrum 
shows the losses of the light pulse due to the 
losses of the evanescent wave plus the overall 
(broadband) losses in the CRD cavity [30, 31].  
There is no intrinsic limitation to the spectral 
region in which CRD can be applied, provided 
mirrors with a sufficiently high reflectivity, 
detectors with a sufficiently fast time-response, 
and tunable (pulsed) light sources are available. 
The detection of oxygen via the 
Schumann-Runge band around 197 nm [32] and 
the detection of CO on the spin-forbidden 
Cameron band [6] shows the applicability of 
CRD spectroscopy down to and even below 200 
nm. Using a state-of-the-art narrow band tunable 
infrared laser system, Rakestraw and co-workers 
reported the first CRD experiment in the IR 
spectral region out to 3500 nm [33]. Using a 
free-electron laser, CRD absorption experiments 
were performed at even longer wavelengths, and 
the detection of ethylene in the 10-11 μm region 
was demonstrated [34]. 

Quantitative information is most readily extracted 
from the CRD measurements when the line width 
of the light source can be neglected relative to the 
width of the absorption line. If this is no longer 
valid, one can still extract the correct absorption 
coefficient from the measured transients, 
provided the spectral intensity distribution of the 
light source is known [5, 35 , 36 ]. As a 
consequence, one does not necessarily need a 
narrow band laser to perform a CRD experiment. 
One might just as well use a polychromatic light 
source and extract the spectral information after 
spectrally dispersing the light exiting the cavity. 
For this the temporal shape of the ring down 
transient for a specific frequency-(interval) has to 
be recorded and analyzed. A monochromator 
with suitable detector or a time-resolved optical 
multi-channel analyzer could for instance be used. 
Another possibility, i.e. to couple the 
polychromatic light pulse exiting the cavity into a 
Michelson interferometer, has been shown to 
work as well [37].  

In view of the limited duty cycle, the pulsed 
nature of the CRD detection method is actually a 
drawback when absorption measurements are 
performed on static samples; in a typical CRD 
experiment with a 10-50 Hz repetition rate laser 
and cavities with ring-down times of 1-50 μs, one 
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effectively measures only during a small fraction 
of the time. For this reason, as well as for the 
reason of compactness, the use of continuous 
(diode) lasers has been experimented with in a 
variety of experimental schemes [24, 38, 39, 40]. 
As in these experiments the spectral resolution is 
in principle only limited by the width of the 
longitudinal cavity modes[41], i.e. the spectral 
resolution can even be better than the band width 
of the laser, (extremely) high resolution CRD 
absorption spectroscopy can be performed in 
these cw-CRD detection schemes. 
In the remaining part of this contribution I will 
discuss the principles of several CRD 
spectrometers, in which resp. pulsed lasers 
(section 2.1), cw lasers (section 2.2), and 
incoherent broadband cw light sources (section 
2.3) are used.  
 
2. Principles of cavity ring down spectroscopy  
2.1. Pulsed cavity ring down detection scheme 

In a typical CRD experiment a short light pulse 
is coupled into a stable optical cavity, formed by 
two highly reflecting plano-concave mirrors. The 
fraction of light that enters the cavity on one side, 
rings back and forth many times between the two 
mirrors. The time behaviour of the light intensity 

inside the cavity can be monitored by the small 
fraction of light that is transmitted through the 
other mirror (see Fig. 1). If the only loss factor in 
the cavity is the reflectivity loss of the mirrors, 
one can show that the light intensity inside the 
cavity decays exponentially in time with a decay 
constant τ , the `ring down time', given by:  

Rc
d

ln
=τ          (1) 

Here d is the optical path length between the 
mirrors, c is the speed of light and R is the 
reflectivity of the mirrors. If R is close to unity, 
the approximation  

)1( Rc
d
−

=τ          (2) 

can be made.  

If there is additional loss inside the cavity due 
to the presence of absorbing and light scattering 
species, the light intensity inside the cavity will 
still decay exponentially in time provided the 
absorption follows Beer's law. The ring down 
time can now be written as: 
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and the sum is over all light scattering and 
absorbing species with frequency dependent 
cross-sections σi(ν) and a line-integrated number 
density. The product of the frequency dependent 
absorption cross-section with the number density 

is commonly expressed as the absorption 
coefficient 

)(xNi

( )xi ,νκ . In an experiment it is most 
convenient to record 1/(c τ(ν)) as a function of 
frequency, i.e. to record the total cavity loss as a 
function of frequency, as this is directly 
proportional to the absorption coefficient, apart 
from an offset, which is mainly determined by 
the finite reflectivity of the mirrors.  

 
2.2. cw cavity ring down detection schemes 

The use of continuous wave (cw) lasers, 
especially diode lasers, in CRD experiments has 
several advantages over pulsed lasers. Diode 
lasers are relatively cheap and small 
plug-and-play lasers, which have the highest 
possible duty cycle with powers in the preferable 
range (<10 mW). Furthermore, the use of narrow 
band cw lasers in CRD schemes makes it possible 
to measure line profiles accurately. However, 
CRD with cw lasers is experimentally more 
elaborate than conventional pulsed CRD. In order 
to couple light into the high Q factor optical 
cavity, the single mode cw laser has to be 
mode-matched to one of the narrow modes of the 
optical cavity. To satisfy this mode-matching 
condition several cw-CRD detection schemes 
have been developed [24]. In almost all these 
schemes the light coupling into the cavity is 
repetitively interrupted, and a transient is 
recorded. Despite that high sensitivities have 
been reported, the complexity of the cw-CRD 
detection schemes has prevented a widespread 
implementation. 

time
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In the last ten years, several experimentally less 
elaborate cw-CRD detection schemes have been 
introduced. Techniques based on this principle do 
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Fig. 1: Principle scheme of a pulsed CRD experiment 
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not require any optical switching or fast digitizers 
to record ring down transients; thus these 
techniques allow continuous sampling of the 
cavity. One of these less elaborate detection 
schemes was introduced in 1996 [38] and was 
called phase shift cavity ring down (PSCRD). 
This technique is based on the ideas of Herbelin 
et al. [42], who used an intensity modulated cw 
laser beam to measure the reflectivity of mirror 
coatings. During a PSCRD-experiment the 
absorption spectrum is extracted from a 
measurement of the magnitude of the phase shift 
that intensity modulated continuous laser light 
experiences upon passing through a high-finesse 
optically stable cavity. It has been shown in [38] 

that the phase shift, νφ , that is recorded during a 
PSCRD experiment is related to the ring down 
time of the cavity, ντ , as follows: 

ωφτ νν /tan= , in which ω  is the angular 
modulation frequency of the intensity. The 
absorption is then obtained using the following 
formula: 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= 0tan

1
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1

νν φφ
ωνκ
c

.      (4)  

Here,  is the phase shift introduced by the 
empty cavity (mainly determined by the 
reflectivity of the mirrors). In Fig. 2 the 
schematic view of a PSCRD spectrometer is 
shown. In this figure D stands for diaphragm, BS 
for beam splitter, FP for Fabry-Perot, L for lens, 
(A)PD for (avalanche) photodiode detector, M 
for mirror, and R for the high reflective mirrors 
that build up the CRD cavity. The phase shift is 
recorded with a lock-in amplifier. 

0
νφ

Although the PSCRD scheme is very simple, the 
use of this detection scheme for the determination 
of absolute absorption cross-sections is only 
reported by Lewis et al., who measured the 
integrated cross-sections of the C-H (Δν=5) and 
(Δν=6) vibrational overtones [43, 44]. Whereas 
Lewis et al. found good agreement between their 
PSCRD measurements and FT-VIS 
measurements on the C-H (Δν=5) transition, 
DeMille et al. [45] measured the C-H (Δν=6) 
overtone absorptions using CRD and found that 
the cross sections obtained by PSCRD were 
about 30 % lower. The reason for this 
discrepancy is not evident, but they concluded 
that caution against absolute absorption 
cross-sections determined using PSCRD has to 
be taken. In [46] it has been shown that the 
discrepancy could well be explained by the 
presence of amplified spontaneous emission 
(ASE) in the laser beam To show the 
accurateness of the technique, the line strengths 
of several transitions in the atmospheric A-band 
of molecular oxygen have been measured and 
compared with the line strengths given in the 
HITRAN data base (see Fig. 3). After the 
correction for ASE, the measured line strengths 
are on the average 4% different from the 
HITRAN values (note the dynamical range over 
which the line strengths are recorded). 
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Fig.2: Schematic view of a PSCRD spectrometer. 

Fig. 3: The measured absolute line strengths for O2
transitions in the A-

 

band (open square) and the line 
intensities of the 2001 HITRAN database (open 
diamond) 
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2.3. Broadband cavity ring down detection 
schemes 

The aforementioned CRD detection schemes 
use narrow band coherent light sources. However, 
there have been several reports on the use of 
broadband incoherent light sources in CRD 
spectrometers [ , ]. In [ ] a multiplex 
version of the phase shift cavity ring down 
(PSCRD) technique is reported. The intensity of 
a high pressure cw xenon arc is used to excite the 
ring down cavity of the PSCRD spectrometer. A 
Fourier Transform (IFS 66) spectrometer is used 
to analyze the light exiting the ring down cavity. 

47 48 47

The spectrally integrated phase shift is recorded 
as function of the optical path length difference 
in the Michelson interferometer of the FT 
spectrometer. The absorption information is 
obtained from the ratio of the Fourier transform 
of the in- and out-of phase component of the 
intensity modulated light exiting the cavity. In 
this way a FT-PSCRD spectrometer is formed 
which combines the advantages of a FT 
spectrometer and the phase shift continuous wave 
CRD technique. The increased sensitivity of the 
FT-PSCRD spectrometer as compared to a 
standard FT spectrometer is obtained through the 
increased absorption path length, which can be 
several kilometres in a ring down cavity with a 
length of 0.5 m. The light is modulated by means 
of a photo elastic modulator (PEM). Fiedler et al. 
[48] have introduced incoherent broad-band 
cavity-enhanced absorption spectroscopy 
(IBBCEAS) in which the narrow band laser is 
replaced by a short-arc Xe-lamp. The frequency 
selectivity is obtained by dispersing the light, 
after passing the cavity, by means of a 
monochromator, which is equipped with a diode 
array. Recently they reported a similar 
experiment in which the monochromator is 
replaced by a FT spectrometer [49]. 
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We describe the emission characteristics of extreme ultraviolet light and the generation of 
debris from laser-produced Sn plasmas. A CO2 laser-produced Sn plasma provides higher 
spectral purity and conversion efficiency than a Nd:YAG laser-produced Sn plasma. The 
generation of Sn atoms, ions and droplets was studied by the laser-induced spectroscopy 
(LIF), a Faraday cup and a crystal quartz microbalance. The sputtering by the fast ions 
and its mitigation were also investigated by LIF. 

 
 
1. Introduction 

The extreme ultraviolet EUV light source has 
been under development for the next generation 
lithography system, which is scheduled on the 
international technology roadmap for 
semiconductors as the most promising 
technology for the 32 nm and below technology 
nodes. The most important requirement on the 
source for EUV lithography is to deliver 
sufficient in-band (2% bandwidth around 13.5 
nm) EUV power.  In a practical EUV 
lithography system, as for EUV power, an 
average output power of more than 180 W is 
required at the intermediate focus. Taking into 
account the transfer efficiency from the EUV 
source to the intermediate focus, an EUV 
emission power of more than 300 W is required 
at the EUV sources [1]. Such high power EUV 
light sources have been under development using 
the CO2 laser-produced tin (Sn) plasma (Sn-LPP) 
[2,3].  

In the case of Sn-LPP, however, the generation 
of debris is quite severe. Therefore, the 
mitigation of debris is also one of the most 
important subjects, in order to develop a practical 
EUV lithography system. Debris typically 
consists of droplets, neutral atoms and fast ions. 
Several techniques have been proposed for the 
mitigation of debris, including a magnetic field 
trap of ions [4], a gas curtain, foil trap techniques, 
and so on. In order to establish the guideline for 
the optimum design of the mitigation system, 
detailed knowledge on the behavior of debris is 
required. 

In this paper, we investigate the generation 
of debris from Sn thin film targets. The 

generation of Sn atoms was studied by the two 
dimensional laser-induced spectroscopy (2D-LIF). 
The dynamics of ions were measured with 
Faraday cups and the sputtering of a substrate by 
the fast ions form the plasma was visualized by 
2D-LIF and the mitigation of the fast ions by a 
gas curtain was also investigated. 
 
2. Experimental setup 

A Nd:YAG laser (Spectra-Physics PRO-230) 
or a TEA CO2 laser was used as a driver laser for 
the production of Sn plasmas. A flat Sn plate, Sn 
thin films on  glass substrates and Sn wires were 
used as the target materials for the plasma 
production. The laser beam perpendicularly hit 
the target that was placed in a vacuum chamber 
evacuated at a pressure of 10-3 Pa. In the 
experiment on the mitigation of the fast ions, the 
chamber was filled with H2 gas. 

The emission characteristics of the EUV light 
was measured by a X-ray CCD camera through a 
transmission grating spectrometer. Plasma 
emission images were captured by a gated and 
intensified CCD camera through a band-pass 
filter with transmission at 317.5 nm of the 5p2 3P2 
– 6s 3Po

1 transition.  In the case of LIF imaging 
for Sn atoms, a planar sheet laser beam from a 
tunable dye laser pumped by the third harmonics 
of a Q-switched Nd:YAG laser was passed 
perpendicular to the target normal.  Sn atoms 
were excited by the dye laser beam tuned on 
286.3 nm for the 5p2 3P0 – 6s 3Po

1 transition. The 
resultant fluorescence image at 317.5 nm was 
observed through the band-pass filter.  

In order to study the kinetics of the fast ions, 
Faraday cups were used for the time of flight 
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measurements and the 2D-LIF system was 
adopted to study the sputtering process by the 
fast ions from the plasma. 

 
3. Results 
3.1. EUV emission characteristics 
  Figure 1 (a) and (b) show the normalized EUV 
spectra from CO2 and Nd:YAG laser-produced 
Sn plasmas at different irradiation intensities. In 
the case of the Nd:YAG LPP, the intensities at a 
shorter wavelength around 8 nm rapidly 
increased with the laser intensity. The emission 
around 13.5 nm attributes to the charge state from 
Sn+7 to Sn+12, and the emission around 8 nm 
attributes to the charge state of Sn+15 [5]. 
Therefore, the Nd:YAG laser-produced plasma is 

too hot to obtain the emission around 13.5 nm.  
In the case of the CO2 LPP, on the other hand, 

the EUV spectral shapes remain unchanged over 
the laser intensity examined. It is apparent that 
the spectral purity of the CO2 LPP at an intensity 
1.9x1010 W/cm2 is compared with that of the 
Nd:YAG LPP at the similar intensity. In fact, the 
peak conversion efficiency of the CO2 

laser-produced Sn plasma was higher than that of 
the Nd:YAG laser-produced Sn plasma.  Thus, 
the CO2 laser-produced Sn plasma is superior to 
the Nd:YAG laser-produced plasma from the 
view point of the generation of EUV light. 
 
3.2. Sn atoms from mass-limited target 

When a Sn plate was used as a target, a various 
types of debris including Sn atoms, Sn ions and 
droplets are emitted from the plasma. It is 
supposed that the debris limit the lifetime of a 
collecting optics in a practical EUV lithography 
system. In order to mitigate the debris problem, it 
is thought that a mass-limited Sn-based target is 
effective, especially for the suppression of the Sn 
atoms and droplets. Here, we evaluated the effect 
of the limited-mass effect on the production of 
the neutral atoms by 2D-LIF.  

Examples of the spatial distribution of the Sn 
atoms from a Sn thin film target with a thickness 
of 60 nm on a BK7 substrate is shown in Fig. 
2(a), along with that from the Sn plate target in 
Fig. 2(b) for comparison. Those were taken at a 
delay time of 7 µs after Nd:YAG laser irradiation. 
The gray solid arrow shows the contour of the 

 

 

(b) 

(a) 

Fig. 1 EUV spectra from (a) CO2 and (b) Nd:YAG 
laser-produced Sn plasmas. 

 

 
Fig. 2 Spatial distributions of Sn atoms at 7 µs after 
plasma production from 60 nm thick Sn film (a) and Sn 
plate (b). 
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sheet beam, and the center of the sheet was about 
40 mm from the target. The optical axis of the 
Nd:YAG laser is shown by the gray dotted 
arrows and was perpendicular to the target 
surface. In the case of the flat plate target, Sn 
atoms distributed symmetrically with respect to 
the target normal and peaked along target normal. 
In the case of the thin film target, on the other 
hand, LIF signal intensities around the beam axis 
of the Nd:YAG laser are much lower than in the 
surrounding area, indicating the depletion of 
neutral Sn atoms. It is thought that Sn atoms on 
the Nd:YAG laser beam are fully ionized.  Thus 
it is clearly demonstrated that the mass-limited 
target is quite effective to suppress the emission 
of the neutral Sn atoms [6]. 
 
3.3. Sn ions  

The fast Sn ions from the plasma causes the 
sputtering of the collection mirror facing to the 
plasma and results in the limited life-time of the 
optical system.  The kinetic energy of the Sn 
ions was measured with Faraday cups.  It was 
found that the CO2 laser-produced plasma 
generates the more energetic ions than the 
Nd:YAG laser-produced plasma at a lower 
irradiation power. As an irradiation power 
increased, the faster ions were generated. The 
ions having kinetic energy of more than 10 keV 
were easily generated. 

Next, in order to study the influence of the fast 
ions on a mirror substrate, the interaction 
between the dummy mirror and the ions was 
visualized by 2D-LIF. The experimental 
arrangement for 2D-LIF visualization is shown in 
Fig. 3. A Si substrate which was a dummy 
substrate for a collecting optics made by 
multilayer of Mo and Si, was placed at 40 mm 
from a Sn target.  Nd:YAG laser beam was 
irradiated on the Sn target perpendicularly. The 

Sn ions from the plasma hit the Si substrate and 
causes the sputtering. Under the present 
experimental condition, the surface of the Si 
substrate was covered with the layer of Sn atoms 
that were also from the plasma.  Therefore, by 
observing Sn atoms near the surface of the Si 
substrate by 2D-LIF, we can investigate the 
influence of the fast ions on the sputtering of the 
dummy mirror. 

Figure 4 shows the snapshots of the spatial 
distributions of Sn atoms in front of the Si 
substrate at different delay times after ablation. 
The sputtered Sn atoms can be seen at 300 ns in 
front of the Si substrate placed at 40 mm from a 
target. The sputtered Sn atoms expanded from the 
substrate with a kinetic energy of about 10 eV. 
On the other hand, the Sn atoms which directly 
flew from the plasma can reach the Si substrate 
only at 3 µs, as shown in Figs. 4(f) - 4(g) where 
Sn atoms directly flown from the plasma can be 
seen in the right hand side of each image. The 
kinetic energy of the ions which sputtered Sn 
atoms in Fig. 4(b) corresponds to about 11 keV, 
based on the flight time of 300 ns and assuming 
that the species are the Sn ions. This kinetic 
energy agreed well with that measured with a 
Faraday cup [6]. 
 
3.4. Mitigation of ions 
  In order to investigate the mitigation of debris, 
we have investigated the mitigation of the fast 
ions generated from Sn plasma by H2 gas. The 
mitigation of the fast Sn atoms by H2 gas were 
study by observing the sputtering of the dummy 
mirror substrate by the fast Sn ions. Figure 5 
shows the spatial distribution of the sputtered Sn 
atoms at a delay time of 1 µs after plasma 
production in different H2 gas pressure from 1.3 
to 93 Pa. It is clearly seen that the sputtering was 
suppressed by increasing H2 pressure.  

Based on the similar images at a delay time of 
500 ns after plasma production, the relative 
density of Sn atoms at 0.5 mm from the Si 
substrate is plotted as a function of H2 gas 
pressure.  Since the relative density is 
proportional to the number density of the 
sputtered atoms, it provides the direct assessment 
about the influence of the fast ions on the damage 
of the mirror substrate.  The density decreased 
almost exponentially with gas pressure.  At 66.6 
Pa, the sputtered Sn atoms almost disappeared, 
and the fast ions were almost mitigated by the 

 
Fig. 3 2D-LIF arrangement for visualization of 
sputtering by the fast Sn ions. 
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collision with H2 gas.  The column density that 
is required to decelerate the fast ions to 
sufficiently lower kinetic energy so that the 
sputtering does not take place can be estimated to 
3.8 × 1020 1/m2, taking the 1/e point as a 
reference. 
 
4. Conclusion 
  We have investigated the EUV emission 
characteristics from Nd:YAG and CO2 
laser-produced Sn plasmas.  The CO2 LPP has 
higher conversion efficiency and spectral purity 
of EUV light.  The generation of Sn atoms and 
Sn ions from the laser-produced Sn plasmas were 
studied. A mass-limited target is quite effective 
to suppress the generation of neutral Sn atoms. 
The sputtering caused by the fast ions from the 
Sn plasmas and the mitigation of the ions were 
also investigated by 2D-LIF. 
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FIG. 4. LIF images near surface of dummy Si substrate at different delay times after plasma production. 

Fig. 5 Spatial distributions of the sputtered Sn atoms at a delay time of 1 µs after plasma production in 
different H2 gas pressure from 10 to 700 mTorr. 
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A newly developed eclipse laser photodetachment method can be applied to the measurement of 
the sheath thickness and collection region of photodetached electrons, which are important 
parameters to check the validity of the measurement in magnetized plasmas, as well as H- density 
measurement with avoiding crucial overestimation due to probe surface ablation. In this paper, 
several applications of the eclipse-LPD are reviewed in terms of its capability to avoid probe 
surface ablation and to measure the electron sheath thickness. Furthermore, the radial transport 
effect on H- density profile in the divertor simulator MAP-II is discussed based on the 
measurement and numerical simulation. 

 
1. Introduction 
 Negative ions have possibility of playing 
important roles in various applications including 
in negative ion sources for neutral beam injection 
heating, in a divertor region for experimental 
fusion reactors and in processing plasmas. A 
laser photodetachment (LPD) technique has been 
verified as a reliable method to measure negative 
ion density locally and absolutely at least in 
un-magnetized plasmas [1]. 

In the present paper, a newly developed eclipse 
laser photodetachment method, which has been 
originally developed for avoiding crucial 
overestimation due to the probe ablation 
phenomena induced by direct laser irradiation to 
the probe surface [2], is presented. It is found that 
the eclipse-LPD also has a capability of 
measuring important physical parameters, the 
electron sheath thickness and the collection 
region of photodetached electrons (PDEs), by use 
of the variation of the temporal evolution of the 
signals [3]. The measurements of these 
parameters are very important to check the 
validity of the measurement method in 
magnetized plasmas in particular because it can 
affect the measurement results of H- velocity and 
density. 

 
Fig. 1 : A schematic diagram of the experimental setup for 
the eclipse laser photodetachment method. A thin 
screening object (wire) is located in the laser channel to 
avert the direct laser irradiation to the probe tip surface. 

In Sec. 2, the phenomena and the mechanism 
of the probe ablation problems, and the effects of 
the eclipse-LPD on the ablation problems are 
presented. In Sec. 3, measurements of the 
electron sheath thickness and the length of the 
collection area of PDEs by use of eclipse-LPD 
are provided. In Sec. 4, behaviour of H- in the 

divertor simulator MAP-II is investigated based 
on the measurement and particle simulation of H-.  
 
2. Ablation free measurement method 

Briefly, we here describe about the 
experimental device MAP-II [4]. The plasma is 
generated by DC arc discharge and cylindrical 
plasma 2 m in length is formed with the help of 
the magnetic field (0.02 T). Low temperature 
high density hydrogen/helium plasmas are 
formed; typically the electron density and 
temperature are 1017-5x1018 m-3, <5 eV, 
respectively. 

In Ref. [5], an anomaly large signal has been 
identified in pure hydrogen plasmas when the 
laser pulse energy was higher than several 
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Fig. 2 : SEM images of tungsten cross sections [7]. (a) 
without laser irradiation, (b) with laser irradiation. The 
bursting of the holes/bubbles causes the probe surface 
ablation even when the laser pulse energy is lower than 
the ablation threshold. 

 
 
Fig. 3 : Laser power dependence of the excess electron 
current for conventional LPD and eclipse LPD. The 
anomalous large signals are improved and well fitted with 
theoretical photodetachment (PD) rate in the eclipse-LPD 
case. 

hundreds mJ/cm2. It becomes more significant 
when the other gas species that can damage or 
contaminate the probe surface exists in plasmas. 
Until now, it has been identified that helium and 
hydrocarbon gases considerably reduce the 
threshold to arise the ablation problems [6]. 

The mechanism to arise the ablation is not so 
simple. In helium mixed plasmas, for instance, it 
has been recognized that sub-micron 
holes/bubbles can easily formed on the surface 
by the exposure to helium plasma/ion as shown 
in Fig. 2(a) because the interaction between the 
lattice vacancy and helium atoms is very strong. 
Figure 2(b) is the case when the 18000 laser 
pulses (200 mJ/cm2) are irradiated together with 
the helium plasma [7]. The synergetic effects of 
laser pulse and plasma irradiation lead to the 
enhancement of the surface roughness. It has 
been suggested that the holes/bubbles can reduce 
the ablation threshold with bursting of the helium 
holes/bubbles in which highly pressurized helium 
is packed [8].  

 
 
Fig. 4 : Typical temporal evolutions of conventional and 
eclipse LPD methods. In eclipse LPD method, the peak 
time of the signal is slightly delayed because of the 
shadow formed by the screening object in which no 
excess electrons are produced. 

Figure 3 shows the laser power dependence of 
excess electron current for the conventional LPD 
and eclipse-LPD methods in helium-hydrogen 
mixture plasmas. In the conventional LPD 
method, the anomalous ablation signal 
superposes on the LPD signal. On the other hand, 
the signal is improved in the eclipse-LPD method 
and its laser power dependence can be well 
explained by the theoretical photodetachment rate 
shown as a dotted line in Fig. 3. It has been 

confirmed that H- density is accurately evaluated 
from the LPD signal intensity when some 
conditions are satisfied, even when a part of the 
collection region of PDEs is overlapped by the 
shadow [2]. Thus, it can be said that the 
eclipse-LPD is an ablation-free LPD method that 
can be used to evaluate the negative ion density 
at a sufficient laser pulse energy as well as a 
filament shaped heated probe that has been also 
developed as an ablation free LPD method by 
cleaning the probe tip surface [6]. 
 
3. Measurement of electron sheath thickness 
and collection area of photodetached electrons 
 Figure 4 shows typical temporal evolutions of 
the conventional and eclipse-LPD signals. In the 
eclipse-LPD, the signal peak time is slightly 
delayed compared to that of the conventional 

272



LPD signal. The peak time shift Δtpeak 
corresponds the time in which photodetached 
electron swarm reaches the electron sheath edge. 
The drift velocity of the swarm, vd, can be 
evaluated from the signal recovery time, trecov, in 
which the signal recovers to the initial value. 
Thus, the electron sheath thickness h can be 
evaluated by use of these two parameters as 
follows [3]: 

cov

cov )()2(

repeak

peakpLrepsh

tt
trRtrd

h
+Δ

Δ−−−
= ,  (1) 

where dsh is the width of the shadow for eclipse 
and rp is the probe tip radius. Moreover, in 
addition to Eq. (1), h can be obtained in two other 
independent ways by measuring the shifts of the 
recovery time and of the peak time [3]. 

Figure 5 shows the probe bias dependence of 
the electron sheath thickness along the magnetic 
field line formed around the plane probe. The 
cases (i) , (ii) and (iii) show the results from three 
different ways including Eq. (1), indicating that 
they deduced the consistent value with each other. 
The electron Larmor radius is sufficiently smaller 
than the probe tip size, so that this corresponds to 
a magnetized regime. Because the electron 
current is limited only along the magnetic field 
line, the experimentally obtained electron sheath 

thickness corresponds to the Child-Langmuir 
sheath thickness in plane parallel geometry.  

 
 
Fig. 6 : Typical calculated trajectories of negative ions. 
Negative ions are gradually transported to the peripheral 
region due to the elastic collisions with the help of the 
electric field.  

 
 
Fig. 5 : Comparisons of experimentally obtained electron 
sheath thickness formed around a plane probe in 
magnetized plasmas. Cases (i) , (ii) and (iii) show the 
electron sheath thicknesses evaluated from three different 
ways, indicating that they deduced the consistent value 
with each other. Theoretical sheath thicknesses using 
Child-Langmuir law (plane and cylindrical geometries) 
are shown as solid lines, and ten times the Debye length is 
shown as a dotted line. 

 Moreover, eclipse-LPD method can measure 
the length of the collection region of PDEs, LPDE. 
Since there is concern that the collection area 
expands along the magnetic field in magnetized 
plasmas, it is necessary to check whether the 
collection region of PDEs remains inside the 
laser beam channel for the purpose of confirming 
the validity of the LPD method in magnetized 
plasmas. By use of eclipse-LPD, LPDE has been 
measured in various magnetized regimes in Ref. 
[9]. Even in strongly magnetized plasmas, it has 
been verified that LPDE is shorter than the laser 
size, so that negative ion density can be 
accurately measured under the experimental 
conditions including strongly magnetized regime. 
  
4. H- density measurement in the divertor 
simulator MAP-II 

For investigating the behavior of H- in 
magnetized plasmas, H- density profile was 
measured in MAP-II. Moreover, the trajectory of 
negative ion is calculated by numerically solving 
the equation of motion including the effect of 
collisions [10]. The effects of Coulomb collisions 
are taken into account in each time step, and 
elastic collisions and collisional extinction are 
taken into account by Monte Carlo method. 

Figure 6 shows the typical calculated 
trajectories of negative ions. The calculation 
continued until the particles disappeared due to 
the extinction processes by collision and parallel 

273



transport; some trajectories are very short, while 
the others have rather long trajectory.  It is 
shown that the negative ions can be transported 
to radially exterior region where the lifetime of 
negative ions are fairly long with the help of the 
electric field and the elastic collisions. 

Figure 7 shows the comparisons between the 
experimentally and numerically obtained density 
profiles of H-. It is found from the experiments 
that H- density has a hollow profile having a peak 
at the peripheral region, though the electron 
density and temperature have a peak at the center 
of the plasma column. The hollow profile could 
not reproduced from the rate equation of H- 
shown as case (i) in Fig. 7 balancing the local 
production and extinction rates. Case (ii) in Fig. 7 
shows the H- density profile obtained from the 
particle simulation in which the radial transport 
effect is included. It is assumed that the degree of 
dissociation F is uniform in space, and 
calculations are performed at F=4, 6 and 8%. In 
the simulation, the H- radial profile agrees well 
with the measured one. 

In linear discharge devices like divertor 
simulator, two-separated regions like negative 
ion sources are naturally formed. In other words, 
ro-vibrationally excited hydrogen molecules are 
produced in the central region, while the lifetime 
of the negative ions are fairly long in the 
peripheral region. Furthermore, the potential well, 
which may be formed by ambipolar diffusion 
process across the magnetic field, is formed in 
plasmas, so that the produced negative ions are 
transported to the peripheral region. This 

transport effect can enhance the negative ion 
density at the peripheral region. 

 
 
Fig. 7 : A comparison of calculated H- density profiles 
with measured H- density profile. Case (i) and cases (ii) 
represent, respectively, the calculation results from the rate 
equation without transport effects and particle simulation.
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We have developed a high-sensitive method to measure electric field vector in plasmas by use of 
interference between Stark and electric quadrupole amplitudes.  The method relies on the 
circular polarization of a laser-induced fluorescence (LIF) from He atoms excited through the 
interference term in the crossed electric and magnetic fields in plasmas. The strength and polarity 
of electric field are obtained from measurements of the absolute value and sign of the degree of 
polarization, respectively.  To study the effect of magnetic fields on the interference the 
excitation spectra of LIF were observed in the magnetron discharge plasma under a magnetic 
field of 2 kG. Based on the results, the application to magnetically confined plasma edge will be 
also discussed. 

 
1. Introduction 

Laser-induced fluorescence (LIF) methods 
utilizing the Stark effect have been extensively 
developed to directly measure electric field 
distributions because of their high sensitivity and 
high spatial resolution [1-3]. We have developed a 
high-sensitive method, which relies on 
polarization of LIF on atomic helium involving 
excitation of the forbidden transitions (He I: 
21S®n1D, where n=3, 4,…) caused by electric 
quadrupole moment (QDP) and Stark mixing 
between 1P and 1D levels due to the presence of an 
electric field.  The electric field can be 
determined only from the degree of polarization, 
which is a function of electric field [2].  There 
are two types of the method, which utilizes atomic 
polarization, called alignment or orientation, 
formed among magnetic sublevels of the initial 
state in the fluorescence process.  Atoms in the 
alignment state emit the linearly polarized LIF in 
the direction perpendicular to the quantization 
axis. The degree of polarization PL is proportional 
to E2 when E is relatively weak, because it is 
based on the quadratic Stark effect (LP method). 
This can be applied to plasmas regardless of the 
existence of the magnetic field [4, 5]. When the 
magnetic field B perpendicular to the electric field 
E exists (E^B configuration), the anisotropic 
population, orientation, is created among Zeeman 
sublevels of the excited states, because the 
Stark-electric quadrupole interference (SQIF) is 
involved in the laser excitation process [6].  The 
anisotropy is observed by the circularly polarized 

light radiating in the magnetic field direction.  
The polarization has been observed for the first 
time in a hollow cathode discharge plasma with a 
weak B perpendicular to E, in which the Zeeman 
splitting DZeeman is less than the spectral width of 
laser DLaser [7].  It has been found in the 
experiment that the polarity of electric field vector 
can be detected as well as the strength 
(CP-method).  The feasibility of the CP method 
was demonstrated by the measurement of potential 
well created in The inertial electrostatic 
confinement plasma, applying weak magnetic field 
(5 G): an extremum of the potential curve was 
successfully detected with high spatial resolution 
[8].  It was also verified that the sensitivity was 
an order of magnitude higher than that of the LP 
method.  

In this work, the experiment is carried out in 
the magnetron discharge plasma under strong 
magnetic fields, DLaser <DZeeman, to investigate the 
effect of Zeeman splitting on SQIF.  Based on 
the present results obtained as well as the previous 
work [9], the possibility of the application to the 
electric field measurement in the edge region of 
the magnetic confinement plasma is examined. 
 
2. Principle of the CP method 

In E^B configuration, the relationship 
between electric field E and degree of circular 
polarization PC is described in the following.  
The excitation and observation geometry is shown 
in Fig. 1, where the laser light propagates along 
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the y-axis and the polarization vector is 
perpendicular (eL//x) to the magnetic field.  The 
circularly polarized LIF is observed in the 
magnetic field direction (z-axis).  Fig. 2 shows 
the Zeeman sublevels of the relevant energy levels 
of He atoms, laser induced fluorescence processes 
and the relative transition rates obtained 
considering quantization axis and selection rules.  
Symbols S and Q stand for matrix elements of the 
Stark transition and QDP transition, respectively.  
In this case, the interference of both transitions 
occurs, because Stark transition and QDP 
transition share a Zeeman sublevels (+2 or -2) of 
the final state (n1D) in the laser excitation, as 
shown in Fig. 2(a). Then, the asymmetric 
distribution proportional to the forbidden 
excitation rates is formed.  The distribution will 
bring about very large difference in population 
between m=+2 and -2, when S and Q are close in 
strength.   

The degree of circular polarization of LIF PC 
is defined as, 
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Here, IL and IR are intensities of circularly 
polarized LIF components observed in the 
experiments, which are given by the excitation 
rates and relative fluorescence rates appeared in 
Fig. 2(b). 
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where, S2/Q2=0.75 (E2/C2) and C=0.24 kV/cm in 
case of n=4 [2].  It should be noted that since PC 
contains a linear term of S, a matrix element of 
the Stark transition, the polarity changes when the 
direction of the electric field is inverted. 
 
3. Experiments 

 The structure of discharge electrodes is 
shown in Fig. 3(a).  A rod cathode (a diameter of 
20 mm) is inserted in a cylindrical anode (inner 
diameter of 30 mm and length of 60 mm).  The 
magnetic field of 2 kG was applied in the 
z-direction by a Helmholtz coil (Fig. 3 (b)).  The 
magnetron discharge plasma was generated in the 
gap between the electrodes. The radial electric 
field is generated perpendicular to the magnetic 
field in the sheath around the cathode.   
 The excitation of the forbidden transition 
(21S-41D, 397.2 nm) was made by the polarized 
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Fig. 2 Relative transition probabilities of (a) 
excitation and (b) fluorescence for the various 
magnetic sublevels of He I when E^B.  S and Q 
represent matrix elements of the Stark and quadrupole 
transitions, respectively.   
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Fig. 3 (a) Schematic view of electrodes for magnetron 
discharge. (b) Geometry for LIF observation and detection 
system of circularly polarized light.  
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laser light with eL//x by a tuneable dye laser 
(397.2 nm) with a pulse width of 5 ns in the 
sheath region.  Circularly polarized components 
of LIF (41D-21P, 492.2 nm) were measured along 
the z-axis. The excitation spectrum of each 
polarized component was measured by scanning 
the laser wavelength.  Spatial distribution of the 
LIF was measured by moving the discharge vessel 
along the x-axis. 
 
4. Results and discussion 
 The excitation spectra of left-circularly (s+ 
light) and right-circularly (s- light) polarized LIF 
components were observed in the sheath by 
scanning the laser wavelength covering all the 
Zeeman splitting, as shown in Fig. 4. Both 
components are largely different in intensity and 
peak position. Additionally, the interval between 
their peaks approximately equals four times the 
Zeeman splitting. The intensities of both 
components IL and IR are obtained as the 
integrated ones for respective experimental data 
points. Then, PC is obtained from the intensities 
using Eq. (1).  By substituting this value in Eq. 
(3), S/Q and E are estimated to be 5.2 and 1.46 
kV/cm, respectively.  Using the value of S/Q, 
excitation rates and relative fluorescence 
intensities in Fig. 2, theoretically calculated 
excitation spectra were drawn by solid lines in Fig. 
4, assuming that the spectral shape for laser 
absorption was a Gaussian with a Doppler width 
of 3.5 pm.  It becomes clear that the anisotropic 
distribution (orientation) among the Zeeman 
sublevels of excited state 41D is formed in 
proportion to the excitation rates at E=1.46 
kV/cm. 

 Fig. 5 shows the spatial distribution of electric 
field observed in the sheath, where E decreases 
gradually towards the anode from the negative 
electrode.  However, we could not observe the 
plasma region localizing on the anode wall, which 
is out of the observation range. Then, assuming 
the electric field to be zero at –14 mm, the 
potential difference between the electrodes was 
roughly estimated to be 550 V, the value of which 
is reasonably close to the discharge voltage of 600 
V.  

 In this excitation configuration, the two 
transitions to the Zeeman sublevels with m=+2 
and -2 in 41D states of which the level spacing is 
four times the Zeeman splitting are associated 
with the SQIF.  Since the spectral width of the 
laser (~1 pm) for this experiment is comparable to 
the Zeeman splitting at B= 2.0 kG, the probability 
of the simultaneous excitation of both transitions 
should be very small, even if the Doppler width of 
absorption spectrum is considered when the laser 
tunes to the wavelength corresponding to the 
transition to m=+2 or -2. Therefore, the above 
result shows that SQIF will take place, even when 
the selective excitation to a magnetic sublevel with 
either +2 or -2 is performed.  The electric field 
measurement with high performances in 
sensitivity and spatial resolution using SQIF 
becomes possible by the simultaneous excitation 
of 21S to two Zeeman sublevels with opposite sign 
of 41D using a two-colour laser system, when the 
strong magnetic field exists. 
 
5. Applications to magnetic confinement 
plasmas 
 A possible configuration for applying our 
methods to the electric field measurement in the 
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edge of the magnetic confinement plasma is shown 
in Fig. 6.  In the case (a) in which only a radial 
electric field (macro-field) exists, the electric field 
can be measured by both methods, because PC and 
PL are dependent on E.  On the other hand, ion 
micro-fields, shown in Fig. 6(b), are detectable by 
the LP method, but not by the CP method, 
because the sum of the vectors at a given point in 
isotropic micro-fields gives zero.   

  Thus, the macro-field is detectable by either LP 
or CP method.  In the LP method, however, it 
might be troublesome to discriminate the 
macro-field from the observed electric field, as the 
micro-field become larger with increasing the 
electron density.  The detection limit of E by the 
LP method for n=4 is around 100 V/cm, the 
corresponding micro-field of which is generated at 
the electron density of 2´1012 cm-3.  On the other 
hand, by use of the CP method it can be expected 
to detect the macro-field with sufficient S/N ratio, 
since the method is the micro-field free and the 
lower limit in sensitivity is 10 V/cm.  

When the CP method is applied to the 
high-density plasma, the depolarization of the 
fluorescence should also be considered.  The 
dependence of collisional depolarization rate on 
electron density has already been measured [9].  
Since the decay of the degree of polarization is 
very small up to 1012 cm-3, the electric field is 
obtained with high accuracy.  Even in the case of 
ne>1012 cm-3, if the electron density is known, it is 
possible to obtain the electric field with the help of 
the simulation of LIF waveform by a 
time-dependent CR-model [10], as long as the 
polarization does not disappear.  
 
4. Summary 

To study the effect of magnetic fields on the 
SQIF the excitation spectra of circularly polarized 

LIF were observed in the magnetron discharge 
plasma under a magnetic field of 2 kG.  It was 
found that the anisotropic distribution 
(orientation) was formed among the Zeeman 
sublevels of the excited state 41D in proportion to 
the forbidden excitation rates which depends on E 
in plasmas. The potential difference between the 
electrodes, obtained from the spatial distribution 
of electric fields measured in the sheath, 
reasonably agreed to the discharge voltage. Thus, 
it was demonstrated that it was possible to use the 
SQIF for measuring the electric field in plasmas 
by the simultaneous excitation of 21S to two 
Zeeman sublevels in 41D using a two-colour laser 
system under strong magnetic fields. 

Based on the above results, a possible 
configuration was examined for the application to 
the magnetically confined plasma edge. It was 
suggested that the macro-field could be detected 
with sufficient S/N ratio by the CP method. 
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