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Preface 
 

    The JSPS-CAS Core University Program (CUP) seminar on "Modeling of Theory and 

Simulation of Fusion Plasmas" was held in Peking University, Beijing, China, from August 

30 through September 2, 2010.  This seminar was organized in the framework of the CUP in 

the field of plasma and nuclear fusion. 

The plasma researches using the theories and computer simulations are one of the most 

powerful and important methods for realizing a nuclear fusion reactor. A lot of collaboration 

researches under CUP have been carried out along the aims in the categories of 30A: “Study 

on Theoretical Analysis of MHD and Micro-instabilities in Plasmas”, 30B: “Study on 

Transport Theory・Code Development of Numerical Analysis and Confinement Improved 

Mode in Torus Plasmas” and 30D: “Modeling of edge and divertor plasma and control of 

impurities and recycling particles.” 

This year is the final year of the CUP on Fusion and Plasma.  One special talk and 26 

oral talks were presented in the seminar including 11 Japanese attendees. This seminar 

included timely and very interesting reviews and discussions of: (1) progress in theory, 

simulation and integrated modeling of fusion plasmas; (2) newly experimental results closed 

related with present theoretical interest; (3) present status of collaboration research activities 

and new ideas for post-CUP collaboration.  The meeting consisted of 26 oral presentations, 

which covered the following topical areas: (1) Turbulence and transport; (2) MHD 

equilibrium and stability; (3) Peripheral plasma behaviors.  Several future collaboration 

researches were proposed in this seminar. 

This seminar was completed with fruitful discussions and great success and fruitful, 

clarifying remarkable progresses through the collaboration researches under CUP.  The 

organizing and program committees express the gratitude for all participants for their supports 

and corporation to this seminar.    

 

LI Ding, KISHIMOTO Yasuaki, GAO Zhe and TOMITA Yukihiro 
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Analytical theory of the geodesic acoustic mode: plasma shaping effects in 
small and large orbit drift width limit 

GAO Zhe 

Department of Engineering Physics, Tsinghua University, Beijing 100084 

 

ABSTRACT: The analytical theories of the geodesic acoustic mode (GAM) are reviewed in 
the small and large orbit drift width limit respectively. Different physics pictures in these two 
limits are displayed. These analytical methods are applied to investigate the plasma shaping 
effect on the frequency and collisionless damping rate of the GAM. 

Keywords: geodesic acoustic mode, plasma shaping, orbit drift width, analytical theory 

PACS: 52.35.FP, 52.30.Gz, 52.25.Fi, 52.55.Fa 

 

1. Introduction  

In scientific research activities, the analytical theory is playing very unique and important 
roles, such as to provide a clear physics picture, to verify and/or benchmark numerical 
simulations, to explain and/or promote experiment observations, and so on. The geodesic 
acoustic mode (GAM) [1] is a coherent oscillating mode with toroidal and poloidal symmetric 
electrostatic potential in toroidal plasmas. It is driven by drift wave turbulence, and thus 
moderates turbulent transport. The frequency and damping rate indicate the fundamental 
characters of the GAM, which is closely related to its generation, evolution, and impact. The 
formulae of the frequency and damping rate of the GAM have been given for low beta 
tokamak plasmas with circular cross section and infinite large aspect ratio.[2-5] However, 
most of present and planned tokamak devices have the strongly shaped geometry and finite 
aspect ratio (usually not larger than 3). The dependence of the GAM frequency on the 
elongation was investigated experimentally in ASDEX-Upgrade and a scaling law was 
given.[6] Simulations [7-8] also show the similar effect of elongation on the frequency, but 
cannot give a quantitative comparison due to lack of an analytical formula. Recent simulation 
[9] also gave the dependence the GAM frequency and damping rate on the inverse aspect ratio, 
which needs to be verified by the analytical theory as well. Following the Winsor et al’s 
original fluid procedure and employing the Solov’ev type analytical equilibrium or the 
Culham equilibrium, some analytical efforts [10, 11] were performed. However, due to 
different definitions of plasma shape parameters in the equilibrium model to 
conventional-used shaped parameters, some additional treatments, for example, the profile 
assumption or the average operation should be made. Moreover, it is noted the fluid model 
cannot investigate the damping mechanism. Therefore, analytical formulae for the GAM 
frequency and damping rate are still urgent for shaped plasmas. 
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 The drift kinetic theory was introduced to investigate the GAM by Novakovskii.[12] The 
frequency with a different numerical coefficient to the fluid theory is derived but the 
collisionless damping is not considered. Instead the collisional damping rate is given. Watari 
et al [2] also used the drift kinetic equation to get a clear formula of the collisionless damping 
rate of the GAM for the first time. However, the finite wavelength effect (or finite orbit drift 
width effect, finite ODW) cannot be included due to the limitation of drift kinetic equation. 
Moreover, in the mathematic treatment, the plasmas response is decomposed to sine and 
cosine functions, which is not convenient to be applied in future gyrokinetic theory.	   The 
gyrokinetic equation is employed to study the GAM by Sugama and Watanabe. [3] The 
enhanced damping by the finite orbit width effect is firstly investigated. However, this effect 
is included only to the second order, then the residual damping at high q is not found, which 
was examined in numerical simulation [8] firstly and could be successfully explained by the 
high order harmonic resonance to transit motions presented in our previous works.[4,5] In 
Refs. 3-5, the Bessel function expansion method is used to solve the gyrokinetic equation, 
which make the analytical treatment possible especially in small ODW limit. Recently, 
another new method based on the large ODW expansion is developed by Zonca and Chen [13] 
and clearly presented by Qiu et al.[14]. In this theory, the resonant and non-resonant 
responses are divided and for different response, the gyrokinetic equation itself is expanded 
by different ordering. Using this method, the residual damping at high safety factor could be 
analytically derived, [14] which is consistent to the result from the simulation and our 
previous theory based on high harmonic resonance. These two analytical approaches are 
effective in the small and large ODW limit, respectively, and they could be used to investigate 
the plasma shaping effect on the GAM as well. 

The paper is organized as follows. In section 2, the gyrokinetic model of the GAM is 
introduced and two analytical approaches developed previously are reviewed. The emphasis is 
focusing on the different physics pictures in these two limits. In section 3, these two analytical 
methods are applied in the study of plasma shaping effect and the formulae of the GAM 
frequency and damping rate is given as functions of shape parameters. The summary is given 
in section 4. 

2. Analytical methods of the gyrokinetic model of the GAM 

2.1 The gyrokinetic model of the GAM 

The gyrokinetic model of the GAM was presented in previous publication [3-5] for many 
times. However, it is still briefly given here for the completeness. Firstly, We consider a 
toroidally axisymmetric plasma with a flux surface ( , ), then the magnetic field 

can be expressed by typical equilibrium model. An zonal potential, 
 is introduced, where  is the inverse Jacobian from the 

axisymmetric coordinates to the natural coordinates attached a given flux surface and  is a 

2



3 

normal distance from the flux surface. The flux surface average of the potential  is 
toroidally and poloidally symmetric and the poloidal variation of the potential  is 
assumed much smaller than . Then, the ion response can be written as 

     
f̂ =−qF0φ̂ T + ĥJ0 δ( )  ,                                           (1) 

and the nonadiabatic part satisfies the linear gyrokinetic equation,   

.                                     (2)                                

Here,  is a Maxwellian distribution, ,  is a zero order Bessel function, 
, where  is the gyroradius at the magnetic axis , and 

 and  are the transit frequency 
and magnetic drift frequency, respectively, where  is the parallel velocity,  is the 
magnetic momentum and	   	   is	   the differential of poloidal arc length with respect to 
poloidal angle. In fact, Eq. (2) is also valid for electrons, However, due to small gyroradius 
and the fast parallel motion of electrons, the electron response could be given be the 
Boltzmann relation  

.                                                  (3) 

Then, the quasi-neutrality condition 

, 	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   (4) 

gives the the dispersion relation of the GAM.  

Obviously, the key issue is how to solve the gyrokinetic equation, Eq. (2). Two analytical 
approaches developed previously are introduced below. 

2.2 The analytical solution in the small orbit drift width limit 

Let us examine Eq. (2). It is a one-order linear non-homogeneous differential equation. 
We can write the solution of Eq. (2) directly, as follows 

	   	   	   	   	   	   	   	   	   (5) 

where the periodic boundary condition is automatically satisfied. It is noted that all of 
, ,  and  are trigonometric functions of . If we have the expressions of these 

quantities, we can obtain the  integral of  as trigonometric functions as well, 
where some assumptions of weak shape deformation may be used for the analytical treatment. 
Then, using the Bessel function expansion , the expression of  can 
be analytical obtained. For clarity, the case of infinite larger aspect ratio and circular cross 
section is presented here. At this case, the  and are independent to 
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 and the  has a simple  dependence, then Eq. (5) can be simplified to 

.	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   (6) 

Here, . It is noted , where  is the ODW of passing ion 
in toroidal geometry. Then the ion response is analytically solved as a sum of different 
harmonic resonance to the parallel transit motion multiplied by corresponding order Bessel 
function of finite ODW. Substituting the solution of  into Eq. (4), the dispersion relation of 
the GAM with arbitrary order finite ODW effects could be obtained, which is shown in Ref. 
[5] in details. This theory, in principle, does not restrict the limit of small orbit shift width, 
since we can expand to enough order to satisfy the convergence for large orbit shift width. 
However, only for small orbit shift width, only a few terms need to be retained and then the 
analytical formulae can be reached without the assistant of numerical methods.  

2.3 The analytical solution in the large orbit drift width limit 

In this subsection, we may review another analytical approach to solve Eq. (2), which is 
clearly presented by Qiu et al [14] and only a slight improvement. The idea is to avoid solving 
the different equation using the perturbation method. Since for resonant and non-resonant ions, 
the orderings are different. Therefore, the ion response is divided into the parts from 
non-resonant ions and that from resonant ions, . For non-resonant ions, the 
assumption of  is used to decease the order of the differential term in Eq. (2) 
and the assumption of  is used to separating the contribution from different 
harmonics of the potential. Without loss the generality, putting these two terms into the same 
order, Eq. (2) is expanded as follows: 

,                                                 (7a) 

                         (7b) 

Then the  can be solved from this hierarchy. Substituting the solution into Eq. (4), the 
real part of dielectric constant, , are obtained, and, at the mean time, the harmonic 
components of the potential are obtained as well. Now we need to calculate the contribution 
from the resonant ions. For the case of large ODW with , then we still drop the 
differential term out of the lowest order equation. However, the order  should be 
satisfied for the resonant ions. Then, Eq. (2) is expanded as 

,                                            (8a) 

,                                 (8b) 
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Here, the procedure is slightly different to that in Ref. [14], where the potential term is 
divided by ordering and assigned to different order equations of resonant ions. However, 
since the potential has been obtain when we solve the non-resonant response, we can place the 
whole potential term in the RHS of Eq. (8a). The  can be solved directly. By a rather 
complex Landau-type integral, the imaginary part of dielectric constant  is obtained. 
Finally, under the weak damping assumption, the real frequency and the damping rate of 
GAM can be obtained by letting  and . 

2.4 Physics pictures in these two limits 

Let us compare these two analytical methods above. For the method shown in subsection 
2.2, the gyrokinetic equation is directly solved; therefore, the method is valid for wide 
parameters, although the pure analytical formulae can be obtained only in the small ODW 
limit, otherwise the assistant of numerical calculation are requires. The accompanying 
disadvantage of this method is rather complicated calculation in two-fold integral operation, 
especially for the strong or complex poloidal dependence of the , and . On the 
contrary, for the method shown in subsection 2.3, the gyrokinetic equation is expanded 
perturbatively. The simplification of the equation brings the relative simple and direct 
mathematics without integral operation. However, this method is only valid for large ODW. 
Since the radial wavelength of the GAM is shown to be several ion gyroradius, the large 
ODW usually means the large safety factor.  

It is interesting to consider the damping mechanism which is involved in the mathematics 
and seems to be different in these two approaches. In the first treatment, the damping comes 
from harmonic resonance to the parallel transit motion and the lower order is dominant at 
small ODW; while, in the large ODW limit, the damping comes from the magnetic drift 
resonance. This transition may be explained by the schematic drawing in Figure 1. When the 
ODW is quite smaller than the wavelength of the GAM [Fig. 1(a)], the period of the ion 
parallel transit motion (in the cross section, shown as a circular motion around the flux 
surface) should be complete in phase with the period of the GAM potential. It is the first order 
transit resonance. When the ODW is finite [Fig. 1(b)], accompanying with the parallel transit, 
the ion drifts from the original flux surface. However, the potential oscillates spatially around 
the flux surface with a certain wavelength. Then, harmonic resonances become effective. The 
weight of different harmonics is the order of Bessel function. This picture is quite similar to 
that of cyclotron damping. When the ODW is very large comparing to the GAM wavelength 
[Fig. 1(c)], high order resonance to parallel transit are dominant. We can consider this issue in 
another view. The resonant parallel velocity  approaches to zero, so resonant 
particles always feel the magnetic drift motion in the vertical direction rather than the parallel 
motion. The resonance occurs at the condition , which is the Landau mechanism 
in the perpendicular direction. Therefore, the effect of very high harmonic resonances is 
equivalent to that of the magnetic drift resonance.  
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3. Application in the study of plasma shaping effect 

3.1 The equilibrium model 

Since the radial wavelength of the GAM is much shorter than the scale length of 
macroscopic equilibrium profiles, it can be thought that the leading order dynamics of the 
GAM is dominated in the vicinity of the flux surface. Therefore, the Miller’s local 
equilibrium model [15] is employed. Considering a flux surface , 

, where such parameters as the elongation , the inverse aspect ratio 
, the Shafranov shift gradient  and the radial derivative of elongation 

 are included, the toroidal and poloidal fields in the flux surface can be 
described as  and 

, 

where  and , 	   is the 
safety factor and  is the field at the magnetic axis. Then, we can write the expressions of  

,  and . In the analytical work, we assume the plasma shape is not far from the 
elliptic nest surface with infinite aspect ratio. It implies that these three ,  and , are 
small. Also, we assume  is also small and these small have the same order 

. This assumption is valid for most present tokamak plasmas. Then, the 
quantities ,  and  are expressed with functions of   and shape parameters as 
follows, 

,                          (9) 

,	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	   	              (10) 

,                          (11) 

where the normalizations ,	   ,	    are used. Substituting 
these expressions into the procedure displayed in subsection 2.2 and 2.3, the GAM frequency 
and collisonless damping rate are obtained and the shaping effect can be investigated, which 
is outlined in the following subsection 

3.2 Plasma shaping effects 

Firstly, we give the frequency and damping rate of the GAM from the theory in the small 
ODW limit as follows.  
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It is noted that the 	   term is dropped in Eqs. (12)-(13) since the lower order 	   term exists. 
Another thing is the  is	   the function of , but the effect of these 
shape parameters on the damping rate cannot be correctly given by this function. The reason 
is that	   these shaping parameters induces the trigonometric functions of . It implies 
harmonic transit resonance involved and, therefore, the damping of the GAM is influenced. 
However, the harmonics damping term  increases quick with , which means 
the damping rate converges much slower than the frequency does. In this case, we must retain 
enough orders to ensure the convergence of the damping rate, but it implies the result is given 
by numerical calculation rather than the analytical derivation. 

 The GAM frequency and damping rate from the method in the large ODW is as follows,	  
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It is clear that, the GAM frequencies from two methods, Eqs. (12) and (14), are almost the 
same. When the elongation increases, the GAM frequency decrease with the dependence of 

. The radial derivative of elongation, , slight decreases the frequency although the 
coefficient is slightly different. However, if assuming the linear radial variation of the 
elongation, i.e. , both of two formulae show that the effect of 	   will decrease 
the real frequency by about 5-10% for usual elongation . The inverse aspect ratio  
also reduces the GAM frequency slightly and parabolically and this effect is enhanced by the 
elongation.	   The Shafranov shift gradient has the similar effect as the inverse aspect ratio. 
Considering the relation of the Shafranov shift gradient to the inverse aspect ratio, we may 
conclude that the effect of   is enhanced with the inclusion of the Shafranov shift gradient. 
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Comparing to the real frequency, the damping rates from two methods, Eqs. (13) and (15), are 
quite different. For the elongation, Eq. (13) shows that, as the elongation increases, the 
damping rate increase dramatically due to the decrease in the real frequency in the 
exponential term; while Eq. (15) shows that the damping rate is weakened relatively mildly 
when the elongation increases. This difference comes from different dominant resonant 
mechanism. In the small ODW limit, the dominant damping mechanism is the first order 
transit resonance , where the parallel transit motion is not influence by the elongation 
deformation. On the contrary, in the large ODW limit, the dominant damping mechanism is 
the resonance . Although the 	   decreases with an increasing elongation with the 
dependence of , the  also decease with the dependence , more rapid than the 
decease of . Therefore, fewer particles are involved in the resonance when  increases 
and finally the damping is weakened. This behavior is displayed at large ODW, or, more 
directly, at high . If we want to observe this behavior using the theory in subsection 2.2, the 
series expansion to enough high order is needed and then the numerical calculation should be 
performed, which is the similar case in studying the residual damping at high . One most 
important thing is the effects of 	   on the damping rate are obtained in the large ODW 
limit, which is hardly obtained from the expansion in small ODW due to the slow 
convergence. It is show that the damping rate increases parabolically with  and the 
increase is strongly influenced by the radial wavenumber . The long wavelength mode, low 

, is easy to be damped by increasing .  

4. Summary  

The analytical methods of the gyrokinetic theory of GAM are reviewed in the small and 
large ODW limit respectively. One method is to write the plasma response to the zonal 
potential as the sum of different harmonic resonance to the parallel transit motion multiplied 
by corresponding order Bessel function of finite ODW by directly solving the differential 
equation. Then, the expression of the GAM frequency and damping rate can be analytically 
obtained in the small ODW limit. On the contrary, the other method is directly convert the 
differential gyrokinetic equation to a series of equation hierarchy by perturbation method in 
the large ODW limit. Then the plasma response is easily solved and the dispersion relation is 
obtained. Especially, different resonance mechanisms in these two limits are displayed, from 
low order harmonic transit resonance at small ODW to high order harmonic resonance, or 
equivalently, to the magnetic drift resonance, at large ODW. These two analytical methods 
are applied to investigate the plasma shaping effect on the frequency and collisionless 
damping rate of the GAM.  
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Figure 1. The damping mechanism of the GAM at different orbit-drift-widths.(the black, red 
and blue circles indicate the magnetic flux surface, the orbit drift surface, and the 
equipotential surface, respectively.)  
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Abstract 
 

Wave-number spectral characteristics of drift wave micro-turbulence with large-scale 
structures (LSSs) including zonal flows (ZFs) and Kelvin-Holmheltz (KH) mode are investigated 
based on 3-dimensional gyrofluid simulations in slab geometry. The focus is on the property of 
the wave-number spectral scaling law of the ambient turbulence under the back reaction of the 
self-generated LSSs. The comparison of the spectral scaling laws between ion/electron 
temperature gradient (ITG/ETG) driven turbulence is presented. It is shown that the spectral 
scaling of the ITG turbulence with robust ZFs are fitted well by an exponential-law function 

 in  and a power-law one  in . However, the ETG 
turbulence is characterized by a mixing Kolmogorov-like power-law and exponential-law 

 scaling for both  and  spectra due to the ZFs and KH 
mode dynamics. Here  and  are the slope index factors. The underlying physical 
mechanism is understood as the spectral scattering caused by the back-reaction of the LSSs onto 
the ambient turbulence. These findings may provide helpful guideline to diagnose the plasma 
fluctuations and the flow structures in experiments.         
 
Keywords: Spectral scaling law, zonal flows, micro-turbulence, gyrofluid simulation 
 
PACS numbers:  52.35.Kt , 52.35.Ra, 52.65.Tt 
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1. Introduction   
 

Experimental measurement of plasma flows and turbulence is of essential importance in 

transport and confinement study [1,2]. Recently the diagnoses of the edge fluctuations and flows 

including the zonal flows(ZFs) and geodesic acoustic mode(GAM) in tokamak and stellarator 

plasmas have been extensively carried out to characterize the structure formation such as the 

internal transport barriers (ITBs) and to understand the suppression mechanism of the turbulent 

transport by sheared mean flows and ZFs [3,4]. Plasma fluctuations are of wide spatio-temporal 

scale, which is conventionally described by wave-number and frequency spectra. Various linear 

and nonlinear instabilities and coherent large-scale structures (LSSs) such as the ZFs, streamers 

and the generalized Kelvin-Holmheltz (GKH) modes are categorized by the spectral 

characteristics [5]. The spectral analysis is extensively applied to investigate the nonlinear 

interaction processes through the basic three-wave coupling. Furthermore, the turbulence spectra 

are some of the measurable quantities in experiments, which are generally diagnosed and 

analyzed to characterize the fluctuation and the coherent structures.  

Specifically, the drift wave turbulence is likely one of the most common fluctuations in 

tokamak plasmas, which has a big family including all modes originated from plasma gradients as 

well as the magnetic field inhomogeneity [6]. In past years, the ion temperature gradient (ITG) 

driven drift wave turbulence has attracted much attention [7]. A key physical mechanism involved 

is ascribed to the suppression of the turbulent fluctuation and ion heat transport by the ZFs [3]. 

Similarly, the electron temperature gradient (ETG) driven turbulence is expected hopefully to 

produce large electron transport [5]. Furthermore the trapped electron mode (TEM) is also 

proposed to be responsible to the electron transport recently. Theoretically speaking, the ZF is 

robust in drift wave turbulence so that the relevant problem is frequently referred to as drift 

wave-ZF turbulence [3]. The ZF is generated nonlinearly through three-wave triad couplings of 

higher-k components in ambient turbulence and may be saturated by the excitation of a long 

wavelength KH mode [5,8,9]. These LSSs have been extensively testified by employing the 

bispectral analysis in experiments and simulations [1,2].  Meanwhile, their back reaction onto the 

ambient turbulence may be also generally considered as the result of the nonlinear mode coupling 

to dissipation range at smaller scales. The demonstration of such processes in experiments 

requires the detailed measurement of the drift wave turbulence at wide scale. Furthermore it is 

also necessary to identify the type of the ambient turbulence such as the ITG or TEM in 

experiments.  

Usually the drift wave turbulence is vaguely assumed to generate the ZFs as a priori in 

tokamak plasmas based on theoretical argument [1-4]. The statistical dispersion relation of the 
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fluctuations with the Doppler frequency shift effect due to the radial electric field produced  

shear flows is generally analyzed in experiments [10]. In fact the turbulence should be 

characterized by the nonlinear spectral scaling of the frequency and wave-number since highly 

complex nonlinearities make it significantly different from the linear theory. A fluid example is 

the well-known Kolmogorov power-law scaling of turbulent flows [11]. A typical counterpart in 

strong plasma turbulence is estimated roughly by Hasegawa and Mima (HM) based on 

three-wave interaction [12], which shows some deviation from the usual Kolmogorov power-law 

featured by a factor . Recently a theoretical derivation based on Hasegawa- 

Wakatani (HW) turbulence model [13] predicts a wave-number spectrum featured by 

, which is also compared with the experimental observation [14]. Here  is 

determined by the growth-damping profile, which represents the dissipation and the ZF dynamics. 

Hence the wave-number spectral scaling is of much importance in characterizing the turbulence 

structure and understanding the complex nonlinear interaction between the turbulent fluctuations 

and flows.   

In this work, we present the wave-number spectral scaling of both ITG and ETG turbulence 

based on gyrofluid simulations. The underlying physical mechanism behind the scaling law is 

analyzed considering the back-reaction of the LSSs onto the ambient turbulence. The comparison 

between the ITG and ETG turbulence spectra is carried out to clarify the role of the LSSs in 

forming the spectral scaling law of the drift wave turbulence. In Sec.II the physical model and 

numerical setting of 3D gyrofluid simulations are described in slab geometry. The understanding 

of the back reaction of the ZFs onto the ambient ITG turbulence is proposed through the feature 

of the spectral scaling in Sec.III. The spectral analysis of the ETG turbulence is given in Sec. IV. 

Finally the principal results are summarized in Sec. IV. 

 

2.  Gyrofluid model of drift wave turbulence simulations  
Electrostatic ITG and ETG turbulence is of a perfect isomorphism except for different 

response of the adiabatic component to the ZFs. To investigate the fundamental spectral 

characteristics of the drift wave-ZF turbulence, the nonlinear evolution of ITG and ETG [or 

] modes, typical drift wave fluctuations in tokamak plasmas, are simulated 

in sheared slab configuration for simplicity so that the simulation results can be compared with 

some theoretical prediction, which is usually derived from the HM or HW turbulence [12-14]. Here 

a set of modeling equations describing the ITG-ZF dynamics with adiabatic electron response is 

described as follows, i.e. [15], 

 ,     (1) 
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   ,                             (2) 

   .        (3) 

Here ,  with magnetic shear ,  are the 

characteristic length of plasma density and magnetic field, respectively. , . 

The term with  in Eq.(1) is from the correct adiabatic electron response to the 

self-generated ZFs in ITG turbulence.  is for ZF component and  for fluctuations [16]. 

The Poisson brackets  indicate the  

convective nonlinear terms. The Landau damping is represented by closure model 

 (Ref.17). The cross-field dissipation terms with ,  and  are 

included to absorb the energy at short wavelength range [18].  and  correspond to the radial 

and poloidal directions in a toroidal plasma, respectively. The perturbed quantities are 

conventionally normalized at ion-scale [15]. The modeling equations for the ETG version are 

similar in form with corresponding normalization at electron-scale and the adiabatic response [5]. 

The nonlinear equations (1-3) can be numerically solved by using an initial value code, in 

which Fourier spectral decomposition in both y and z directions and an implicit finite difference 

scheme for x variable are employed. The details of the code have well documented in previous 

publication [5,15]. 3D simulation is bounded in domain  with reference parameters 

typically: , , , , , 

. The resolution and maximum wave-numbers of  in the simulations are 

 and , respectively.  

 

3.  Spectral scaling of ITG-ZF turbulence 
It is well-known that the ZF in ITG turbulence is robust so that the ambient turbulence and 

ion heat transport are evidently suppressed [3]. While the suppression mechanism is usually 

understood through the flow shearing of the fluctuation, here we investigate the wave-number 

spectral characteristics under the back reaction of the ZFs to clarify the underlying interaction 

processes between the ZFs and turbulence. Fig.1 illustrates the  and  spectra of both the 

ITG-ZF turbulence and the ITG turbulence with artificially excluding the ZFs (hereafter referred 

to as ITG-no-ZF) for comparison. Simulations reveal several typical features [19]. First the  

spectrum of ITG-ZF turbulence fits well with an exponential-law function, i.e, 

, at short wavelength regime , while the counterpart in ITG-no-ZF 

turbulence is described by a Kolmogorov-like power-law function . 

Second the  spectra of both ITG-ZF and ITG-no-ZF turbulence are characterized by a pure 
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power-law scaling  with different slope index. Here  are slope index 

factors. Furthermore, parametric scans of the  spectral scaling laws show better agreement 

with the fitting functions for the ITG-ZF turbulence with weak magnetic shear, low viscosity 

damping and strong drive force , as shown in Fig.2 as an example of the  scan, in which 

the ZF is stronger.  

    The comparison of the  spectral characteristics in ITG-ZF and ITG-no-ZF turbulence 

and the comparison between  and  spectra in ITG-ZF turbulence may exhibit the back 

reaction mechanism of the ZFs onto the ambient turbulence since the ZF has only radial  

spectrum. It could be understood that the ZFs may subsequently scatter the ITG spectrum from 

the most unstable range of  to the short wavelengths  through the 

nonlinear three-wave coupling with . Then the  spectrum of the ITG-ZF 

turbulence is deformed at short wavelengths. The spectral scattering by the ZFs through 

 can transfer the free energy of the ITG instability to the dissipation range. As a 

result, the total free energy, on one hand, is damped versus the viscosity, showing a dramatic 

suppression of ITG fluctuations. On the other hand, the subsequent ZF spectral scattering play a 

driving role in transferring the free energy to larger  range. Hence the  spectrum of the 

ITG turbulence could be featured by an exponential-law deformed from a Kolmogorov-like 

power-law under the back reaction of the ZFs.  

 

4.  Spectral scaling of ETG-ZF-KH turbulence 
Generally speaking, the ZFs are relatively weak in ETG turbulence compared with those in 

ITG turbulence except for the weak magnetic shear case [20]. It has been demonstrated that weak 

shear can enhance the ZF generation in ETG turbulence, which is saturated by the excitation of 

long wavelength KH mode. In this sense, the ETG turbulence is a mixture of ETG, ZFs and KH 

fluctuations. To understand the nonlinear interaction among them and further clarify the 

deformation mechanism of spectral scaling law due to the back reaction of the LSSs in  or 

 direction, 3D ETG simulation is performed with weak magnetic shear and larger . 

Simulations show that after the ETG saturation, the ZF starts to grow up exponentially with small 

growth rate. The KH mode is then excited to saturate the ZFs when the ZF amplitude becomes 

higher than a threshold. The wave-number spectra at the quasi-steady state are plotted in Fig.3. A 

mixing Kolmogorov-like power-law and exponential-law scaling for both  and  spectra is 

observed in ETG-ZF-KH turbulence. It is noticed that this spectral scaling law is qualitatively in 

agreement with the theoretical prediction based on a Hasegawa-Wakatani turbulence model [14]. 

In ETG-no-ZF turbulence, the  spectrum is characterized by Kolmogorov-like power-law 

scaling and the  spectrum fits with a power-law scaling. This can be understood as the back 
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reaction of the weaker ZFs and the KH mode in the  direction and the spectral scattering by 

the KH mode in the  direction.  

To further manifest the back reaction interaction process, a 2D simulation with very high 

resolution in the y direction is performed as shown in Fig.4, in which the KH mode is slowly 

excited [21]. During the KH evolution from the creation to the saturation in ETG-ZF turbulence, 

the  spectral characteristic is changing from an approximate Kolmogorov power-law to a 

mixing Kolmogorov-like power-law and exponential-law scaling as shown in Fig.5. These 

evidences positively support the underlying mechanism behind the spectral scaling laws.  

 

5.  Summary 
The wave-number spectral characteristics of the drift wave micro-turbulence at ion and 

electron scales have been investigated based on 3D gyrofluid simulation with an emphasis on the 

back reaction mechanism of the self-generated LSSs onto the ambient turbulence. It is found that 

the  spectrum of the ITG-ZF turbulence is fitted well by an exponential-law scaling, which is 

deformed from the usual Kolmogorov-like power-law by the back reaction of the robust ZFs 

through the spectral scattering. On the other hand, the ETG turbulence with ZFs and long 

wavelength KH fluctuation is characterized by a mixing Kolmogorov-like power-law and 

exponential-law scaling for both  and  spectra due to the back reaction of both the ZFs 

and KH mode. These observations are qualitatively in agreement with the theoretically predicted 

spectral scaling in drift wave turbulence based on a reduced turbulence modeling analysis and 

fairly match with the experimental observation of the density fluctuation spectrum in Tore Supra 

tokamak [22]. Hence, they may be likely applied to the data analyses of turbulence and flow 

measurement in tokamak experiments.  
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Figures and Captions 
 
 

          	 

            
Fig.1  (a) and  (b) spectra of both the 
ITG-no-ZF and the ITG-ZF turbulence. The 
dashed curves in (a) plot corresponding fitting 
functions  and 

. The dot straight lines in 
(b) are for reference.  
 
 
 

Figure 2:  spectra of both the 
ITG-ZF (a) and the ITG-no-ZF (b) 
turbulence for different . The dashed 
curves plot corresponding best fitting 
functions  in (a) 

and  in 
(b). , .  

17



 18 

Fig.4 Time history of fluctuation energy 
 of representative  components in 

2D ETG-ZF turbulence with high resolution. 
, , , , 

.  
 

 
 

	 	 	 

	 

Fig.3   (a) and  (b) spectra of both the 
ETG-ZF and the ETG-no-ZF turbulence. The 
dot-dashed curves matching with the spectra in 
ETG-ZF turbulence in both (a) and (b) plot 
corresponding best fitting functions 

and the 
one to the ETG-no-ZF case in (a) corresponds to 
the best fitting function 

. The dashed 
straight line in (b) represents the power-law 
function  for reference. 
 
 
 
 

Fig.5  Time evolution of  
spectrum in ETG-ZF 
turbulence of Fig.4. The 
change of the spectral scaling 
law is due to the KH creation 
after .  
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Abstract 
The zonal flow eigenmodes in a tokamak plasma with dominantly poloidal mean flows are 
theoretically investigated, using different state equations. It is found that the frequencies of 
both the geodesic acoustic mode and the sound wave increase with respect to the poloidal 
Mach number. In contrast to the pure standing wave form in static plasmas, the density 
perturbations consist of a standing wave superimposed with a small amplitude traveling wave 
in the poloidally rotating plasma. A finite frequency for usual low frequency zonal flow is 
acquired proportional to the poloidal Mach number using the adiabatic perturbation, while for 
isothermal assumption of temperature, the frequency remains to be 0. 
 
1. Introduction 

Zonal flows ( ZFs ) have been under active investigations in the past decade, in theory and 
simulations as well as in experiments. ZFs are electrostatic modes which are symmetric at 
both poloidal and toroidal directions. They are excited and pumped by the nonlinear 
interaction of drift wave turbulence and they play an important role in regulating the transport 
of tokamak plasmas1,2. In tokamak plasmas, there exist two different types of zonal 
oscillations, the usual low frequency zonal flow ( LFZFs ) with and a high frequency 
oscillation, called geodesic acoustic modes ( GAMs )3， with , the sound speed. 
The eigenmode analysis of ZFs in static plasmas has been carried out by many authors from 
different aspects3-7.    

Plasma equilibrium flow or rotation seems an intrinsic phenomenon in tokamaks. The 
toroidal rotation can be driven by input of momentum or produced intrinsically even without 
momentum sources. Normally, the research is concentrated on the effect of toroidal plasma 
flows. Recently, ZFs induced in a toroidally rotating tokamak plasma were investigated by 
Wang8 under the electrostatic limit and separately by Wahlberg9,10 considering the ideal MHD 
electromagnetic perturbation using the Lagrangian representation11. They discovered some 
new features of the zonal flow modes in toroidally rotating plasmas: The frequencies of the 
usual GAMs increase with respect to the sonic Mach number, a finite frequency of LFZFs is 
acquired due to the nonuniform density on flux surfaces plus the centrifuge forces, and the 
density perturbation takes the form of  a traveling wave in rotating plasmas instead of the 
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standing wave form in static plasmas， etc.  
It is widely believed that a poloidal plasma equilibrium flow may exist in tokamak 

plasmas due to strong radial electric field, Stringer spin-up effect and external momentum 
input, etc12-15. Hence, it is worthwhile considering the effect of a poloidal plasma flow on all 
kinds of plasma modes in tokamaks. Recently, Pamela et al16 investigated the influence of 
poloidal rotation on the edge localized modes.  

In this work, we investigate the the zonal flow eigenmodes in a tokamak plasma with a 
dominantly poloidal mean flow. We consider a large aspect ratio tokamak with circular 
concentric magnetic surface. The poloidal Mach number is less than unity, where 

is sound speed. We employ the usual Euler description for perturbations. The 
method adopted is that given in by Wang8, in which no magnetic effect was included. 

In Sec. 2, the equilibrium quantities are derived for a tokamak plasma with a dominantly 
poloidal flow. The dispersion relation of the zonal flow modes are derived and analyzed in 
Sec. 3. A summary is presented in Sec. 4. 
 
2. Equilibrium Quantities for A Tokamak Plasma With A Dominantly Poloidal  
  Mean Flow 
  In this section, we present the equilibrium quantities in a large aspect ratio circular cross 
section tokamak plasma. These quantities, which have been derived by Hassam12, will be used 
in the following section in linearization of basic equations.  

The axisymmetric magnetic field is written as  
                                             (1)  
where  labels a magnetic surface,  is the toroidal angle and denotes the toroidal 
magnetic field. In the MHD limit, the general form of the flow velocity in a tokamak is 
written in the form12,17  

    (2) 
where is the mass density, and  are functions of . This form 
of the flow velocity satisfies two equations 
          (3a) 
              (3b) 
Eq. (3b) means that the inertia term and the diamagnetic effect have been neglected. This is a 
good approximation for the MHD assumption. However, in the following Eq. (4), the inertia 
term and the pressure gradient term should be kept since the electric drift is ambipolar and do 
not contribute to current, the three terms in Eq. (4) are in the same order. 
  Normally, the toroidal velocity given by Eq. (2) is much higher than the poloidal velocity 
since  unless the second term on the right hand side of Eq. (2) almost cancels the 
toroidal component of the first term which is the very case we are considering in the present 
work. Anyway, the toroidal velocity never disappears.  

We consider a large aspect ratio tokamak with circular concentric flux surfaces. The 
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inverse aspect ratio . We write the velocity , where  (  ) 
denotes the unit vector along the poloidal ( toroidal ) direction. We introduce the ordering 

, and the plasma pressure ratio . In these low beta plasmas, 
magnetic effect can be readily neglected. 

The MHD equilibrium equation with a mass flow is given by 
                                        (4)    

Scalar product of Eq. (4) with  yields 
                                                   (5)           
We have assumed that the temperature is isothermal on each flux surface. Scalar product of 
Eq. (4) with  yields 
                                (6) 
Multiplying Eq. (4) scalarly by , we obtain the generalized Grad-Shafranov equation 
which is lengthy and is not written out. Using the introduced flux surface functions 

, , , and , the Grad-Shafranov equation can be solved to give all 
equilibrium quantities. However, for the large aspect ratio low beta plasma we are concerned 
with in this paper, there is no need to solve the Grad-Shafranov equation. An analytical 
equilibrium calculation with poloidal flows was recently given by Ito et al.18 

   Using the ordering assumptions, we obtain from Eq. (6) 
            (7) 
Substituting this equation into the toroidal velocity 
                               (8)  
To the leading and the next order, we obtain 
                                             (9a)    

                                                  (9b) 

where .  
The leading and the next order components of Eq. (5) reads 

                                  (10a) 

                                     (10b) 

From Eqs. (9b) and (10b), we obtain 

           (11) 

where  is the poloidal Mach number. Eq. (9a) can be written as 

. Applying this relation into Eq. (11) leads to 
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       (12) 

and from Eq. (10b), the toroidal velocity can be  explicitly  written as 

           (13) 

We have introduced a symbol  for the convenience of expression in the  

following section. is the θ-independent part of the toroidal velocity, it is actually the left 
hand side of Eq. (9a) and of order . Contribution from this term is negligible in the 
following analysis.  

In Eqs. (12) (13), it is obvious that a singularity appears for . There is a resonance 
occurring called sonic resonance12. To avoid such a resonance, we only consider the cases 

 in the present work.  
 
2. DERIVATION AND ANALYSIS OF DISPERSION RELATION  
 
The basic equations to start are 

        (14a) 

       (14b) 

  (14c) 

       (14d) 
In which all the symbols are well known. Considering an electrostatic perturbation of the 
form , linearizing Eqs. (14) and neglecting terms of higher order in , we 
obtain 

    (15a) 

  (15b) 

         (15c) 

     (15d) 

where a tilde denotes perturbation and symbols without a tilde denote equilibrium quantities. 
The perturbed velocity can be written in the form   in a large aspect 
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ratio approximation. Taking each perturbation as the summation of the cosine and sin 
components, , and assuming the time dependence of the 
perturbation ,  Eqs. (15) are reduced to 

,  (16a) 

,         (16b) 

, (16c) 

,     (16d) 

.             (16e) 

  (16f) 

         (16g) 

We obtain Eqs (16c) and (16d) by taking the parallel component of Eq. (15b), and obtain Eq. 
(16e) by surface-averaging the geodesic component of Eq. (15b). We have introduced 

, ,  and . We have 
set . For , we have the usual adiabatic case of ideal gases. Setting the 
coefficient determinant of Eqs. (16) to be 0, we obtain the dispersion relation 

  .  (17) 

  The roots are given as 
,  (18a) 

  (18b) 

.   (18c) 

The first one is the low frequency zonal flow branch with eigenfunctions 
, and . Eq. (18b) is a new branch of LFZFs induced by the poloidla 

rotation, similar to the case in toroidla rotating plasmas. Eq. (18c) gives two solutions 
corresponding to the usual GAMs (+) and the sound wave ( SWs ) branch (-) observed in 
static plasmas. The frequencies become higher than that in static plasmas and the perturbed 
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densities are also modified. A cosine component of the density perturbation proportional to 
appears in GAMs, as given by 

      .      (19) 

and a sin component in SWs by 

        .          (20) 

In Fig.1 to Fig. 4, the frequencies of GAMs and SWs as well as the ratio between the sine 
and cosine components of density perturbation are plotted as functions of poloidal mach 
number . Significant increases of frequencies are observed with respect to . A small 
cosine (sin) component of density perturbation is present when for GAMs (SWs), 
although it is zero in static plasmas. The density perturbation is a standing wave 
superimposed with a small amplitude traveling wave. To see more clearly, we write the 
density perturbation, e. g., for the GAMs 

     

             (21) 

with A the ratio between the amplitudes of the cosin and sin components. 
If we  taken the isothermal assumption for temperature, i. e. , then Eq.(16f) and 
Eq.(16g) give an identity since .Then the solution Eq.(18b) is not necessarily assured. 
The LFZFs remain unchanged.  The validity of the isothermal assumption for temperature is 
confirmed by the recent experimental observations20.     

 
3. SUMMARY AND DISCUSSION 

In the present work, we investigated the axisymmetric electrostatic oscillations in tokamak 
plasmas with a dominantly poloidal equilibrium flow. In the MHD limit, the steady flow in a 
tokamak is given in the form of Eq. (2). In this form, a pure poloidal flow can never be 
achieved since the toroidal flow can never disappear. If the toroidal and poloidal flow 
velocities are comparable, the toroidal flow is given in the form of Eq. (13), in which the 
poloidally uniform  part has little contributions in our nanalysis. We derived the equilibrium 
quantities in section II. Then, in section III, the linear eigenmodes were considered starting 
from  the single fluid ideal MHD equations.  

The  frequency of the usual LFZF modes keeps unchanged ofr the isothermal cases. But a 
finite frequency is acquired for the LFZFs using the adiabatic perturbation. We further predict 
that the frequencies of usual GAMs and sound wave branches both increase with the poloidal 
Mach number. The density perturbations have the form of standing waves superimposed with 
a small amplitude traveling wave. It is worthwhile to investigate these new phenomena of ZFs 
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in the ZF-turbulence interactions, for example, the collisionless damping rate might be 
changed due to the increase of the GAM frequency, etc.  

We did not consider the radial structure of ZFs in the present work. Generally, a 
continuous spectrum, analogous to the shear alfenic wave continuum, forms due to the radial 
inhomogeneities19. People have observed the frequency dependence on the radial profiles, 
consistent with the theoretical prediction, in numerous experiments21. The radial structure of 
the zonal flow eigenmodes can be identified only when the kinetic effects such as finite 
Larmor radius and finite orbit width effects are included19. This is an issue left for future 
work. 

A large numbers of  experiments aiming at detecting zonal flows have been carried out in 
most tokamak devices world-widely21. However, few experiments can supply data to test the 
theoretical prediction in the present work. In Ref. [22], the profiles of the poloidal velocity, 
the GAM frequency and the temperatures were given for an ASDEX discharge. Estimate 
using these data can not give unambiguous verification of the theory in this paper. More data 
are required for the prediction in our work to compare with experimental observations.     
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Fig. 1 The frequencies of GAMs 
plotted with respect to the poloidal 
Mach number for different safety 
factor  
 

Fig. 2 The frequencies of  the sound 
wave branch plotted with respect to the 
poloidal Mach number for different 
safety factor  
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Fig. 3 The ratio between the sin and cosine components of density perturbation for GAMs 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 The ratio between the cosine and sin components of density perturbation for SWs 
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Significant features of low frequency zonal flow and geodesic 

acoustic mode in the edge plasma of HL-2A tokamak 
 

K. J. Zhao 
 

Southwestern Institute of physics, P. O. Box 432, Chengdu, China 
 

Abstract 
A three dimensional Langm iur probe array se t have com pletely proven the significant 
features of low frequency zonal flow (LFZF) and geodesic acoustic mode (GAM) in the 
HL-2A tokam ak plas ma by verifying the sp atial characte ristics and the non linear 
coupling with am bient turbulence. Besides,  the radial wave num ber dem onstrated 
clearly linear dispersion relation for th e LFZFs and GAMs, consis tently with the  
theoretical prediction. T he spat io-temproal structures of z onal flow ef fect on am bient 
turbulence were identified that are sim ilar to those observed in  LFZFs and GAMs. The 
findings provide concrete evidence that th e turbulence envelope m odulation should be  
induced by the zonal flows, and strengthen the feasibility of the indirect m ethod to 
detect the zonal flows through the density fluctuation envelopes that could be measured 
with various diagnostics.  

 
PACS numbers: 52.35.Ra, 52.25.Fi, 52.35.Mw, 52.55.Fa 
(Some figures in this article are in color only in the electronic version)  
 
1. Introduction 
Zonal flows (ZFs) are universal in turbulen t system s such as m agnetically conf ined 
laboratory and space plasm as as well as atm ospheres of stars. The extensive studies in 
this field are aim ed at understanding nonlinea r processes responsible for the coherent 
structure form ation and for anomalous cr oss-field transp ort induced by turbulent 
fluctuations.  

It is widely accepted in recen t years that  the tu rbulence and the induced  transport 

may be reduced or even suppressed by BE
ρρ

× sheared flows, suc h as m ean flows and 

ZFs [1-3]. The ZFs are induced by ( m = 0, n = 0 ) radial electric field fluctuations with 
finite radial scales, generated by nonlinear interactions in  am bient tu rbulences (ATs). 
Here, m/n is the poloida l/toroidal mode num ber of the f luctuations. Two kinds of  ZFs 
have been observed in toroidal plasm as, i.e., near zero low frequency zonal flows 
(LFZFs) [4-6], and oscillatory geodesic acoustic modes (GAMs) [7-8]. 

The GAMs have been extensively investigated in recent years [9-10], since they 
have finite frequency and larger density fluctuations than those of LFZFs that can be 
rather easily detected with various diagnostics. On the other hand, a few experimental 
studies of the LFZFs are available, since they can be detected only with limited 
diagnostics of plasma flow or space potential. The examples include the direct electric 
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field measurements in Compact Helical System (CHS) using two heavy ion beam 
probes (HIBP)[11] and potential fluctuation measurements in HL-2A using Langmuir 
probes (LPs)[12], and the indirect flow measurement in DIII-D using beam emission 
spectroscopy (BES) [13], while some experiments have reported their signatures 
[14-18]. At present, the symmetries of LFZFs, i,e,  in poloidal and toroidal direction 
and finite radial wave length were measured in toroidal plasma [11-13]. The 
coexistence of LFZF and GAM has been confirmed in the edge of a tokamak plasma 
[13]. The nonlinear coupling between the ZF and AT has been analyzed by bicoherence 
analyses [15, 19-20]. Besides, the interactions have been observed as the modulation in 
the envelope of ATs [21-24].  For lower safety factor of less than 1, GAMs have not 
been observed [25].  

The significant features of LFZFs and GAMs are unam biguously identified by 
verifying the toroidal and poloidal symmetrie s, and the rad ial scale of the LFZFs and 
GAMs, with three dim ensionally displaced Lan gmuir probe arrays, sim ultaneously, in 
the edge plasm as of the HL-2A  tokamak. The spatio-temporal structures of ZFs ef fect 
on ambient turbulence are analyzed and similar to those observed in LFZFs and GAMs, 
and well correlated with ZFs.  The plausible nonlinear th ree wave coupling generation 
mechanism of the flows is also demonstrated. 

 The rest of this work is organized as follows: the experimental set up is given in 
section 2. The experimental results, described in section 3, include the coexistences of 
LFZFs and GAMs, envelope modulation, and the nonlinear three coupling between ZF 
and AT. Section 4 and 5 present the discussion and conclusion, respectively. 

 
Figure 1.  Layout and structure of the LP arrays. 

 
2. Arrangements of the LP arrays 

The spatio- temporal f luctuations of  the f loating ele ctrostatic poten tial were  
measured with three Langm uir probe (LP) arrays distribut ed poloidally and to roidally 
(see Figure.1) in the experim ent. A 10 tip ra ke probe array with 4 mm tip separation 
was set up poloidally orientat ed and nam ed poloidal probe (PP). A second rake probe 
array of 12 tips was m ounted in the radial direction named radial  probe (RP). A  three 
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step Langmuir probe (TSLP) array of 6 tips [26] and the second rake probe array form a 
fast reciprocating probe set of 18 tips and a 65mm  poloidal span, which was loca ted in 
a poloidal cross section of 2100 mm away from the first rake probe array in the toroidal 
direction. The length and diameter of each tip are 3 and 2mm. All of the probe sets were 
mounted at the outside m iddle plane of th e tokamak up-down symm etrically. The PP  
and RP were used to measure the floating potential fluctuations while the TSLP  array 
was for the measurements of the electron temperature and density in the experiment.  

The major and minor radii of the HL-2A tokamak are R = 1.65m and a = 0.4m, 
respectively. The experiments presented here were conducted in Ohmic heating 
deuterium plasmas of a circular cross section. The parameters specially set for the 
experiments are the toroidal magnetic field BBt = 1.2-1.35T, the plasma current Ip = 

150kA, the line average electron density 319101~ −× mNe , the boundary safety factor qa 

= 3.5-4.0, the discharge duration td = 1.2s. The collision frequency and the safety factor 

at the LP locations are estimated as  and q((r/a)=0.92) =0.88 qsii /103~ 3×ν a . No 

significant signals were detected 
when the LPs were placed outside 
the r=a surface. 

The sam ple rate of the probe 
data is 1 MHz corresponding to 
Niquist frequency of 500 kHz. The 
frequency resolution is 0.5 kHz i n 
the f ollowing analysis un less 
otherwise stated.  
 
3. The experimental results 
3.1. The three dimensional 
characteristics of zonal flows 
Figure 1 (a) presents the 
representative auto-po wer spectru m 
of the floating potential fluctuations 
at the inner and outer radial positions 
whose locations are 28mm  and 
24mm inside the last closed f lux 
surface. T wo distinct features are a 
large pow er f raction in lo w 
frequency range of 0-4kHz  and a 
sharp peak at f~17 kHz. The for mer 
is the focus of this work and will be dem onstrated as  a LFZF while the latter was 
already identified as a GAM [26-28]. In the case, the energy partition among the LFZF, 
the GAM and the A T, depending on the local plasm a param eters and influencing 
transport phenom ena, is roughly estim ated as 0.21:0.23:0.56 a nd 0.19:0.31:0.50 for 
inner and outer positions, respectively. And the GAM fraction appears to increase as the 
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Figure.2. (co lor online).  (a)   Representative 
auto-power spectra of fl oating potentials at th e inner 
and outer positions i nside t he las t closed magnetic 
flux surface ， (b) pol oidal a nd toroidal between 
floating potentials, (c) corresponding phase shifts. 
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safety factor increases, consistently with the simulation prediction [29].   
The sim ilar features  were obs erved in the coherency spectra of the floating 

potential fluctuations over 36 and 2100 mm poloidal and toro idal distances (the lines 
with squares and circles) as shown in Figure. 2(b). The corresponding cross phase 
spectra are given in Fig. 2(c) . Quite high (~0.8) coherencie s and near zero phase shifts 
are apparent in the frequency range of less than 4 kHz, besides in the GAM frequency 
vicinity. On average over the half width of the LFZF spectrum , the poloidal and 
toroidal m ode num bers were estim ated as m = 0.31±0.06 and n = 0.020±0.004, 
respectively. This, in ex cellent agreement with theore tical and simulation predic tions, 
unambiguously confirms the poloidal and toroidal symmetries of the fluctuations in this 
low frequency range in tokam ak plasmas, as was done for the GAM alone before [18].   

Here, m=0.45±0.07 and n=0.33±0.05 were also estimated simultaneously for the GAM. 
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Figure4. (a) Coherencies and ph ase sh ifts between 
floating potential fl uctuation s  wit h poloidal/radial 

spans of 74/ 4mm, (b) corresponding to .    ),( fkS r

Besides, the two point correlation measurem ents of the potential fluctuations may 
provide wave num ber-frequency characteristics  of the zonal flows. Shown in Figures 

3(a), (b) are the poloidal/toroidal wave number–frequency spectra, / , 

where

),( fkS θ ),( fkS φ

)()]([1),(
1

fSfkkI
M

fkS
m

i
crsii∑

=

−= , evaluated with two point correlation 

technique. Here, I(a -b)=1 if a=b, otherwise, I(a-b)=0, S crs,i(f) and M represen t the 
cross-correlation function and the num ber of realization, respectively. The feature of 

 in the frequency range of f less than 4 kHz is clearly demonstrated again. 0== φθ kk

The radial structure is also important for the identification of the ZFs. F igure 4 ( a) 
provides the coherences (cycle curve) and phase shif ts (ligh t cu rve) of  f loating 
potentials a t two positio ns with poloidal a nd ra dial spans o f 74mm and 4m m. Quite 
high coherency up to ~0.7 is shown again for the LFZFs and GAMs.  And there are 
significant phase sh ifts in the low f requency range of less than 4kHz and GAM 
frequency range. The linear dispersion relations  of the radial phase shifts are clearly 
demonstrated and consistent with the predic tion of the the ory. The phase velo cities of 
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the LFZF and GAM are estimated as 0.25 km/s and 0.33 km/s, respectively. The group 
velocity of  the f ormer is the sam e as the phase velocity while it is 0.27 km /s for the 

latter.  is shown in figure 4 (b). The radial  wave number and the half width of 

the  spectrum are roughly estim ated as k

),( fkS r

)( rkS r=0.5 cm -1 and , 

respectively, for the LFZF，in contrast with =2.0 cm

17.3 −=Δ cmkr

rGAMk -1 and  for 

the GAM.  

14.0rGAMk c −Δ = m

2
3

ˆ ( )b f

 
3.2. The nonlinear coupling between zonal flow and ambient turbulence 
The other condition for zonal flow to satisfy is the existence  of the interaction with the 
AT or three wave   coupling between ZF  and A T. The  bicoherence analysis, an 
indicator for the strength of  nonlinear three wave coupling,  can be used to prove the 

existence of the interaction between ZF  and AT. The squared auto-bicoherence  

of the perturbations is calculated and show n in Figure. 4(a), plotted in the region 
between the  line s of  f

2
3

ˆ ( )b f

1= f 2 and f 1=-f2 of the f 1--f2 plane. The enlar ge pictu re in the 
frequency of less than 100kHz is 
also given in Figure 4.(b). The 

values of  about  

f3=f1-|f2|<4kHz and f 2<4kHz as  
well as  f 3=f1-|f2|~17kHz and 
f2~17kHz are higher than the rest, 
indicating that the non linear three 
wave coupling is a plausible 
creating mechanism for the LFZFs 
and GAMZFs. Figure 4.(c) 
provides the total bicoherence. 
Similar features as the figure 2(a) 
are clearly  shown again. The 
frequency resolution is 1 kHz in 
this analysis and the signals are 
significantly above the noise level 
in the LFZF and GAM frequency 
ranges. Therefore, the fluctuation less than 4kHz are low frequency zonal flow. 

Figure5. (a) Auto-bicoherences of floating po tentials 
plotted in f1-f2 pl ane and (b) the enlarge picture, (c) 
the total bicoherence.   

  
3.3. The local envelope modulation 
The turbulence envelope m odulation caused by  the LFZFs, an im portant aspect of 
AT-ZF interactions, has been successfully demonstrated through the local envelope 
analyses of the potential fluctuations in the experiment. Figures 6(a) shows an example 
of the tem poral evolution of the LFZF a nd the envelope of the turbulence of the 
frequency band from  300kHz to 500kHz, de monstrating a clear anti-phase correlation 
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between them, the signal of turbulence 
envelope is  band pas s f iltered f or 
LFZF frequency range of 0.5-4kHz).   
Figures 6 (b) and (c) show that the 
auto-power spectra of the turbu lent 
envelope, the coherence and the cross 
phase between the ZFs and the 
turbulence envelope. The high 
coherences up to ~0.6 and the phase 
shift of  ~ π  statistica lly confirm the 
anti-phase correlation between the ZFs 
and the turbulence envelope. Therefore, 
it is obvious that the flows should have 
a significant impact on t he turbulence. 
The interaction between  ZFs and A Ts, 
especially the ef fects of the form er on 
the la tter, is  one of  the key issues  in 
the transport study of m agnetized 
plasmas and worth more detailed 
investigation. Therefore, in add ition to 
the env elope analy sis for the 
band-width from  300 to 500 kHz, the 
similar analyses were conducted for 
the turbulen ce envel opes with various  
band ranges. Shown in F ig.6 (e) and (f)  

are the coh erence and the cros s phas e 
spectra for t he range of zonal  fl ow 
frequencies (LFZFs of l ess than ~ 4 kHz 
and the GAM at ~17 k Hz) as a fun ction 
of the central frequency of the chosen 
frequency band. The band-width here is 
set to  be 5 0 kHz. The incre ase of  the  
coherency with the frequency and the 
invariance of the phase shift of ~ π may  
indicate th at the tu rbulence enve lopes 
are all modulated by th e LFZFs and the  
GAM and the m odulation is stronger for 
higher frequency fluctuations. In  
addition, it is suggested that the 
modulation effects should be alm ost the 
same a mount for the LFZF and the 
GAM in the edge of HL-2A  tokam ak 
plasmas. 

 
Figure7. (a) Polo idal and toroidal coherence 

between t urbulence envelopes (th e li ght and 
dark lines) at two positions with separations of 
36 and 2 100mm in p oloidal and t oroidal 
direction, respectively, (b) corresponding cross 
phase, (d) c oherence an d (e) cross phas e 

Figure 6.  Th e lo cal rel ation be tween ZFs  an d 
turbulence e nvelopes. (a)  W aveforms of th e 
LFZF and t urbulence e nvelope, (b) t he auto 
power s pectra of  t he t urbulence e nvelopes 
evaluated for the fre quency ba nd fro m 
300-500kHz, at inner and outer positions, (c) th e 
coherency and cross phase  spectra between t he 
floating potentials a nd th e turbulence e nvelopes 
at the inner position, (d) coherence and (e) cross 
phase between zonal flows (LFZF and GAM) and 
turbulent e nvelope vers us the ce ntral fr equency 
of the frequency band. 
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3.4. The spatial characteristics of envelope modulation 

To investig ate the in teraction 
between the flows and the turbu lence 
further, the spatial features of the 
turbulent envelop were analyzed using  
the coh erence between  envelop es at 
two positio ns. The coherency sp ectra 
between two envelopes of the 
fluctuations in the frequency band 
from 300 to 500 kHz (the light circle 
and deep square lines), at two 
positions with po loidal and to roidal 
separations of 36 and 2100mm, 
respectively, are given in Fig.7(a). T he 
high envelop-envelop coherencies 
(higher than 0.2) and the 
corresponding phase shifts close to 
zero in  the LFZF fr equency range in 
both the poloidal and toroidal 
directions indicate that the enve lope 
has sim ilar poloidal and toroid al s cales as  the LFZFs do. T o be m ore specific, the 
poloidal and toroidal m ode num bers of th e env elope was estim ated as m =0.34±0.02, 
n=0.1±0.1, respectively , which are close to the values estim ated for the LFZ F 
fluctuations above. In addition to 300-500 kH z frequency band, the sim ilar analyses 
were conducted for the turbulence envelopes with various band ranges in the poloidal 
direction. Fig.7. (c) and (d) presented the coherence and the phase shift spectra for the 
range of the zonal flow fre quencies. The band-width here is set to be 100 kHz. The  
increase of the coherence with the band frequency is notable and the near zero phase 
shifts over the frequency bands indicate that the turbulent envelopes at the zonal flow 
frequencies are poloidally symmetric. The toroidal symmetry of the turbulent envelopes 
was also identified with similar analysis as the GAMs do [28].   

 

Figure8. (a)  spectrum of turb ulence 
envelope as a function of radial wave number and 
frequency. ( b) The  co mparison of  radi al 
wavenumber sp ectra be tween o f t he fl oating 
potential an d turbulence env elope fo r th e LFZF, 
and (c) that for GAM. 

),( fkS r

Figures 8 (a) shows the S (k r, f) spectrum  of the tur bulence envelope at two 
positions with 4mm spans in radial direction. The two distinct features in the LFZF and 
GAM frequency ranges are apparent and th e wave vector -frequency spectra quite 
resembles that of floating potential fluctua tions given in Fig.4(b). The spectral power 
density of the floating potential fluctuati ons and the turbulence envelope versus k r, at 
LFZF and GAM frequencies are given in Fig.8( c) and (d ), respectively. The sim ilarity 

of the  spectra for the floating potential and the turbulence envelope at the LFZF 

and GAM frequencies indicate that the radial scale of the envelope m ay be estim ated 
the same as that of the ZFs.  

)( rkS

 
4. Discussion  
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The spatial calibration accuracy  for the LP  radial positions  is about 1 m m. That m ay 
induce a finite wave vector component in the direction connecting the two poloidal LPs 

as  and m~0.4 from a finite radial wave vector k101.036/~ −= cmkk r r=0.5 cm-1 when 

the poloidal wave vector is zero. This m ay explain the deviati on of the m easured 
poloidal feature of the LFZFs from the m =0 symmetry. Therefore, the observation, in 
excellent agreem ent with theoretical and sim ulation predictions, unam biguously 
confirms the poloidal and toroidal symmetries of the fluctuations in this low frequency 
range in tokamak plasmas, as was done for the GAM alone before [26].   
    It is worth while to discuss the detailed mechanisms of the turbulence modulation. 
One of the important origins, which should be distinguished from the ZF-AT interaction, 
is the Doppler effects due to the movements of the LFZFs and GAMs. If the fluctuation 
power is inhom ogeneous with respect to the frequency in the plasm a fra me, the 
frequency modulation due to the Doppler ef fects in the laboratory frame should cause 
apparent modulation in the turbulence pow er of a frequency band. The m odulation 
power due to the Doppler ef fect is  expressed in the sim ple for m 

as max0 )/)(( fdffdPP δ=Δ , over th e turbulen ce power at th e center of a band, , 

where . A rough estimate for the present experiment shows that the 

modulations are typically ~1% and ~10% due to the Doppler ef fects and the ZF , 
respectively, for the frequency band from  350 to 400 kHz. Ther efore, the nonlin ear 
interactions between Z Fs and tu rbulence s hould be exis t to exp lain the ob served 
turbulence modulation. 

)( 0fP

max,0max )( ZFvfkf θ=

     One of the nonlinear interactions between ZFs and turbulence is the ExB velocity 
shearing. The shearing rate can be roughly evaluated from the observations. The plasma 

velocities at the LFZF and the GAM are estim ated as  and 

, respectively . The radial electrical  field fluctuations of ZFs  m ay be  

expressed as , here, and kr are radial co rrelation length and 

wave number of ZFs. Then the radial gradient  of electrical field fl uctuation is derived 

as    . The corresponding to shearing ra tes are  

described by

smVZF /200=

smVGAM /300=

rikrl
rr

ceEE )/1(
0

+−= cl

rikl
rcrr

rceiklEdrdE )/1(
0 )/1(/ +−+−=

ZFrcZF Vkl 22 )()/1( +=γ . Then the calcu lated sh earing rate is 

 for the LFZFs.  Taking account of effective shearing rate effect, the 

shearing rate is estim ated as  for the GAMs. This suggests that the 

shearing ef fects of the LFZF and the GAM  are com parable in th is case.  T he 

decorrelation rate of turbulence is evaluated to be ~  . Therefore, the shearing 

sLFZF /105~ 4×γ

sGAM /106~ 4×γ

s/103 5×
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rates of both LFZF and GAM m ay be too sm all to given a significant reduction of the 
turbulence. In addition, it is a plausible th at the shearing  ef fect m ay appear as the 
second harmonic frequency if the positiv e and negative sign of the sh ear should have 
the sam e ef fect on tu rbulence. As a resu lt, so me other nonlinea r in teraction betw een 
ZFs and tu rbulence, su ch as wave trapp ing, m ay be the m ajor cause of the well 
correlated envelope modulation synchronized with the ZF oscillations.  

Finally, the direct detection of ZFs (or el ectric field) can be carried out only with 
limited diagnostics i.e., LPs and HIBPs. However, both diagnos tics are not easily 
applicable f or presen t or f uture lar ge devices with high tem perature and strong 
confinement magnetic field. The indirect method to detect ZFs was proposed based on 
the local measurements of density fluctuation envelope and floating potential for GAM. 
The present observation shows that the modulation envelope of turbulence should really 
reflect th e spatio - tem poral characteris tics of both LFZFs and GAMs.  Therefore, the 
results presented here give a strong support of the feasibility of the indirect detection of 
ZF, which opens a wa y to proceed the turbulence and ZF researches in such high 
performance devices. 

 
5. Conclusion 
  The sign ificant f eatures of  L FZFs were iden tified by ve rifying th e sp atial 
characteristics, i.e, the symmetry in poloidal and toroidal direction, and the finite radial  
wave length with three-dim ensional Langm uir probe arrays in the H L-2A tokamak 
experiments. The nonlinear couplings between ZF and AT indicate that the ZF m ay be 
created by the three wave coupling m echanism. The envelope m odulation analyses 
show that the spatiotemporal s tructures of  turbulence envelope are sim ilar to  those  
observed in LFZFs and GAMs, a nd well anti- phase co rrelated with  the ZFs. The 
findings provide concrete evidence that th e turbulence envelope m odulation should be  
induced by the zonal flows, and strengthen the feasibility of the indirect m ethod to 
detect the zonal flows through the density fluctuation envelopes that could be measured 
with various diagnostics. Besides, the radial  wave num ber demonstrated clearly linear 
dispersion relation for the LFZFs and GAMs , consis tently with the theo retical 
prediction. Besides, the radi al wav e num ber dem onstrated clearly lin ear dispersion 
relation for the LFZFs and GAMs, consistently with the theoretical prediction. 
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Development of experimental diagnostics in fusion plasmas enables to give high 
spatial and temporal resolution measurements of fluctuations. To verify the observation 
of fluctuations within their resolutions, it is helpful to use simulation data as a test field 
for the measurements, taking account of lines of sight of each diagnostic. A numerical 
measurement module simulating a heavy ion beam probe is developed, and numerical 
diagnostics of electrostatic potential and density fluctuations are carried out on 3-D 
turbulent data obtained by a global simulation of drift-interchange mode turbulence in 
helical plasmas. Deviation between measurements and local values is estimated, and it 
is found that characteristic structures can be detected in spite of screening effect by the 
finite spatial resolution. 

 
Keywords: turbulence, structural formation, numerical simulation, heavy ion beam 
probe, fluctuation, spatial resolution 
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1. Introduction 

It is important to clarify the role of turbulent structures on anomalous transport in toroidal plasmas 
[1]. High resolution measurements of fluctuations have been carried out in experimental devices to 
make quantitative estimation of turbulent transport [2,3]. Numerical simulations of plasma turbulence 
are also carried out, and detailed analyses on the numerical turbulence fields can give good 
comparison with experimental results [4-6]. We have been developing a turbulence diagnostic 
simulator, which simulates plasma turbulence numerically [7]. Spatio-temporal data analyses as same 
in the experiments can be made on the simulation data [8], which aid the development of the data 
analysis technique to deepen our physical understandings. 4,5,6,7,8 

In this article, the development of a module simulating a heavy ion beam probe (HIBP) 
measurement is described. HIBP is a powerful diagnostic in plasma experiments, which give an 
electrostatic potential and electron density in the core plasma with high spatio and temporal 
resolutions [9-11]. We carry out numerical HIBP measurements on three-dimensional (3-D) numerical 
simulation data of turbulence in toroidal plasma to find out how detected signals are influenced by 
fluctuations along the particle trajectory of the probe beam. 9,10,11 

The article is organized as follows. In section 2, a reduced MHD model is explained for 
generation of turbulent fields in helical plasmas. In section 3, the setup of the HIBP module is 
described. In section 4, numerical diagnostics are carried out on the time series of the 3-D turbulent 
data, which is obtained by the nonlinear simulation, and comparison between numerical measurements 
and local values of the data are made. Finally we summarize our results in section 5. 

 
2. Generation of a turbulent field 

To provide turbulence data, the simulation code of the resistive drift wave turbulence in a linear 
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device, called ‘Numerical Linear Device’ [4] has been extended to calculate the drift-interchange 
turbulence in helical plasmas with a circular cross-section. The averaging method with the stellarator 
expansion [12,13] is applied to give a set of model equations as 

,  (1) 

,   (2) 

,   (3) 

where u is the stream function, A is the ζ component of the vector potential, P is the total pressure, 
, , Φ is the magnetic potential, α = VA / (2Ωci a), C = γ P0VA / (Ωci 

a), Ω =   is the magnetic curvature, S is the pressure source, VA is the Alfvén velocity, 
Ωci is the ion cyclotron frequency, a is the minor radius, γ is the specific heat ratio, η is the resistivity, 
µ and η⊥ are viscosities,  is the average of f over the helical pitch length, and [ ] is the Poisson 
bracket. The following normalizations are used in the model equations: u / (ε aVA) → u, A / (ε aB0) → A, 
P / (ε aB0

2 / µ0) → P, t / tA → t, and r / a → a, where ε is the inverse aspect ration and tA = a / ε VA is the 
Alfvén time. 

Equations (1) - (3) are solved in the toroidal coordinate with spectral expansion in the poloidal and 
toroidal directions. The boundary condition in the radial direction are set to f = 0 at r = 0, 1 when m ≠ 0, 
and ∂f / ∂r = 0 at r = 0, f = 0 at r = 1 when m = 0, where f implies {u, Α, P}, m is the poloidal mode 
number, and r = 1 gives an outer boundary of the plasma. In the initial state the pressure profile is given 
to be flat. The pressure source is fixed to be 

,  (4) 

with S0 = 0.2, LN = 0.6 [m], which forms the profile peaked at r = 0. The magnetic potential is given by 
,   (5) 

where Il is the modified Bessel function, l is the pole number of the helical winding, h = M / R0, M is the 
pitch number, R0 is the major radius, and Φl is a constant coefficient. The following parameters are used: 
B = 2.0 [T], Te = 1 [keV], a = 0.6 [m], R0 = 3.75 [m], µ = η = η⊥ = 1 × 10-5, l = 2, M = 10, Φl = 0.2. 
Rotational transform ι is given to be a monotonically increasing function with the radius from ι (0) = 
0.41 to ι (1) = 1.17. 

Simulations are performed with 1024 grids in the radial direction. Fourier modes -64 ≤ m ≤ 64, -16 
≤ n ≤ 16 are taken, where n is the toroidal mode number. Spatio-temporal data of turbulent fields are 
generated by this global simulation. Figure 1 (a) shows the time evolutions of the fluctuating energy of 
the electrostatic potential. Low m, n modes are excited in the linear growing phase, and saturation is 
obtained with energy exchange between various modes by nonlinear couplings. Figure 1 (b) shows the 
energy spectrum of the electrostatic potential on m in the nonlinear saturation state. The snapshots of the 
contours of the electrostatic potential and density at t = 1000 are shown in Fig. 2. Spatio-temporal data  
analyses are  
 

(a)  (b)  

Fig. 1: (a) Time evolutions of the energy of Fourier modes. The fluctuation energies of the electrostatic 
potential are shown. (b) Potential energy spectrum on poloidal mode number m in the nonlinear 
saturation state. 
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Fig. 2: Contours of (a) the electrostatic potential fluctuation and (b) the density fluctuation on the 
poloidal cross-section. These are the snapshots at t = 1000 in Fig. 1. The example of the HIBP beam 
trajectory (green line) with the ionization region (blown region) is also shown in (a). 
carried out on this simulation data. Here, we assumed that the E×B flow velocity is larger than the 
diamagnetic flow velocity and the temperature is constant, so variables u and P represent the 
normalized electrostatic potential and density, respectively. 

 
3. Simulation of a heavy ion beam probe 

We have been developing several modules to simulate experimental diagnostics of turbulence. 
Time series of 3-D data from numerical simulations, as obtained in section 2, are analyzed with these 
modules. Here, analyses with a HIBP module are described. 

 
3.1. Set up of a heavy ion beam probe module 

A heavy ion beam probe is used to measure the electrostatic potential and the density in the core 
plasmas. The heavy ions such as Cs+ and Au+ are injected into the plasma, and the ions that are 
ionized from charge +1 to +2 in the plasma is detected as shown in Fig. 2 (a). The difference between 
the particle energy of the injected and detected ions corresponds to the potential at the ionized point, 
so the potential can be obtained. The trajectory of the ions changes in accordance with the ionization 
points, so the observation point can be identified. The intensity of the detected beam is affected by the 
ratio of ionization in the sample volume, and the attenuation along the trajectory, which is given to be 
[14] 

, (6) 

where Id and I0 are the detected and injected beam current,  is the ionization rate, vb is the 
velocity of the heavy ion, l1,2,3 are path lengths of primary beam, secondary beam, and ionization 
region, respectively. The ionization rate is given by Lotz’s empirical formula [15]. If the density is 
low, the attenuation along the trajectory is small, and the beam intensity can be assumed to obey the 
density at the ionization point. 

In this way, the detected beam gives information of the potential and density at the ionization 
point. The HIBP module simulates this mechanism as the following way; the injection point, angle 
and energy, and detector position are set at first, and the trajectory of the injected ions is calculated in 
the fluctuating fields using the equation of motion. The charges of the ions are changed from +1 to +2 
on the way to find the ionization point, from which the ions get into the detector position. Considering 
the finite beam width and detector size, the detector catches ions from not single ionization point but 
some region. The energies of ions and the beam intensity given by Eq. (6) are calculated, and 
averaged over the ionization region (sample volume) to give HIBP signals taking account of the 
spatial resolutions. 
 
3.2. Benchmark of the module 

We have been developing the HIBP module with the mechanism described in the previous 
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subsection. According to experiments [16], singly ionized gold ions (Au+) are injected with the energy 
of 1.5 [MeV] as a probing beam. For the benchmark, a calculation on the mean fields, which are 
constant in the poloidal and toroidal directions, is carried out. The mean profiles of the potential and 
density at t = 1000 are subtracted from the data in Fig. 1, which is shown as the solid curves in Fig. 3. 
A scan of the detection position gives the radial profiles with the fixed injection condition. The radius 
is determined by averaging it over the sample volume. The detected ion energy and beam intensity 
give the potential and density, which are well reproduced in accuracy of 2% with the potential and 8% 
with the density, as shown with triangles in Fig. 3. This is the case with the beam width of 1cm and 
the detector size of 3cm. Note that the beam intensity is the integration along the sample volume 
determined by the detector size, so a large sample volume gives a large intensity accordingly, as 
shown in the detected beam intensity in Fig. 3. The beam intensity has to be divided by the size of the 
sample volume, which is also obtained by the numerical HIBP calculation, to obtain the corrected 
local density. 
 
4. Numerical measurement 

To produce a signal that can be comparable to experiments, a simulation of the HIBP, described 
in section 3, is carried out on the turbulent data, obtained in section 2. 
 
4.1. Radial profiles 

The numerical HIBP measurement is carried out on the fluctuation fields. Radial profiles are 
calculated using a snapshot data at first. The fluctuations of the potential and density at t = 1000, 
shown in Fig. 2, are analyzed. Figure 4 shows the calculated values at several points. The local values 
at the center of the sample volume are also shown. Comparison between them indicates that the 
calculated values agree well in the potential case, but large deviation exists in the density case. This is 
because the HIBP signal is given by averaging over the sample volume. As is shown in Fig. 2, the 
typical length of the fluctuations is larger in the potential than in the density. So the averaging screens 
the fine structures, which gives the large deviation in the density measurement. 

 
4.2. Time evolutions 

The data has time series, so time evolutions of quantities can be obtained. Figure 5 shows the time 
evolutions of (a) the potential, (b) detected beam intensity, (c) observation point and (d) size of the 
sample volume. These values are obtained by analyzing the fluctuation data with fixed injection and 
detection conditions. Figure 5 (c) indicates that the deviation of the observation point is 5 % at most. In 
addition to that, Fig. 5 (d) indicates that the size of the sample volume is around 8 % of the radius. 
Therefore, the potential and density fluctuations have the deviation of more than 10 % from the values 
on the fixed position in the sample volume. Figure 6 shows the comparison between the potential 
calculated with the HIBP measurement and that at the fixed point. The characteristic oscillation can be 
identified with the numerical HIBP signal, so the selected beam width and detector size are small 
enough to study the fluctuations. On the other hand, as in Fig. 7 (a), the deviation of the density is too 
large to reproduce the fluctuation at a fixed position. By reducing the beam width and detector size, the 
characteristic time evolution can be reproduced as in fig. 7 (b). The comparison of the spectra also 
shows that the spectrum of the density is well reproduced in the thinner beam case, though is not in the 
wider beam case, as in Fig. 8. In this way, the spatial resolution necessary to resolve the target 
fluctuation can be estimated with the numerical measurement. 

 
4.3. Correlation analyses 

The observation point can be selected by adjusting the condition of the beam injection and 
detection, and data at any multiple points are available. Correlation analyses are carried out using the 
signals. Figure 9 shows the two-point correlation of the potential between the different radii. There 
exists a broad mode in the radial direction at the frequency about 0.026, so there are the large correlation 
at Δt =0, 39tA, 78tA, and so on. This characteristic is reproduced by using the numerical HIBP signals, as 
in Fig. 9. The fluctuation analysis shows that the numerical experiment is useful to obtain the results that 
can be compared with experiments. 
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5. Summary 
In summary, we have carried out the nonlinear simulation of the drift-interchange turbulence in the 

helical plasma, and the numerical measurement simulating the HIBP on the data. The HIBP module 
calculates the electrostatic potential and density, taking account of the perturbation of the trajectories of 
the probe beam. The spatial resolution can be estimated, considering the finite beam width and detector 
size, and the calculation shows whether the given resolution is fine enough to resolve the target 
fluctuation. The example of the correlation analyses is also described to show the effectiveness for 
identification of the characteristic structure. 

These results are obtained from one of the functions in the turbulence diagnostic simulator, which 
is the combination of the several turbulence codes and the several modules to simulate the experimental 
measurements. Integration of several modules will clarify the formation mechanism and the effect on 
transport with the quantitative analyses over the wide range in space and time.  

 

 
 

Fig. 3: Measurements of (a) the electrostatic potential and (b) density using the numerical HIBP on the 
mean fields at t = 1000 in the turbulent simulation. Triangles (▲) and the solid line (-) indicate the 
numerical measurements and the mean profile, respectively. Open squares (□) are the detected beam 
intensities, which are divided by the size of the sample volume to give the density. 

 

 
Fig. 4: Measurements of (a) the electrostatic potential and (b) density by using the numerical HIBP on 
the fluctuating field at t = 1000 in the turbulent simulation. Triangles (▲), crosses (×) and the solid line 
(-) indicate the numerical measurements, corresponding local values and the mean profile, respectively. 
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Fig. 5: Time evolutions of (a) the electrostatic potential, (b) detected beam intensity, (c) observation 
point and (d) size of the sample volume from the numerical HIBP measurement on the turbulent fields. 

 
Fig. 6: Time evolutions of the electrostatic potential with the numerical HIBP measurement (solid line) 
and the local value at the fixed point in the sample volume (dashed line). This is the case with the beam 
width of 1cm and the detector size of 3cm. 

 
Fig. 7: Time evolutions of the density with the numerical HIBP measurement (solid line) and the local 
value at the fixed point in the sample volume (dashed line). These are the cases with (a) the beam width 
of 1cm and the detector size of 3cm, and with (b) the beam width of 0.5cm and the detector size of 
1.5cm. 
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Fig. 8: Spectra of the density with the numerical HIBP measurement (solid line) and the local value at 
the fixed point in the sample volume (dashed line). These are calculated from the time series data in Fig. 
7. 
 

 
Fig. 9: Two-point correlation of the electrostatic potential between r / a = 0.35 and 0.45, calculated from 
the values from the HIBP measurements (solid line) and the corresponding fixed positions (dashed line). 
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Abstract 
   In order to implement large-scale and high-beta tokamak simulation, a new 
algorithm of the electromagnetic gyrokinetic PIC (particle-in-cell) code was 
proposed and installed on the Gpic-MHD code [Gyrokinetic PIC code for 
magnetohydrodynamic (MHD) simulation]. In the new algorithm, the vortex 
equation and the generalized ohm’s law along the magnetic field are derived from 
the basic equations of the gyrokinetic Vlasov, Poisson, and Ampere system and are 
used to describe the spatio-temporal evolution of the field quantities of the 
electrostatic potential 

€ 

φ  and the longitudinal component of the vector potential 

€ 

Az . Particle information is mainly used to estimate second order moments in the 
generalized ohm’s law. Because the lower order moments of the charge density 
and the longitudinal current density are not used explicitly to determine 

€ 

φ  and 

€ 

Az , the numerical noise induced by the discreteness of particle quantities reduces 
drastically. Another advantage of the algorithm is that the longitudinal induced 
electric field, 

€ 

ETz = −∂Az /∂t , is explicitly estimated by the generalized ohm’s law 
and used in the equations of motion. The particle velocities along the magnetic 
field are used (

€ 

vz -formulation) instead of generalized momentums (

€ 

pz
-formulation), hence there is no problem of ‘cancellation’, which appear when 
estimating 

€ 

Az  from the Ampere’s law in the 

€ 

pz -formulation. The successful 
simulation of the collisionless internal kink mode by new Gpic-MHD with the 
realistic values of the large-scale and high-beta, revealed the usefulness of the 
new algorithm.   
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1.  Introduction 
   The full understanding of experimentally observed global 
magnetohydrodynamic (MHD) phenomena in high temperature tokamak 
plasmas, inevitably requires investigations by the kinetic theory and 
simulation. There is no doubt that the MHD code with kinetic or extended 
MHD modifications can treat such phenomena. However, fluid-type simulation 
always encounters the problem of the “closure” which arises when deriving 
moment equations from the kinetic equations. The electromagnetic gyrokinetic 
PIC (particle-in-cell) code based on the gyrokinetic theory [1,2] is able to 
simulate such phenomena without the “closure” problem, although it needs 
huge computer resources because it must follow huge number of charged 
particles in the electromagnetic fields consisting of the external magnetic field 
and fields generated by charged particles themselves. In addition to the 
development of advanced algorithm, parallelization of gyrokinetic PIC codes on 
states-of-the art massive parallel computers is the crucial subjects. The 
parallelized code must have a good parallel performance up to more than 

€ 

103 −105  cores. This article skips the parallelization techniques (for example see 
reference [3]) and concentrates on the development of the advanced algorithm.  
   More than a decade ago, we developed the gyrokinetic PIC code, gyr3d [4,5], 
based on the conventional gyrokinetic algorithm with 

€ 

δf scheme, in which 
(marker) particles represent only perturbed part of the velocity distribution 
functions, and successfully simulated collisionless 

€ 

m =1/n =1  (

€ 

m, n  are 
poloidal and toroidal mode numbers, respectively) internal kink mode that is 
the dominant mode related to the tokamak sawteeth crash phenomena 
(internal disruption). The gyr3d code was programmed for the three 
dimensional (3d) rectangular coordinate system, hence needed huge computer 
resources by two reasons. The first reason is that the time step size was forced 
to be quite small to resolve the quite fine time scale of unwanted high frequency 
shear Alfven waves. The second reason is that we must have the fine scale 
spatial resolution to resolve a collisionless electron skin depth 

€ 

de , which is one 
of the characteristic lengths related to the physics of collisionless magnetic 
reconnection. Another characteristic length is an ion gyro-radius estimated by 
electron temperature 

€ 

ρs and becomes important when 

€ 

ρs is larger than 

€ 

de . 
By the limitation of computer resources, simulation was done with the 
parameters of 

€ 

de /a ~ 0.1 (

€ 

a  is a minor radius) and 

€ 

ρs /de <1: the small scale 
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and low beta simulation. Note that here high beta means 

€ 

βemi /me = (vte /vA )
2 = (ρs /de )

2 >1, where 

€ 

βe  is the electron beta, 

€ 

mi  and 

€ 

me are 
the ion and electron masses, respectively, 

€ 

vte  is the electron thermal velocity, 
and 

€ 

vA  is the Alfven velocity.  
   Recently we developed the gyrokinetic PIC code for MHD simulation, 
Gpic-MHD [3], with cylindrical geometry. The field quantities are represented 
with Fourier mode expansion both in axial and azimuthal directions. 
Nonuniform mesh is used in the radial direction so that we can accumulate the 
mesh around the rational surface. We can increase the time step by eliminating 
unwanted shear Alfven modes in Fourier space. Due to the symmetry of the 
geometry we have 2d code with a single helicity and 3d code with 
multi-helicities. The 2d version of Gpic-MHD successfully simulated the 
collisionless internal kink mode [3]. The parameter range was extended from 
the gyr3d code but it could not access to the region with 

€ 

de /a < 0.01 and 

€ 

ρs /de >1.  The gyr3d and (conventional) Gpic-MHD codes use the generalized 
momentum 

€ 

pz = vz + (qs /ms)Az  [

€ 

qs and 

€ 

ms are the charge and mass for species 

€ 

s (electron or ion)] instead of the velocity 

€ 

vz along the magnetic field. It was 
pointed out that the “cancellation” problem appears when estimating 

€ 

Az  from 
the Ampere’s law in the 

€ 

pz -version. The “cancellation” problem causes the 
inaccuracy of the field solver when 

€ 

de /a <<1 and 

€ 

ρs /de >1. One of solutions 
circumventing this problem is to use split-weight scheme [6,7], which is the 
advanced version of the 

€ 

δf scheme, where 

€ 

δf  is decomposed into adiabatic and 
non-adiabatic responses. We have carefully revisited the formulation of 
split-weight scheme. In the split-weight scheme of 

€ 

pz -version, to temporally 
advance particle weights, 

€ 

∂φ /∂t  and 

€ 

∂Az /∂t  must be evaluated by the vortex 
equation and generalized ohm’s law along the magnetic field.  
   It is natural to conceive that we can directory use the vortex equation and 
the ohm’s law for the spatio-temporal evolution of 

€ 

φ  and 

€ 

Az . Hence we 
proposed an alternative algorithm to the split-weight scheme. The new 
algorithm is very simple and uses these two equations to obtain 

€ 

φ  and 

€ 

Az . 
There is no need to use gyrokinetic Poisson equation and Ampere’s law. (They 
are used only to determine initial 

€ 

φ  and 

€ 

Az .) Because now we have accurate 
estimation of the induced electric field 

€ 

−∂Az /∂t , we use the 

€ 

vz-formulation. Also 
we use the conventional 

€ 

δf scheme. The information of particles is mainly used 
to estimate second order moment in the ohm’s law. The basic idea was 
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previously presented [8] and this article describes the details of the new 
algorithm. 
  The outline of this paper is as follows. The formulation of the new algorithm 
is summarized in section 2 as well as the essence of the conventional algorithm. 
The application to the collisionless internal kink mode simulation is described 
in section 3. The conclusions and discussion are given in section 4. 

 
2.  Proposal of new algorithm 

   The new algorithm of the electromagnetic gyrokinetic PIC code will be 
proposed in this section after the description of the conventional algorithm [2,4]. 
The basic gyrokinetic equations are derived using the ordering of 

                     

€ 

ω
ωci

~ ρti
L
~ k//
k

⊥

~ eφ
T
~ δB
B0
~ O(ε) ,                      (1) 

where 

€ 

ω  is the characteristic mode frequency, 

€ 

ωci is the ion gyro-frequency, 

€ 

ρti  is the thermal ion gyro-radius, 

€ 

L  is the characteristic length of the 
equilibrium quantities, 

€ 

k//  and 

€ 

k⊥  are the wave numbers parallel and 
perpendicular to the magnetic field, respectively,  is the plasma temperature, 

€ 

δB  is the perturbed magnetic field, 

€ 

B0  is the magnitude of a constant 
longitudinal magnetic field, and 

€ 

ε is the smallness parameter. We consider 
only the long wavelength limit of 

€ 

k⊥ρti ~ O(ε) , although the extension to the 
case of 

€ 

k⊥ρti ~ O(ε
0)  is not difficult. (The case of 

€ 

k⊥ρti ~ O(ε
0) is important 

especially when we treat ion diamagnetic stabilization.) The lowest order 
tokamak model is employed; the plasma shape is the straight cylinder with 
periodic boundary condition in the axial direction. 
   The electric and magnetic fields are expressed by 

€ 

φ  and 

€ 

Az  as 

                       

€ 

E = −∇φ −
∂Az

∂t
b ,                                 (2) 

                       

€ 

B = B0 b +∇Az × b ,                                (3) 
where 

€ 

b is the unit vector in the direction of the longitudinal magnetic field 
(axial direction). 
   The gyrokinetic Vlasov equation for the 

€ 

vz-formulation is 

                   

€ 

dfs
dt

=
∂fs
∂t

+
dxs
dt

⋅
∂fs
∂x

+
dvzs
dt

∂fs
∂vz

= 0 ,                        (4) 

where 

€ 

fs = f s(x,vz,t)  is the velocity distribution function for the species 

€ 

s and 

! 

T
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€ 

dxs
dt

= −
∇φ × b
B0

+ vzb
* ,                               (5) 

                    

€ 

dvzs
dt

= −
qs
ms

b* ⋅ ∇φ +
∂Az

∂t
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ ,                            (6) 

where 

                       

€ 

b* = b +
∇Az × b
B0

.                                 (7) 

Eqs.(5) and (6) represent the characteristic of the gyrokinetic Vlasov equation. 
For simplicity we assume 

€ 

qi = e. In the gyrokinetic PIC code, the equations for 
individual particles are identical to Eqs.(5) and (6). Some scientists prefers not 
to numerically estimate 

€ 

∂Az /∂t  appearing in the right-hand-side of Eq.(6) and 
use 

€ 

pz -formulation where 

                      

€ 

pzs = vzs +
qs
ms

Az (xs,t) .                              (8) 

The gyrokinetic Vlasov equation for 

€ 

pz -formulation is given by 

                    

€ 

dfs
dt

=
∂fs
∂t

+
dxs
dt

⋅
∂fs
∂x

+
dpzs
dt

∂fs
∂pz

= 0 ,                       (9) 

where 

                     

€ 

dpzs
dt

= −
qs
ms

b ⋅ ∇φ − vzb ⋅ ∇Az( ) .                       (10) 

In Eq.(10) 

€ 

∂Az /∂t  does not appear explicitly. 
   In the conventional gyrokinetic code, the field quantities of 

€ 

φ  and 

€ 

Az  are 
obtained by the gyrokinetic Poisson equation and Ampere’s law, respectively:  

                     

€ 

ω pi
2

ωci
2 ∇⊥

2φ =
e
ε0

fedv∫ z −
e
ε0

f idv∫ z,                     (11)  

                    

€ 

∇⊥
2 Az = µ0e vz fedv∫ z −µ0e vz f idvz∫ ,                    (12) 

for the 

€ 

vz-formulation and 

                     

€ 

ω pi
2

ωci
2 ∇⊥

2φ =
e
ε0

fedpz∫ −
e
ε0

f idp∫ z ,                     (13) 

              

€ 

∇⊥
2 Az = µ0e (pz +

e
me

Az) fedpz∫ −µ0e (pz −
e
mi

Az ) f idpz∫ ,          (14) 

for the 

€ 

pz -formulation, where 

€ 

ω pi  represents the ion plasma frequency, and 

€ 

ε0 
and 

€ 

µ0  are the vacuum permittivity and permeability, respectively. The system 
of Eqs.(9), (13), and (14) forms the basic equations of gyr3d and the 
conventional version of Gpic-MHD.  
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   By taking a partial time derivative of Eq.(11), we have the vortex equation 
after some mathematical manipulations: 

                

€ 

∂
∂t
∇⊥
2φ = −vA

2b* ⋅ ∇ ∇⊥
2 Az( ) − b ×∇φB0

⋅ ∇ ∇⊥
2φ( ).                 (15) 

Also, by taking a partial time derivative of Eq.(12), we have the ohm’s law along 
the magnetic field: 

           

€ 

∂
∂t
∇⊥

2 Az = µ0e
2 ne
me

+
ni
mi

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 
∂Az

∂t
+ b* ⋅ ∇φ

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ −
b ×∇φ
B0

⋅ ∇ ∇⊥
2 Az( )

                  −µ0eb
* ⋅ ∇ v 2 fedvz∫ + µ0eb

* ⋅ ∇ v 2 f id∫ vz .
          (16) 

   The basic idea of the proposed algorithm is to use Eqs.(15) and (16) to 
describe spatio-temporal evolution of 

€ 

φ  and 

€ 

Az . The particle information is 
mainly used to estimate second order momentum equations, which appear in 
the third and forth terms in the right-hand-side of Eq.(16). It is important to 
notice that Eqs.(11) and (12) is only used when estimating the initial value of 

€ 

φ  
and 

€ 

Az . Hence the numerical noise due to the discreteness of particles when we 
estimate zeroth and first order moments (charge and current densities), does 
not appear in the proposed algorithm. Although we use particle information to 
estimate lowest order moments of 

€ 

ne  and 

€ 

ni which appear in the first term on 
the right-hand-side of Eq.(16), the effect is minimal because the particle 
information is used only to estimate perturbed part of the densities. 
   From Eq.(16) we also have accurate estimation of 

€ 

∂Az /∂t , hence we can 
advance charged particles following Eq.(6). Hence we use the 

€ 

vz-formulation 
for the new algorithm. The new version of Gpic-MHD is based on Eqs.(4), (15), 
and (16). 

 
3.  Simulation Results 

   For the simulation of the collisionless internal kink mode, we used the 2d 
Gpic-MHD code assuming single helicity. The conventional version is based on 
Eqs.(9), (13), and (14), while new version is based on Eqs.(4), (15), and (16). 
Both versions use the conventional 

€ 

δf  method. 
   The computer we used is SR16000 [“plasma simulator” in NIFS (National 
Institute for Fusion Science)], which is the state-of-the-art scalar SMP 
(symmetric multiprocessing) cluster system. The total system of SR16000 is 
consisting of 128 nodes and each node includes 32 physical cores with SMP 
architecture. By using multithreading technology, one physical core is 
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equivalent to two logical cores.  
   First, the results of the conventional version of Gpic-MHD [3], are compared 
with the results of the new version for 

€ 

de /a = 0.06 and 

€ 

ρs /de =1. For the safety 
factor profile, we used the monotonically increasing function given by 

€ 

q(r) = q0 /[1− 4(1− q0)(r /a)
2] with 

€ 

q0 = 0.85. The 

€ 

q =1 rational surface resides at 

€ 

r /a = 0.5 . The equilibrium current is generated by the shifted Maxwellian 
velocity distribution function of electrons. The selected aspect ratio is 

€ 

R /a =18 
in order to hold the electron drift velocity less than electron thermal velocity. 
We verified that the both codes generated the almost identical results such as 
the linear growth phase succeeded by the nonlinear acceleration phase of the 
growth rate, and the observation of collisionless magnetic reconnection 
resulting in full reconnection. However it was difficult for the conventional 
version to obtain physically sound results when we further reduced 

€ 

de /a  and 
increased 

€ 

ρs /de . One of reasons of this limitation is related to the “cancellation” 
problem. We found that the energy conservation is excellent for the new 
version. 
    To show that the new version of Gpic-MHD can approach large scale and 
high beta parameter range of present and future tokamaks, we made the series 
of simulation by reducing 

€ 

de /a  from 0.016 to 0.002 with fixed value of 

€ 

ρs /de = 3 and 

€ 

R /a =18. The obtained linear growthrates versus 

€ 

de /a  is shown 
in Figure 1. The growth rate is normalized by 

€ 

vA /2πR  with 

€ 

vA  estimated by 

€ 

B0 . The number of azimuthal mesh is fixed as 64. The nonuniform radial mesh 
is used; the mesh is accumulated around the 

€ 

q =1  rational surface. The 
number of radial mesh is increased from 257 to 2049 as 

€ 

de /a  becomes small 
(as the size of the system increases). The number of processes is 256 or 512 and 
the number of threads is 16. The “particle decomposition” is used for the process 
parallelizaton in which each process has a replica of the total field quantities. 
We used MPI (Message Passing Interface) for the processes and 
auto-parallelization for the threads. The number of the processes multiplied by 
the number of the threads is equivalent to the number of logical cores in 
execution. The number of particles per process is one million or 4 millions. For 
the largest scale case of 

€ 

de /a = 0.002  we used 8192 logical cores and 2.048 
billion particles with the wall clock time less than 10 hours. We verified that 
the obtained linear growth rates are proportional to 

€ 

de /a  as the theory 
predicts: 

€ 

γ ∝ de
1/ 3ρs

2 / 3 for 

€ 

ρs /de >>1 [9], which means 

€ 

γ ∝ de  for the fixed value 
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of 

€ 

ρs /de . The results for the lower value of 

€ 

R /a  also confirmed the same 
results (not presented here). We verified that we are able to simulate 
large-scale and high-beta tokamaks with the new algorithm, although in the 
limit of the straight tokamak. We believe that there will be no serious problem 
when we extend this algorithm to the toroidal geometry. 

 

             Fig.1 The growth rate versus normalized skin depth. 

€ 

Nr  is the  
                  number of nonuniform radial meshes which is accumulated 
                  around the 

€ 

q =1 rational surface.  
 
4. Conclusions and Discussion 

    The new algorithm for the electromagnetic gyrokinetic PIC code was 
proposed. In the new algorithm, the vortex equation and the generalized ohm’s 
law along the magnetic field are derived from the basic equations of the 
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gyrokinetic Vlasov, Poisson, and Ampere system and are used to describe 
spatio-temporal evolution of 

€ 

φ  and 

€ 

Az . Particle information is mainly used to 
estimate the second order moments in the generalized ohm’s law. Because the 
lower order moments, charge density and longitudinal current density, are not 
used explicitly to determine 

€ 

φ  and 

€ 

Az , the numerical noise induced by the 
discreteness of particle quantities reduces drastically. Another advantage of the 
algorithm is that the longitudinal induced electric field, 

€ 

ETz = −∂Az /∂t , is 
explicitly estimated by the generalized ohm’s law and used in the equations of 
motion. Because we use the 

€ 

vz-formulation instead of the 

€ 

pz -formulation, there 
is no problem of ‘cancellation’, which appear when estimating 

€ 

Az  from the 
Ampere’s law in 

€ 

pz -formulation with conventional 

€ 

δf  method. The proposed 
algorithm was installed in the Gpic-MHD code. The simulation of collisionless 
internal kink mode by new Gpic-MHD demonstrated that we can simulate 
global and kinetic MHD mode with the realistic parameters of 

€ 

de /a ~ 0.001 and 

€ 

ρs /de >1. Therefore the new Gpic-MHD can simulate large scale and high beta 
tokamak with kinetic effects, which are naturally included in the gyrokinetic 
PIC code.  
   There is one essential question of this algorithm, which we cannot answer at 
present. If we make a very long time scale runs with new Gpic-MHD, the 
equalities of gyrokinetic Poisson equation and Ampere’s law are not assured. 
The equalities are only guaranteed in the limit of collisionless fluid in the phase 
space. Once the velocity distribution is approximated by the (marker) particles, 
the equalities hold only approximately; the difference will increase as time 
advances. Although up to now we have observed no unphysical phenomena, it is 
important that we will be very careful to verify the soundness of the simulation 
results especially in the very long time scale simulations. Because our 
algorithm is brand-new, the accumulations of well-benchmarked simulation 
results will finally decide the validity and usefulness of this algorithm.  
   The new algorithm proposed here gives the alternative to the split-weight 
method. There is also another alternative named the total characteristic 
method [10], in which 

€ 

δf estimated by (marker) particles is complemented with 
the fluid model to satisfy the conservation properties. We are interested in a 
similarity between two alternatives because both use the lower order moment 
equations, but the comparison in detail is outside the subject of this article.  
   From the basic equations of (4), (11), and (12), we can also derive the 

64



65 

gyro-reduced MHD equations as,  

                     

€ 

∂
∂t
∇⊥
2φ = −vA

2b* ⋅ ∇ ∇⊥
2 Az( ) − b ×∇φB0

⋅ ∇ ∇⊥
2φ( ),            (17) 

                    

€ 

∂
∂ t
Az = −b* •∇φ + de

2 d
dt
(∇⊥

2 Az) +
Te0
ne0e

b* •∇ne ,           (18) 

                      

€ 

∂
∂ t
ne = −

b ×∇φ
B0

•∇ne −
1
eµ0

b* •∇(∇⊥
2 Az),             (19) 

where  

                              

€ 

d
dt

=
∂
∂t

+
b ×∇φ
B0

⋅ ∇ ,                      (20) 

is a convective derivative. Based on these equation, we made GRM code [11,12], 
which is one of extended reduced-MHD codes. Hahm et al. first pointed out the 
close relation between the gyrokinetic equations and the reduced MHD 
equations [2]. Eq.(17) is the vortex equation [same as Eq.(11)]. Eq.(18) is the 
ohm’s law along the magnetic field and can be derived from Eq.(18) with some 
approximation. The isothermal model is assumed for electrons in which 
electron pressure is approximated by 

€ 

pe = Te0ne (

€ 

Te0  is the constant 
temperature). Eq.(19) describes the conservation of electrons. In the fluid point 
of view, the lower order moment equations of Eqs.(17) and (18) is closed by 
estimating second order moment (electron pressure) by the lowest order 
moment (electron density). In the same terminology, in the new algorithm we 
closes the moment equations [Eqs.(15) and (16)] by estimating second order 
moments by the particle information; we can say that we use the “particle 
closure” or “complete closure” because these equations are derived without 
approximation from the gyrokinetic equations and should be complete in the 
collisionless fluid limit in the phase space.  
   The simulation results presented in the previous section agreed very well 
with the results obtained by the GRM code. The linear growthrate given by the 
new Gpic-MHD code are slightly larger than the results by the GRM code. This 
may come from the fact that the perturbed electron temperature, which is 
naturally included in Gpic-MHD, has weak destabilizing effects on the internal 
kink mode. 
   We have a plan to make a toroidal version based on this new Gpic-MHD code 
in the near future. We believe that, in principle, the algorithm proposed in this 
article is applicable to the toroidal version.  
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Abstract  In order to investigate the power and particle control with diveror system of fusion reactors, 
numerical simulations have been widely carried out. Fluid codes require further improvement of physics 
modeling for edge plasmas. The full particle simulation is powerful to study fundamental physics of 
open-field SOL-divertor plasmas as well as of the whole tokamak plasma including SOL-divertor region. 
PARASOL code with PIC method and binary collision model has been developed in JAERI and JAEA. 
Simulations with PARASOL code have been carried out for the above purpose. The one-dimensional (1D) 
version of PARASOL was applied to investigate the Bohm criterion, the supersonic flow, the SOL heat 
conduction, and so on. The ELM heat propagation was studied with the 1D-dynamic PARASOL. The 
two-dimensional version of PARASOL for the whole tokamak plasma with SOL-divertor region was 
useful to simulate the SOL flow pattern, the electric field formation etc. Based on PARASOL simulation 
results, physics modeling for the fluid simulation has been constructed. 
 
 
 
1 Introduction 
 
  Power and particle control is one of the most important issues in the magnetic-confinement nuclear 
fusion research and development [1]. Large heat flux to the divertor plates in the fusion reactors is worried 
about from the viewpoint of lifetime reduction of the divertor plates. In order to design the divertor 
equipment and to plan the operation scenario, numerical simulations have been widely carried out. The 
edge plasma including scrape-off layer (SOL) and divertor regions is very complicated due to many 
interactive processes among fuel plasmas, impurities, neutral particles, and wall-surfaces in the complex 
geometries of magnetic configuration and wall. Comprehensive divertor codes employing plasma fluid 
equations are used for the simulation of such a complex system [2,3]. In the plasma fluid equations, 
however, several physics models are to be applied, such as the boundary condition of flow velocity at the 
divertor plate, the heat conduction parallel to magnetic field and so on [2,3].  
  To examine the validity of the above physics models, kinetic studies are indispensable. One of the most 
powerful kinetic approaches is the particle simulation [3~6]. There were many particle codes to study 
plasma physics phenomena with periodic condition along the magnetic field direction. We have been 
developing an electrostatic particle-in-cell (PIC) code called PARASOL (PARticle Advanced simulation 
of SOL and divertor plasmas) and studying the basic physics of SOL-divertor plasmas. The PIC model 
handles the full particles unlike the δf model that assumes a fixed known background distribution function. 
The full particle simulation is able to realize a kinetic equilibrium far from the Maxwellian in edge 
plasmas, although it accompanies the large numerical noise [7]. Because the relaxation process of velocity 
distributions is naturally important, Monte Carlo (MC) modeling for Coulomb collisions as well as for 
atomic-molecular reactions is introduced into PARASOL. PARASOL code now is applied to the 
simulation of a whole tokamak plasma with open-field SOL-divertor region. This paper reviews the 
history of the development of PARASOL code and the simulation study by using PARASOL. 
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2 Prehistory of PARASOL 
 
  In a scrape-off layer plasma touching the divertor plate, the self-consistent electrostatic field, i.e., sheath 
and pre-sheath field, plays an important role. Velocity distribution functions of electrons and ions are 
distorted remarkably from the Maxwellian. Therefore, the electrostatic particle model is suitable to study 
divertor plasmas.  
  As the first code of PIC model for divertor plasma simulation, we in JAERI (Japan Atomic Energy 
Research Institute, the predecessor of the present JAEA; Japan Atomic Energy Agency) developed a 
two-dimensional (2D) code before 1980. We found that in the SOL of a poloidal divertor tokamak the 
plasma flow together with the pre-sheath are formed due to the particle source supplied by the cross-field 
diffusion [8]. In this code, a random-walk MC technique was introduced for the cross-field diffusion, while 
the collisional scattering in the velocity space was not taken into account. 
  Abreast of our earlier simulation, Chodura studied the transition layer between a plasma and a wall in 
an oblique magnetic field by using a one-dimensional (1D) collisionless PIC model. It was found that the 
magnetic pre-sheath is formed with the scale length of the ion Larmor radius [9]. Note that the velocity 
distributions of electrons and ions were given at the upstream boundary in this model. 
  Coulomb collisions play a very important role in open-field plasmas. For instance, the collisional 
diffusion in the velocity space is the main mechanism to supply high-energy electrons. These electrons 
can escape to the divertor plate, while low-energy electrons are trapped in a SOL plasma by the sheath 
potential. Therefore we introduced to our PIC code a binary collision model, so-called Takizuka-Abe 
model [10], utilizing MC techniques. Characteristics of SOL-divertor plasmas were studied by using the 1D 
version of this code. Dependence of plasma parameters, such as temperature, flow speed, pre-sheath 
potential, heat flux, etc., on the collisionality was investigated in detail. The pre-sheath with the scale 
length of the system size is formed by the collisional relaxation of the velocity distribution [11]. In addition 
to the hot particle source in the central SOL region, recycling cold particles were supplied near the 
divertor plates. Effects of the recycling on the SOL plasma characteristics were also investigated [12].  
  In this prehistoric era, 1976~1985, we used the single-CPU scalar computers, FACOM 230-75, 
FACOM M200 and FACOM M380, whose speeds were of the order of 10 MFLOPS. The number of 
simulation ions was only 2000~5000. It took several hours for a simulation run with ~ 104 time steps. 
 
 
3 Model of PARASOL  
 
  After a long rest, the particle simulation activity on the tokamak edge plasma was revived under the 
NEXT (Numerical EXperiment of Tokamak) project [13] started since 1995 in JAERI. Massively parallel 
computer systems have become available in JAERI. The particle code mentioned above was parallelized, 
and afterwards called PARASOL [3,14~16]. A domain decomposition method with putting a master PE is 
adopted for the PARASOL parallelization, because this method is well suited to the Takizuka-Abe binary 
collision model. 
  The development of the PARASOL code, parallelization and extension of models, has been proceeded 
with under the NEXT project at first, and now under the integrated modeling project [17,18]. A standpoint of 
PARASOL in the integrated modeling is to establish reliable physics models for the comprehensive 
divertor codes, such as SONIC developed in JAEA [19~21].  
  The PARASOL code is fundamentally a time-dependent electrostatic PIC code incorporating a binary 
collision model. Physics model of PARASOL was described detailedly in previous papers [3,15,16], and its 
schematic is shown here in Fig. 1. 
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Fig.1  Schematic of physics model of PARASOL code 
 

  The simulation domain is surrounded by walls, and part of (or all) field lines of a given magnetic 
configuration intersect the walls. The system consists of charged particles and neutral particles. Ion orbits 
are fully traced in this given magnetic field, while guiding-center orbits are followed for electrons. The 
effect of drift in SOL-divertor plasmas is fully simulated by the PARASOL code. The full-orbit 
calculation provides a complete description of the ion polarization drift, which is essential for magnetic 
pre-sheath formation [8,13]. The electrostatic potential, including the sheath potential at the plasma-wall 
boundary, is self-consistently calculated with a general PIC method. Although the system size L is very 
much larger than the Debye length λD in real plasmas, PARASOL simulations with the grid size Δ of the 
order of λD are available to study such plasmas with smaller values of L/λD = 102 ~ 103. This is because 
the characteristics of SOL-divertor plasmas under the quasi-neutral condition, except in the sheath region, 
are determined mainly by collisionality and normalized ion Larmor radius but insensitive to the L/λD value 
as shown in Fig. 2. As we put an artificially shortened system, we at the same time adopt a “collision 
cut-off technique” near the wall to keep the collisionless sheath condition. 
  At every time step after computing the collisionless motion, the velocity changes are given by the 
binary collision MC algorithm [10]. A particle suffers binary collisions with an ion and an electron, which 
are chosen randomly in the same cell. The angle of the relative velocity is scattered in accordance with the 
Coulomb force. Total momentum and total energy are conserved intrinsically. 
  Present PARASOL code does not self-consistently simulate the turbulence driving the anomalous 
diffusion, because the system is limited to 1D or 2D. The anomalous transport across the magnetic field is 
simulated with an MC random-walk model. 
 

 
 
Fig.2  Potential profiles for different L/λD values. The same profiles are established except for sheath region d < 
5λD (right figure). 
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  Several physics models for the source, sink, heating and cooling are provided in the PARASOL. For 
example in 1D PARASOL code, hot particle source is located in the central SOL region and cold particle 
source (corresponding to recycling particles) located near the divertor plate. Main sink of the particle is 
the flow into the divertor plate. Instead of the self-consistent tracing of neutral particles, atomic and 
molecular (A&M) reactions are often simulated with MC techniques. Energy loss corresponding to 
radiation cooling, momentum loss corresponding to charge-exchange reactions etc. are equipped. 
  Simulation results to be seen are averaged in time over a hundred time steps much longer than the 
plasma period. For the simulations of stationary plasmas, the averaging duration is more than a thousand 
time steps. 
 
 
4 1D simulations  
 
  Boundary condition of the plasma flow velocity at the plasma-wall transition is to be clarified for the 
accurate fluid modeling. A simple one was the Bohm criterion, V// = Cs ≡ [(Te + Ti)/mi]1/2, where V// is the 
flow speed parallel to the magnetic field, Cs the sound speed, Te (Ti) the electron (ion) temperature, and mi 
the ion mass [2]. Effects of radial electric field Er, which generates E×B drift VE towards the divertor plate, 
were investigated by the use of 1D PARASOL [14]. The magnetic field line penetrates the plate obliquely 
with the pitch Θ = Bx/B << 1 (x-direction is normal to the plate). Radial electric field was uniformly added. 
A boundary condition was found including the drift VE : Vx = ΘV// + VE = ΘCs*, where the specific sound 
speed Cs* ≡ [(Te// + γaTi//) /mi]1/2 is defined by using the parallel temperature T// and an adiabatic index γa ≈ 
3 for Ti// /Te// < 1. Figure 3 shows a simulation result, where the profiles of density n and parallel flow V// 
become asymmetric due to VE. In accordance with the above boundary condition, the velocity towards 
plates Vx is almost symmetric between left and right, while the parallel velocity V// is remarkably 
asymmetric. The density becomes lower in a divertor region where E×B drift flows out from the plate. The 
asymmetry becomes large with the increase of VE. 
  The flow speed at the sheath entrance is forced to exceed the specific sound speed when the divertor 
plasma is cooled below a critical value. This supersonic flow was really found by PARASOL simulation 
[22]. The condition of supersonic is determined by an index of cooling, C ≡ (RΓ /Rp) (Tplate/Tthroat)1/2, where RΓ 
is the particle flux amplification factor, Rp the momentum flux loss factor, and suffixes in T denote the 
positions at divertor plate and divertor throat. In the usual case of C > 1, the Mach number M at the plate 
is unity Mplate = 1, and at the throat Mthroat = C - (C 2 - 1)1/2 is less than unity. When divertor cooling is 
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Fig.3  Profiles of (a) density n and (b) velocities VE, ΘV// and Vx for Θ = 0.2 and VE = 0.55ΘCs0 . Hot particle source 
is put in the central region (-0.1 < x/L < 0.1) and the plasma flows out to divertor plates at x/L = ±0.5. Sound speed 
Cs0 is defined by the hot source electron temperature Te0 as Cs0 = (Te0/mi)1/2. Asymmetry in profiles is induced by the 
E×B drift  
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Fig.4  Profiles of (a) temperature T and (b) flow velocity V// for the case without cooling (solid lines) and the case 
with radiation cooling near the divertor plate (dashed lines). Supersonic flow arises in the cold divertor region. 
Dependence of Mach number M on cooling index C is shown in (c). Good agreement between simulation results 
(circles) and analysis expression (solid line for Mplate at the plate and dashed line for Mthroat at the throat)  
 
enhanced to C < 1, the Mach number Mplate = C -1 + (C -2 - 1)1/2 becomes larger than unity while Mthroat = 1. 
The simulation results agreed very well with these analytical expressions as demonstrated in Fig. 4(c) [22]. 
  Computation time was about 8 hours with 64 PEs in Intel Paragon XP/S (75 MFLOPS/PE) for a run of 
above studies with 105 ions and 6×104 time steps. This was in the period 1996~2000. Compare with the 
small number of ions <5×103 used in the prehistoric era. 
  The heat conductive flux q// parallel to the magnetic field in a SOL plasma is considered for the fluid 
modeling to be a collisional diffusive one, usually given by the so-called Spitzer-Harm formula q// = qSH ≡ 
- κ//∇//T ∝ n0T7/2 (κ// is the thermal conductivity). When the collision mean-free-path lmfp becomes longer 
than the SOL connection length L//, the heat conduction is no more the diffusive transport but becomes the 
free-stream-like transport; q// ∝ qFS ≡ nTvth ∝ nT3/2 (vth ≡ (T/m)1/2 is the thermal speed). For the bridge from 
the short lmfp case to the long lmfp case, a harmonic average can be applied; (q//)-1 = (qSH)–1 + (α qFS)–1. Here 
α is the flux-limiting coefficient important to determine the collisionless SOL plasma transport. Results of 
divertor simulations with fluid modeling are sometimes affected much by the choice of α value. There 
have been many studies on the α value and resultantly wide-range of α values from much smaller than 
unity to the order of unity [23,24,15]. In order to clarify the reason of the spread of the α value, we have 
carried out the 1D PARASOL simulation [25~27]. The hot plasma is supplied in the central SOL region, and 
is lost to the divertor plates. The electron energy is cooled by radiation near the divertor plate. For the 
various plasma parameters, such as the ratio of lmfp to the connection length L// and radiation loss fraction 
frad, the electron heat flux qe// is measured in the intermediate region between the source region and the 
radiation region. Figure 5(a) left shows the dependence of qe// on of lmfp. It is found that the PARASOL 
simulation agrees with the fluid approximation of qe// = qSH in the collisional regime, lmfp/L// << 1. On the 
other hand, the ratio qe///qSH decreases gradually with the increase of lmfp/L// above unity. When we 
compare qe// with qFS, the ratio qe///qFS is very small in the colliosional plasma and increases with the 
increase of lmfp/L//. Finally in the collisionless regime, lmfp/L// >> 1, qe///qFS saturates in a certain value. This 
value is measured for the electron flux-limiting coefficient αe. We discover that one of major reasons of 
the spread in the αe value is the functional dependence of αe on the radiation loss fraction frad; αe is much 
smaller than unity for small frad case, αe gradually increases with frad, and αe becomes as large as the order 
of unity for large frad case as shown in Fig. 5(b).  
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Fig.5  (a) Parallel heat conduction flux q normalized by qSH (square symbols) and qFS (circle symbols) depending on 
the ratio of mean free path lmfp to connection length L// for radiation fraction frad = 0.2. (b) Heat flux-limiting 
coefficient of electrons αe = q/qFS in the long lmfp limit increases with frad  
 
 
5 1D dynamic simulation of ELM heat propagation 
 
  Enhanced heat flux to the divertor plates after an ELM crash in H-mode operation is really a crucial 
issue for the power and particle control in the tokamak reactor [1]. Characteristic time of this heat flux is 
one of key factors of the influence on the plate. We have investigated the transient behavior of 
SOL-divertor plasmas after an ELM crash with the use of a 1D PARASOL [28,30,31]. We adopt a simple 
model for an ELM crash. Before simulating an ELM crash, a slowly varying simulation is performed to 
achieve a stationary phase. During a stationary phase with Ni0 ions in the system, an ELM crash suddenly 
supplies a large number of hotter particles (NELM pairs of electrons and ions) in a short period, tELM < t < 
tELM + τELM. These pairs are generated in the middle region of the SOL plasma. The shift from the center 
represents the ELM-source asymmetry. Temperatures of ELM-supplied electrons and ions, TeELM and 
TiELM, are higher than those of stationary source, Te0 and Ti0.  
  Influence of the collisionality and the recycling rate on characteristic times of the fast-time-scale 
response and of the slow-time-scale response was examined [28]. Figure 6 shows that the fast-time-scale 
behaviors are affected by collisions. Supra-thermal electrons are supplied by the ELM crash. These 
electrons are lost rapidly from the central SOL region to the divertor plates. The resultant large heat flux 
Qe appears at the plate soon after the crash for low collisionality. The loss of supra-thermal electrons 
induces the high sheath potential φ with the same fast-time-scale of Qe. On the other hand the time scale of 
Te is governed by the thermal electrons. In the early phase after the crash, Qe and φ become soon very high 
but Te is still low. This means the appearance of an extremely large heat transmission factor and higher 
sheath potential than that for Maxwellian electrons. When the collisionality increases, supra-thermal 
electrons are thermalized before reaching the plate. The large peak of Qe in the early phase is reduced by 
collisions, and the heat transmission factor decreases gradually. The decrease of supra-thermal electrons in 
the collisional plasma makes the value of φ being proportional to Te, eφ/Te ~ 3.  
 

L// / lmfp

~ 50

~ 5
~ 16

t - tELM (103Δt)0 4
0

Q
e 

 (a
u)

(a)

t - tELM (103Δt)0 4
0

T e
 / T

e0

τELM
1

(b)

t - tELM (103Δt)0 4
0

eφ
 / T

e0

4

2

(c)

 
 
Fig.6  Fast-time-scale behaviors of (a) electron heat flux Qe, (b) electron temperature Te and (c) potential φ , in front 
of the divertor plate, for different collisionalities L///lmfp. ELM source is given as NELM = Ni0 and TeELM = 2Te0  
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Fig.7  Slow-time-scale behaviors of total heat flux Qe + Qi to the divertor plate for (a) different collisionalities 
L///lmfp and for (b) different recycling rates RΓ  
 
  As for the slow-time-scale behavior, there was a prediction that the time of the particle flux peak could 
depend on the collisionality [29]. The simulation results did not support this prediction. Figure 7 shows the 
behavior of total heat flux Q = Qe + Qi to the plate for (a) various collisionality L///lmfp and for (b) various 
recycling rate RΓ. The characteristic time of Q is governed mainly by the sound speed in the central SOL 
region. The characteristic time of slow-time-scale behavior is insensitive to L///lmfp compared with the 
fast-time-scale behavior, though the peak values of Q are varied by L///lmfp. On the other hand, the 
slow-time-scale phenomena are affected by the recycling condition. The time of the Q peak is delayed by 
the increase of RΓ, though the arrival time of Q is not changed by RΓ. This is because the recycling 
influences the enhanced fluxes only after the enhanced particle flux arrives at the plate. Large recycling 
makes the flow speed small in the central SOL region, and the Q peak is forced to be delayed. 
  Dynamics of SOL-divertor plasmas after an ELM crash, especially in the presence of the asymmetry, 
have also been studied [30,31]. Asymmetry in the heat flux due to recycling asymmetry is extinguished by 
the symmetric ELM. On the other hand, ELM-source asymmetry brings the asymmetry in the heat flux. 
Electron heat propagation is governed by conduction, while majority of the heat is transported by 
convection with sound-speed time scale and its propagation time is linearly proportional to the parallel 
connection length [30]. The peak heat flux to the near plate is larger as compared to the far plate. Even 
when the ELM heat flux is asymmetric, the induced SOL current brings the electron heat flux to suppress 
the imbalance of the heat deposition [31]. 
  The above 1D dynamic simulations of ELM propagation were carried out in the period 2003~2007. 
Computation time was about 1 hour with 128 PEs in SGI Altix 3700Bx2 (6 GFLOPS/PE) for a run with 
the number of ions Ni > 105 and time steps Kt > 105.  
 
 
6 2D simulation of SOL flow patterns  
 
  Plasma flow in the SOL plays an important role for the power and particle control in fusion reactors, 
such as ITER. The flow is expected to expel Helium ashes and to retain impurities enhancing the radiative 
cooling in the divertor region, if the flow is directed towards the divertor plate. It has been experimentally 
observed, however, that the flow direction is sometimes opposite; from the plate side to the SOL middle 
side in the outer SOL region (low field side) of tokamaks. This backward flow is seen when the single null 
point is located in the ion ∇B drift direction, while it vanishes for the reversed null-point location [32]. The 
SOL flow structure is affected by various physical factors. Among them the drift flow has been considered 
to be especially important for the flow-structure variation due to the change of null-point location. On this 
flow-structure problem, many simulation studies have been carried out with the fluid model (see 
references in [3]). Simulation results were compared with experimental results, but their agreements were 
not satisfactorily achieved and the essential physics mechanism of the SOL flow formation was not fully 
been known. Kinetic simulations are considered to bring a breakthrough on this subject [19]. Using the 
particle code PARASOL, we started to investigate the structure of SOL flow in 2D slab geometry [33] and 
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in straight-tokamak divertor geometry [34]. It was found that the SOL flow structure is much affected by 
the flow speed criterion at the 2D plasma-sheath interface. The asymmetry in the flow structure is induced, 
but the tendency of this asymmetry does not agree with the experimental observation in tokamak SOL 
plasmas. 
  We recently studied the SOL flow patterns with the PARASOL in the axisymmetric toroidal geometry 
shown in Fig. 8(a) [16]. The number of simulation ions Ni was 106 in the 2D spatial cells 320×512. The hot 
source is given uniformly in the core region. Hot particles diffuse out to the SOL region and flow into the 
divertor plates. Achieved steady-state profiles of electron density ne and electron temperature Te are shown 
in Fig. 8 (b) and (c), respectively. The SOL flow pattern in this steady state was investigated. 
  Figure 9 shows the 2D structures of the flow parallel to the magnetic field (V//) in a tokamak with an 
aspect ratio A = 5.5 and the downward ion ∇B drift. The flow pattern is changed by the position of a null 
point; (a) UN (upper-null) configuration or (b) LN (lower-null) configuration. In the figure, the co-flow to 
the plasma current (anti-clockwise in the poloidal cross-section) and the counter-flow (clockwise) are 
represented by arrows. For the UN case with the ion ∇B drift away from the null point, the parallel flow 
velocity V// is directed to the diverter plate both in the inner (high-field-side) and outer (low-field-side) 
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Fig.8  (a) Axisymmetric 2D geometry for PARASOL simulation of SOL flow patterns in tokamak plasma with 
divertor configuration. Bird-eye view of steady-state profiles of (b) electron density and (c) electron temperature  
 
 

 
 
Fig.9  2D structures of parallel flow V// in a tokamak with A = 5.5. Flow pattern is varied by the null-point location; 
(a) UN configuration with the ion ∇B drift away from the null point or (b) LN configuration with the ion ∇B drift 
toward the null point. Inner divertor plate is in the left side and outer plate is in the right side for each figure. 
Stagnation points (V// = 0) are important information to distinguish the flow patterns, and those just outside the 
separatrix are indicated by open triangles 
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Fig.10  Radial profiles of V// for UN configuration (dashed green line) and LN configuration (solid red line). 
Vertical dashed line denotes the position of separatrix. PARASOL simulation result (a) is the equatorial profile. 
Experimental results of Alcator C-Mod (from figure 5 in [35]) are shown in (b) where V// profiles in the inner SOL 
and the outer SOL are separately plotted 
 
SOL regions and the stagnation point (V// = 0) is located symmetrically at the bottom. On the other hand 
for the LN case with the ion ∇B drift toward the null point, V// in the outer SOL region has a backward 
flow pattern (anti-clockwise flow near the outer mid-plane). The stagnation point moves below the 
mid-plane of the outer SOL. It is noted that an island of the backward flow is observed in the inner SOL 
near the separatrix (clockwise flow near the inner mid-plane separatrix). Comparing with the experimental 
results from Alcator C-Mod [35], we confirmed the PARASOL simulation results being very similar to 
them qualitatively and quantitatively as shown in Fig. 10. 
  In order to find the essential factors to form the SOL flow pattern, we carried out the simulations by 
artificially cutting the electric field E. Collisional interaction between ions and electrons is maintained. It 
is interestingly found that the change in the stagnation-point positions is small between for the full 
simulation and for the E = 0 simulation; the stagnation point lies near the symmetric bottom position in 
the UN configuration, and the three stagnation points keep their positions in the LN case. On the contrary, 
we observed a clear change in the flow pattern when compared the full simulation and E = 0 simulation 
for the straight-tokamak (A = 1000); in the full simulation the SOL flow pattern is fully asymmetric with a 
single stagnation point is located much far from the center, while in the E = 0 simulation a completely 
symmetric flow pattern is realized [16].  
  In the artificial simulation with E = 0, the plasma flow is determined only by ion motions w/o E. Above 
simulations for the medium aspect ratio case demonstrated that the change in the SOL flow pattern with E 
and w/o E was not large. Therefore, we can infer that the SOL flow pattern in standard tokamaks with A < 
5 is governed mainly by the ion orbits rather than by the self-consistent electric field. 
  Based on the above simulation results, we presented a new model of the edge plasma flow by 
introducing the “ion-orbit-induced flow”. We take account of the finite ion orbit effect to the fluid 
equations. The guiding center orbit of an ion is horizontally shifted from a magnetic surface in a tokamak 
by the curvature-∇B drift. An ion with the co-v// is shifted outward (to the low field side), while an ion 
with the counter-v// is shifted inward (to the high field side). Say a banana orbit of a trapped ion drifted out 
from the core generates the co-flow in the outer SOL region. In a UN configuration, this 
“ion-orbit-induced flow” is an additive flow to the original SOL flow towards the upper divertor plate in 
the outer SOL. On the contrary, in a LN configuration, the “ion-orbit-induced flow” is a subtractive flow 
from the original SOL flow towards the lower divertor plate in the outer SOL. This “ion-orbit-induced 
flow” causes the variation of flow patterns in the UN- and LN- divertor configurations. A new analytic 
model of “ion-orbit-induced flow” for the fluid equations is presented in Ref. [36]. 
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7 Formation of radial electric field in tokamak plasmas	 
	 
  It is widely recognized that the electric field (or E×B drift flow shear) significantly affects the transport 
of the magnetically confined plasma, but it has not fully been understood how the electric field is formed.  
The stationary electropstatic field is determined so that electron and ion particle transports are balanced. In 
an open-field configuration, such as SOL-divertor plasmas, electrons flow out faster to the wall, and the 
SOL plasma potential becomes positive against the wall. On the other hand, in an axisymmetric 
closed-field configuration such as a tokamak core plasma, the cross-field transport is mainly ambipolar, 
and it is not obvious which flows out faster. The effect of SOL region on the core region is not fully 
clarified as well. Using 2D PARASOL code, we studied the structure of electrostatic field in a whole 
tokamak plasma including open-field SOL-divertor region [37]. 
  Even for a straight-tokamak without any neo-classical effect, we found that a stationary structure of the 
electrostatic field is formed depending on the magnitude of normalized ion Larmor radius ρ* ≡ ρi/a. 
Figure 11 shows two types of the potential profile, (a) convex profile for small ρ* and (b) hollow profile 
for large ρ*. Note that the density profile is unchanged by the ρ* value. In the SOL region, electrons are 
lost faster than ions, the charge density is positive, and the potential φ becomes positive. In the core 
plasma near the separatrix, the charge density is still positive continuously from the SOL. When ρ* is 
small enough, the positively charge-up state is maintained even in the central region. Resultantly whole φ 
profile forms monotonically upward convex. When ρ* is large, the ion diffusion can exceed the electron 
diffusion. It has been evaluated that the classical diffusion is brought by collisions between unlike 
particles. When ρ* is large and an ion feels the second derivative of ion density, the ion diffusive 
movements can be generated by the ion-ion collision. This effective diffusion coefficient of ions is 
roughly given by Di,eff ≈ νii ρi

4 (ni
-1d2ni/dr2). As a result, ions escape faster than electrons across the field 

line in the core region. The charge density, which is positive near the separatrix, tends to be negative in 
the central region. The φ profile thus becomes hollow. The saturation mechanism of the growing negative 
Er is brought by the shift of giding center of an ion just born from the ionization of a neutral. The shift is 
given by Δr = Er/BΩi and the resultant current can reduce Er. Finally a stationary hollow profile of φ is 
formed. 
  The structure of electrostatic field is changed much by the otoroidal configuration of tokamak plasmas. 
Figure 12 shows the radial profiles of φ; (a) ρ* dependence for straight-tokamak (A = 1000), (b) aspect 
ratio A dependence for small ρ* = 0.022 with constant Θ = 0.2, (c) magnetic field pich Θ dependence for 
A = 5.5, and (d) ρ* dependence for A = 5.5 and Θ = 0.2. It is clearly seen in Fig. 12(b) that the hollow 
profile of φ appears easily in the usual tokamak plasma with finite aspectratio. The hollow becomes 
deeper with decreasing A. The major cause to create the hollow φ profile could be the trapped ions; their 
fraction Ftrap ~ 1/A1/2 and banana orbit size ρbanana ~ ρi/A1/2Θ. As Θ decreases and ρbanana increases, the 
hollow becomes deeper. Similarly, as ρ* increases and ρbanana increases, the hollow becomes deeper.  
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Fig.11  Bird-eye view of stationary profile of electrostatic potential for (a) small ρ* = 0.022 and for (b) large ρ*. = 
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Fig.12  Radial profiles of electrostatic potential φ ; (a) ρ* dependence for A = 1000, (b) A dependence for ρ* = 
0.022, (c) Θ dependence for A = 5.5 and ρ* = 0.022, and (d) ρ* dependence for A = 5.5 and Θ = 0.2. Vertical thin 
lines denote the position of separatrix 	 
	 
It should be noted that there is small differences between ρbanana dependence and ρ* dependence. The 
effect of ρbanana works near the edge region to steepen the φ gradient (strengthen the negative Er), changes 
little the flat φ profile in the central region. On the other hand the effect of ρ* changes the hollow φ profile 
globally.  
  The φ profile (Er profile) is changed remarkably by the plasma rotation in tokamaks. This phenomenon 
was simulated by the PARASOL [38]. As a model of neutral beam injection, pairs of energetic ion and cold 
electron are supplied in the central core region (beam-injection region). Large numbers of warm ions and 
electrons are poured into the plasma periphery. Radial profiles of electron density ne, electron temperature 
Te and ion temperature Ti in the steady state are shown in Fig. 13. Cases of co- or counter- injection into a 
straigh- or standard- tokamak are compared in Fig. 14. Profiles of rotation velocity V// are shown in Fig. 
14 (a,b), which are changed little by the aspect ratios. Profiles of potential φ are shown in Fig. 14 (c,d). In 
a straight tokamak (A = 1000), the φ profile in the beam injection region is changed by the injection 
direction, while the φ profile outside the beam-injection region is unchanged by the rotation direction. In a 
standard tokamak (A = 5.5), the φ profiles are completely different between for co-rotation and for the 
counter-rotation; positive Er in the whole core region for co-rotation while negative Er for co-rotation. 
  In some simulation codes to study edge-SOL-divertor plasmas in a tokamak, an inner boundary 
condition is sometimes put artificially to reduce computational resources, such as φ = φcore on an arbitrary 
magnetic surface inside the core plasma. If one puts such an internal boundary condition for φ, one can 
never observe the variation of φ profiles demonstrated above. 
	 

	  Fig.13  Radial profiles of ne, Te and Ti. The beam with energy Eb is injected in the central region.
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Fig.14  Radial profiles of rotation velocity and potential for co- or ctr- injection in straight- or standard- tokamak.  
Scale of V// is beam speed Vb = (2Eb/mi)1/2, and scale of Φ ≡ eφ is beam energy Eb 	 
	 
	 	 The early 2D PARASOL simulations in the period 2001~2002 [33,34] took the computation time ~ 5 
hours with 64 PEs in SGI Origin 3800 (1 GFLOPS/PE) for a run with the number of ions Ni = 106 and 
time steps Kt = 5×104. The 2D toroidal PARASOL simulations in the period 2006~2008 [16,37,38] took the 
computation time ~ 5 hours with 64 PEs in SGI Altix 3700Bx2 (6 GFLOPS/PE) for a run with the number 
of ions Ni = 106 and time steps Kt = 2×105.	 
	 
	 
8 Summary 	 
	 
  In order to investigate the power and particle control with diveror system of fusion reactors, numerical 
simulations have been widely carried out. Fluid codes require further improvement of physics modeling 
for edge plasmas. The full particle simulation is powerful to study fundamental physics of open-field 
SOL-divertor plasmas as well as of the whole tokamak plasma including SOL-divertor region. PARASOL 
code with PIC method and binary collision model has been developed in JAERI and JAEA. After a 
prehistory during 1976~1985 and a long rest during 1986~1994, we revived the development of 
PARASOL in earnest with the massively parallel computing since 1995. The objects of the PARASOL 
simulation have been widened with the progress of the computer. Simulation model of the PARASOL is 
briefly explained in this review. Simulations with PARASOL code have been actively carried out to study 
various physics of the SOL-divertor plasma. The 1D version of PARASOL was applied to investigate the 
Bohm criterion, the supersonic flow, the SOL heat conduction, and so on. The ELM heat propagation was 
studied with the 1D-dynamic PARASOL. The 2D version of PARASOL for the whole tokamak plasma 
with SOL-divertor region was useful to simulate the SOL flow pattern, the electric field formation etc. 
Based on PARASOL simulation results, we have constructed physics modeling for the fluid simulation. 	 
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Abstract. Edge impurity transport has been investigated in the stochastic layer of LHD and the scrape-off layer 
(SOL) of HL-2A, as a comparative analysis based on carbon emission profile measurement and three-
dimensional edge transport simulation. The 3D simulation predicts impurity screening effect in the both devices, 
but with different behavior against collisionality and the impurity source location. The difference is attributed to 
topological effects of the field lines in the stochastic layer and X-point poloidal divertor SOL. The carbon 
emission (CIV) profile in the stochastic layer of LHD shows clear signature of impurity movement towards 
downstream at high density range, in reasonable agreement with the 3D code simulation predicting impurity 
screening. Comparison of CIV profile measurements in HL-2A with the modelling implies that there exists 
either additional impurity source than the divertor sputtering or another screening effect at the upstream (X-
point) such as strong poloidal flow formation, which is not taken into account in the present model. 
 
1. Introduction 
Understanding of edge impurity transport is one of the most critical issues in magnetically 
confined fusion devices, in order to keep a purity of core plasma by reducing the impurity 
influx through LCFS (last closed flux surface), to identify material migration process and to 
control the impurity radiation pattern/intensity for achieving stable radiative/detached divertor 
operation. Divertor optimization to satisfy the required functions, heat load mitigation, control 
of impurity transport and the fuel/helium ash pumping, is still an open issue for future 
reactors. While the tokamak X-point poloidal divertor is being optimized in the direction of 
closed divertor structure in the 2D axi-symmetric geometry [1], there is also another approach 
to explore a possibility of the large flexibility of 3D magnetic field geometry with symmetry 
breaking, which naturally occurs in the helical devices due to the coil configuration [2,3] or in 
the non-axisymmetric tokamaks with the externally applied resonant magnetic perturbation 
field [4,5,6]. The 3D configuration usually introduces stochasticity of magnetic field structure 
in the edge region, where one expects substantial difference in the transport properties 
compared to those in the axi-symmetric tokamak scrape-off layer, in terms of coupling 
between transport components of parallel and perpendicular to magnetic field lines. In this 
paper, we attempt to analyze the effects of the different magnetic field geometries on the edge 
impurity transport by comparing the stochastic layer of LHD (Large Helical Device) and the 
scrape-off layer (SOL) of HL-2A. The analyses are based on the carbon emission profile 
measurements with the EUV and VUV spectroscopy installed in LHD and HL-2A and on the 
3D edge transport code simulations implemented in the both devices. 
 
2. Edge magnetic field structure and plasma parameter range in LHD and HL-2A 
Fig.1 shows magnetic field configuration of LHD and HL-2A in terms of the connection 
length (LC) distribution. LHD is a heliotron configuration with poloidal winding number of 
l=2 and toroidal field period of n=10. It has major radius of 3.9 m and averaged minor radius 
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of ~ 0.7 m [2]. To realized a confinement magnetic 
field without net toroidal current, the two coils winds 
around the plasma helically in toroidal direction. This 
coil configuration creates stochastic magnetic field 
structure at the edge region due to the overlapping of 
magnetic island chains. The stochasticity introduces 
long connection length flux tubes, more than 1 km, 
which interact with short flux tubes while traveling 
towards divertor plate. HL-2A tokamak has a X-point 
poloidal divertor configuration with closed shape 
divertor chamber. The major radius is 1.65 m and 
minor radius is ~ 0.4 m, respectively [7], and the LC in 
the SOL is around 40 m. 
 While in the HL-2A SOL the parallel transport is 
dominant process to deliver the plasma particle and 
energy to the divertor plate, in the stochastic layer of 
LHD the plasma is transported radially, where a 
substantial fraction of perpendicular transport 
contributes, because of the very small ratio of 

tr BB / ~10-4, with rB  and tB  being radial and 
toroidal magnetic field. For the energy transport, when 
the edge plasma parameters satisfies the condition [8], 
      ⊥Θ> χκ // 0//

22/5Tn ,        (1) 
here 0//κ  and ⊥χ  are parallel heat conductivity coefficient and perpendicular heat 
conductivity, respectively, and tr BB /≈Θ . For the value of Θ  above, the ion energy 
transport easily satisfies the eq.(1) in the LHD 
stochastic layer. Another effect of the 
stochasticity on the transport is perpendicular 
loss of parallel momentum. This is caused by the 
interaction between counter-acting parallel 
flows, which results from the magnetic field 
geometry of the stochastic field [9]. Such flow 
alternation is also measured in experiments [10]. 
This process breaks down the pressure 
conservation along flux tubes, which is usually 
considered to hold in the tokamak SOL. The 
momentum loss along the flux tubes alters the 
transport characteristics and leads to the rather 
modest downstream parameter (Tdown, ndown) 
dependence on nup (upstream density) [9], 
    3/2~1 −−∝ updown nT , 5.1~1

updown nn ∝    (2) 
while for the standard case of X-point tokamaks 
we have 2−∝ updown nT , 3

updown nn ∝ , much 
more sensitive to nup. The modest dependence in 
the stochastic layer delays the detachment 
transition towards higher upstream density, i.e. 
higher collisionality. 
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FIG.1 Connection length distribution 
and divertor configuration in LHD 
and HL-2A. The length is scaled with 
different colours. 

FIG.2 Edge plasma parameter range in 
LHD stochastic layer and HL-2A scrape-
off layer. The lines indicate the SOL 
collisionality, *

SOLν (defined in the text). 
Circles and diamonds represent LHD and 
HL-2A data. Closed and open symbols 
indicate the data from experiments and 
modellings, respectively. The upstream 
location is taken at the edge surface layer 
at outboard side for LHD and at 
outboard mid-plane for HL-2A. 
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 For the present analyses, the NBI heated plasmas with 4 to 8 MW of LHD and the ohmic 
discharges with plasma current up to 380kA with input power ~ 300kW of HL-2A, have been 
compared. Fig.2 shows the range of edge plasma parameter (Teup, neup) in the two devices. 
The upstream position is defined at the last closed flux surface (LCFS) on the outer mid-plane 
for HL-2A and outboard side edge surface layers (laminar region) for LHD, where the 
clustered long flux tubes starts to interacts with the short ones and to exhibit SOL-like parallel 
flow towards divertor. Contours of the SOL collisionality, eeSOL L λν ///

* ≡ , is also indicated, 
where eeλ  is the electron mean free path and //L  is a characteristic scale length along 
magnetic field, which is either the half of LC for HL-2A or the Kolmogolov length for LHD, 
both of them are estimated at about 20 m. Unfortunately the experimental data of Teup and neup 
in HL-2A is sparse, but the modeling results supplement the information. In the case of HL-
2A, we have an upper boundary for the edge parameters around *

SOLν =20, where the 
computation indicates detachment onset. It is also consistent with experimental observation 
[11]. The access to the higher *

SOLν ~100 in LHD before detachment onset is not only due to 
the higher heating power, but also due to the modest change of Tdown, ndown, eq.(2), i.e. Tdown 
decreases slowly against nup as discussed above. The consequence of these features on the 
edge impurity transport is discussed later. 
 
3. 3D edge transport modelling of LHD and HL-2A 
In order to investigate the transport properties, we have implemented the 3D edge plasma 
transport code, EMC3[12]-EIRENE[13], in both LHD and HL-2A. EMC3 solves the fluid 
conservation equations of mass, parallel momentum, energy of electron & ion, together with 
impurity, in arbitral 3D geometry of magnetic field and divertor/first wall shape. The divertor 
recycling of neutrals is treated by the kinetic transport model by EIRENE also in the 3D 
geometry. In the frame of fluid approximation, the parallel motion of impurity is considered 
to be in force balance in steady states as follows [14], 

s
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VV
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ie
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z ∂
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,      (3) 

where Tz=Ti is assumed and zszi mVV ,,, //// τ being the parallel velocity of background ion 
and impurity, the slowing down time of impurity colliding with background ions, mass of 
impurity, respectively. The terms on the right hand side represent the impurity pressure 
gradient, friction force exerted by the background parallel plasma flow, electric field and 
electron & ion thermal force (temperature gradient force), respectively. s is the coordinate 
along the magnetic field. In perpendicular direction, pure diffusion is assumed and the 

Carbon density (1016 m-3)
8.0 0.80
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Friction force 
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Thermal force 
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FIG.3 (a) carbon density 
distribution in LHD for 
different nLCFS obtained 
by the 3D modellings. (b) 
Friction-Thermal force 
balance as explained in 
eq.(4). The yellow and 
black colours represent 
friction force and thermal 
force dominant region, 
respectively. The dashed 
lines indicate 
computation boundary. 
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diffusion coefficient is set to be same as those of background plasma. As often discussed, the 
dominant forces in the equation are the friction force and the ion thermal force, the second 
and the forth terms on the right hand side. Since usually the background plasma flow is 
directed towards divertor plates, the friction force sweeps the impurity to the divertor region, 
while due to the T//∇  which directs towards upstream the thermal force leads to build up of 
impurity at the upstream region. In the both devices, the divertor plates are made of graphite 
and it is the main source of carbon, which is an impurity species treated in the present 
modelling. The neutral impurity source from the divertor plate is distributed according to the 
plasma particle deposition pattern with a certain sputtering coefficient, Csput. For the present 
analysis, Csput is a free parameter and fixed to 2% for LHD while for HL-2A it has to be 
changed to get agreement with the experiments, as discussed later. The ejection energy from 
the material surface is set to be 0.05 eV for all cases. Although the rather complex 
dissociation process of hydrocarbon is beyond the scope of this paper, the major results of the 
analyses will not change even if it is taken into account. 
 Resulting carbon density distribution in LHD is plotted in Fig.3 together with the 
friction-thermal force balance, 

          ⎟⎟
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⎝

⎛
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+≈
s

TZ
s

TZ
m

VV ei

z
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iz

22
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where the electric field and pressure gradient terms are neglected because they are usually 
small. At the low density, nLCFS=1.5x1019 m-3, the carbons are distributed around the LCFS, 
Fig.3 (a) (upper), due to the large inward velocity by the thermal force as shown in Fig.3 (b) 
(upper), where the entire region is covered by 
the thermal force dominant region. At the 
high density, nLCFS=5.0x1019 m-3, on the 
other hand, the carbons are pushed back to 
the periphery, due to the increasing friction 
force, Fig.3 (b) (lower), resulting in the 
impurity screening, as shown in Fig.3 (a) 
(lower). It is noted that the friction dominant 
region is distributed in all poloidal direction 
surrounding the stochastic layer. This 
provides effective screening for the impurity 
coming from all directions.  
 The results of HL-2A are plotted in 
Fig.4 for the different density cases. 
Similarly to the LHD case, the higher density 
leads to the impurity screening. At the low 
density case, the region above the X-point is 
deeply in the thermal force dominant while 
the near the divertor plate is friction 
dominant. In spite of the dominant friction 
force near the divertor plates, any small 
leakage of impurity out of the friction 
dominant region builds up at the upstream 
due to the strong thermal force above X-
point. Increasing density strengthens the 
friction force near divertor plate and weakens 
the thermal force above X-point. This gives 
rise to a good screening. However, it is also 

FIG.4 (a) carbon density distribution in HL-2A 
for different nLCFS obtained by the 3D 
modellings. (b) Friction-Thermal force balance 
as explained in eq.(4). The yellow and black 
colours represent friction force and thermal 
force dominant region, respectively. The white 
solid lines and the dashed lines indicate 
separatrix and computation boundaries, 
respectively. 
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noted that the residual thermal force can 
not be removed completely around/above 
X-point at the highest density just before 
the detachment transition, as shown in 
Fig.4 (b) (lower). This indicates that the 
SOL is relatively weak to the impurity 
injected around upstream, i.e. impurity 
source at the first wall. 
 As a measure of a degree of the 
screening, the ratio, imp

dowm
imp
up nn / , is plotted 

in Fig.5 as a function of *
SOLν , where imp

upn  

and imp
dowmn  are the impurity density at 

upstream (LCFS) and near divertor plates, 
respectively, summed up over all charge 
states. When the ratio becomes below 
unity, it can be considered that the 
screening starts. The impurity source is 
distributed not only at the divertor plate but 
also at the first wall uniformly for the both devices to see the effect of source location. In HL-
2A, the ratio decreases rapidly above *

SOLν ~5, down to 0.1 showing strong screening against 
the divertor source. This is understood as due to the strong dependence, 2−∝ updown nT , 

3
updown nn ∝ , which brings the downstream SOL to deeply in the friction dominant regime, 

where the parallel flow towards divertor plate is also available driven by the sink action at the 
target. On the other hand, it is found that the HL-2A SOL has no screening effect against the 
first wall source, as anticipated from Fig.4 (b) (lower). This is again related to the strong 
dependence of downT  and downn , which brings the divertor plasma to detachment regime 
while the upstream remaining at rather low *

SOLν . Also, almost no flow acceleration is 
available at the upstream in the frame of the present model, in which the driver of the flow is 
only the ionization source and the sink action at the divertor plates, both of them are localized 
near divertor region. 
 In the case of LHD, the stochastic layer has screening effect against both divertor and 
first wall source, although the reduction of the ratio is not as large as those of HL-2A. The 
effect is explained by the combination of the following processes: the modest dependence, 

3/2~1 −−∝ updown nT , 5.1~1
updown nn ∝  helps the upstream goes to higher *

SOLν , i.e. higher 
density as discussed above. Due to the dependence of eq.(2), the downstream density is 
relatively low and never exceeds the upstream density [9,15]. This allows the recycling 
neutrals to escape from the divertor region, penetrating deep in the edge region. This giving 
rise to substantial upstream ionization source, which provides flow acceleration towards 
divertor. The current open divertor configuration in LHD also helps the recycling neutrals 
escape from the divertor region. At the inner radial location where the remnant islands exist 
with very small internal field line pitch, tr BB / ~10-4, as discussed in the section 2, the 
enhanced perpendicular energy transport channel, rTn ∂∂⊥ /χ , compensates the parallel ones 
along the braiding magnetic fields. This process avoids developing large T//∇ , i.e. thermal 

force, at high collisionality. Since the 
ii

i
TT

nM
forcethermal
forcefriction

//∇
∝  with M being Mach number, 

0.1

1

10

1 10 100
*
SOLν

Screening

LHD div source
LHD wall source

HL-2A div source
HL-2A wall source

FIG.5 Impurity screening effect measured by the 
ratio imp

dowm
imp
up nn / obtained in modelling. The 

smaller the value is, the larger the screening 
effect. Circles for LHD, diamonds for HL-2A. 
Closed and open symbols represent divertor 
source and first wall source, respectively. 
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the above three process favors larger 
friction force dominating over the 
thermal force. This is the reason for 
the formation of the friction 
dominant region at the upstream, 
screening the impurity from both first 
wall and divertor plates. While the 
modest dependence of downstream 
parameters brings about the 
collisional upstream SOL, however, 
the collisionality at the downstream 
can not be increased as in the 
tokamak SOL due to the low 
downstream density. Therefore, the 
reduction of the ratio, imp

dowm
imp
up nn / , 

remains small compared to that of 
HL-2A. The analysis shows that the perpendicular interaction of flux tubes in the stochastic 
layer alters the plasma characteristics, and provides different behaviors of impurity screening 
effect against *

SOLν  and the source location. 
 
4. Experimental observation 
VUV, EUV spectroscopy systems have been installed in LHD [16] and in HL-2A [17] 
respectively, in order to investigate edge impurity transport. Fig.6 (a) shows the C3+ carbon 
density distributions for the low and high density cases (nLCFS=2.0 and 5.0x1019 m-3), where 
the edge region changes from thermal force dominant to friction force dominant regime. At 
the low density case the C3+ carbon distributes almost uniformly in poloidal direction as seen 
in Fig.6 (a) (upper). At the high density case, on the other hand, the screening effect pushes 
impurity towards the flux tubes of divertor legs, resulting in strong poloidal modulation of the 
distribution as shown in Fig.6 (a) (lower). The change is reflected on the vertical profile of the 
line integrated CIV (1548 Å) emission in horizontal view. Profiles obtained from the 
modelling results are plotted in Fig.6 (b), where one sees a clear change of the profiles from a 
flat to peaked one with increasing density. The peak around Z=0.1 m corresponds to the 
location of divertor legs. Similar change of the emission profiles with increasing density is 
observed in the experiments obtained in the same viewing area, as shown in Fig.6 (c). The 
results indicate existence of the impurity screening effects in experiments. Emission of CIII 
(977 Å), CIV and CV (40.27 Å) was also measured. The density dependence of the each line 
emission was analyzed using the 3D edge transport code when the screening occurs, using the 
same viewing area as the experiments. Here the intensity of CIII and CIV are interpreted as a 
proxy for the source, and CV as a proxy for the impurity at deeper radial position. It is found 
that the behavior of measured emission agrees well with the model prediction with impurity 
screening [9, 18], i.e. slight increase of CIII and CIV, decrease of CIV against density scan. 
From these results, at the moment qualitative trend of screening is confirmed in LHD. 
 In HL-2A, line integrated CIV profile measurements have been conducted. The obtained 
profiles are plotted in Fig.7, together with the viewing angle of the spectroscopy shown in the 
right figure. Z coordinate starts at the center of plasma and increases downward. At the very 
low density, profile becomes almost flat in Z direction. In terms of the modelling, this is 
interpreted as due to the distribution of CIV emission which is almost uniform but slightly 
intense at the inboard side that contributes to make the profile flat. In this low density case, 
the thermal force is dominant above X-point, as shown in Fig.4 (b), and is stronger at the 

ne=5x1019 m-3

Viewing 
area

3D modeling Experiment
(a)

(b) (c)

1016

1015

R

Z

3D modeling
C3+ (m-3)

ne=2x1019 m-3

ne=5x1019 m-3

Viewing 
area

3D modeling Experiment
(a)

(b) (c)

1016

1015

1016

1015

R

Z

R

Z

3D modeling
C3+ (m-3)

ne=2x1019 m-3

FIG.6 (a) C3+ carbon density (emitting CIV) 
distribution obtained by the modelling in LHD, and 
chord-integrated CIV profiles obtained by (b) 
modelling and (c) experiments for two different 
densities, as a function of vertical coordinate, Z. 
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outboard side than at 
inboard side because 
of the in-out 
asymmetry of the 
configuration, i.e. the 
shorter field line 
length from divertor 
to mid-plane at 
outboard side, and 
larger energy flux 
though LCFS is 
assumed at the 
outboard side due to 
the narrower flux 
surface distance 
(Shafranov shift). 
This gives rise to the 
in-out asymmetry of 
the thermal force and 
of the impurity 
density distribution, 
larger at inboard side. 
Increasing density 
leads to the peaked CIV profile around Z=0.35 m in experiments with the concomitant 
increase of emission itself. In the modelling, the peak also appears at high density but the 
location is shifted outward, Z=0.40 m. The peak comes from the localized emission around X-
point as shown in Fig.7 (c) (lower), which is due to the screening effect at high density. As for 
the deviation of the peak location, we need further careful check of the reconstruction of 
magnetic flux surface and the calibration of the viewing lines of experiments and modelling. 
It is found that, in order to reproduce the increased emission at the high density case observed 
in the experiments, it is necessary to increase the impurity source from the divertor, sputtering 
coefficient from 1% to 10%, as indicated in Fig.7 (b). Introducing first wall source 
(distributed uniformly) gives rise to a flat profile as shown in Fig.7 (b) with dashed line, due 
to the residual thermal force above X-point as discussed in section 3, although the measured 
profile always peaked at high density. The comparison between the experimental data and the 
modelling implies either that, there is additional impurity source other than the divertor 
sputtering, or that there exists another screening effect above X-point, which is not included 
in the present modelling such as large poloidal flow formation as observed and analyzed in 
tokamak devices [19, 20], if the first wall source is assumed to explain the emission increase 
in the experiments. 
 
5. Summary 
The edge impurity transport properties have been investigated by comparing the LHD 
stochastic layer and the HL-2A scrape-off layer. The 3D edge transport code EMC3-EIRENE 
has been implemented for the both machines, and the profile measurements of carbon 
emission has been performed using the EUV, VUV spectroscopy in the both devices. 
Comparison of the simulation results shows clear difference in the screening process between 
LHD and HL-2A. In the HL-2A, the strong screening effect appears suddenly above *

SOLν ~5 
for divertor impurity source. But almost no screening effect on the first wall source due to the 

FIG.7 Line integrated CIV profiles obtained in HL-2A for different 
densities. (a) Experiments, (b) Modelling, (c) CIV distribution obtained 
by the modelling together with viewing area of spectroscopy. In the 
modelling, sputtering coefficient is varied as indicated in (b). The result 
of first wall impurity source is shown by dashed line in (b). 
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residual thermal force at the upstream (above the X-point) even at the highest density just 
before detachment onset. In the case of LHD, the screening also appears above *

SOLν ~5, 
where the effect seems to be weaker than those of HL-2A. The screening is, however, 
available also for the first wall source. This is due to the enhanced perpendicular transport in 
the stochastic layer, which can bring the entire upstream region into friction dominant regime. 
 The comparison of the modelling with the spectroscopy measurements shows reasonable 
agreement in LHD in terms of the CIV emission profiles and CIII, CIV, CV intensity against 
density scan, indicating the existence of the screening effect. In the HL-2A case, the 
interpretation of the experimental data in terms of the present impurity transport model is not 
straightforward. The comparison between the experimental data and the modelling implies 
either existence of additional impurity source other than the divertor sputtering, or of another 
screening effect at the upstream (above X-point), which is not included in the present 
modelling such as large poloidal flow formation. 
 For answering the uncertainty found in the present analyses and for investigating 
quantitative behavior of the impurity, we need further systematic and organized experiments 
between LHD and HL-2A. 
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ABSTRACT  
 The edge plasma transport code SOLPS5.0 is used for modelling edge plasmas on 

JT-60U tokamak. The modelling results are matched to the experimental measurement of the 

edge plasmas in L-mode and H-mode shots and the radial transport coefficients at the edge 

have been obtained by fitting the experimental measurement with the results of the transport 

code.  
 

1  Introduction  

 The transport of edge plasma has become one of the key issues in the research on 

magnetic confinement fusion. Some transport codes of edge plasma, for example, SOLPS, 

UEDGE, EDGE2D-NINBUS, SONIC, have been developed in the world and they have 

become the important tools in the transport study of edge plasmas. UEDGE is mainly used in 

USA, EDGE2D-NINBUS is specified for using on JET and SONIC is mainly used in Japan. 

SOLPS is widely used on the tokamaks in the world, for example, ITER, JET, ASDEX 

Upgrade, TCV, JT-60U, EAST, HL-2A. The important input data in the transport codes 

includes the radial particle transport coefficient D, radial ion and electron heat transport 
coefficients χi and χe. Due to the uncertainties associated with the transport coefficients D, χi 

and χe, some assumption for D, χi and χe usually are made in the modelling of edge plasmas 

with the transport codes. Modelling of edge plasmas in the experimental shots on the 

experimental devices and comparing the modelling results to the experimental measurement 

are usually used for the validity study of the transport models or the radial transport 

coefficients in the transport codes. Fitting the modelling results to the experimental 

measurement by changing the radial transport coefficients in the codes usually is used for the 

transport analysis, by which the radial transport coefficients can be obtained by matching the 

code results directly to the experimental measurement. 
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2  Edge plasma modelling and the radial transport coefficients on JT60U tokamak  

 JT-60U is one of the large tokamaks in the world, the main parameters on the device are 

major radius R =3.4m, minor radius a =1.0m, toroidal field Bt = 4T , plasma current Ip =3MA, 

plasma volume Vp = 90m3, pulse length Tp = 65s. The experimental measurement of L-mode 

shot 39090 and H-mode shots 37851, 37856 on JT-60U tokamak are used for the present 

modelling with SOLPS5.0. The plasma current Ip, the average electron density ne and Dα 

trace versus time in the shots 39090 and 37856 are shown in Fig.1. The main parameters in 

the shots are shown in the table 1. In the table 1, Ip, Vl and Bt are the average plasma current, 

the loop voltage and the toroidal magnetic field respectively. Raxis is the axis position. POH and 

PNBI are the Ohmic and NBI heating power respectively. The total power flux to the 

computation region is P = POH + PNBI.    F pump
exp , Gcore

exp and   G puff
exp  are the pumping speed, total 

particle flux from the core boundary to the computational region and the gas puffing flux 

respectively. Although total energy flux from the core boundary to the computational region P 

can be obtained according to the experimental measurement, for electron and ion energy 

fluxes to the computational region, Pe and Pi, no exact experiment data is available since a 

separation of Pe and Pi is not possible in the experiment measurement, so, for the present 

modelling an assumption that Pe = Pi =0.5×P is made. The ratio Pi / Pe would affect the 

modelling results. The power in the ion channel usually is larger than in the electron channel 

when using neutral beams, so, the ratio Pi / Pe may be larger than 1 when NBI is used for 

heating plasmas, but, how large it is and how it affects the modelling results become two 

important problems and they should be studied. Fig.1 shows the computational meshes in the 

computational domain and in the divertor region respectively. The computational meshes are 

orthogonal.  
 B2.5-SOLPS5.0 [1-4] is a two-dimensional edge plasma transport code and it is widely 

used for modelling tokamak edge plasma. The complete description about physics model 

included in the code can be found [1], it mainly includes, plasma and neutrals are treated by 

fluid model, the electric potential equation coupled with the fluid equations allows 

self-consistent treatment of the electric field, completed and self-consistent treatment of all 

classical drifts and currents naturally arise in the computational region, full account of 

perpendicular direction is no more confused with poloidal direction, drift (including ExB 

drift) is included, atomic and molecular processes, including ionization, recombination, 

charge exchanges and so on, are taken into account. B2.5I-SOLPS5.0[5,6] which includes 

experiment measurement data fitting routines based on same physics model [1] is used for 

modelling experimental shots and fitting experiment measurement data from JT-60U plasma 

experiment device in order to obtain the radial transport coefficients from the 
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Figure 1: Plasma current Ip, average electron density ne and Dα trace versus time 
in L-mode shot 39090 and H-mode shot 37856. 
 

experimentThemodelling and fitting are carried out in the plasma edge computational regions, 

the plasma species include ion, electron and neutrals without the impurities, drift and 

neoclassic transport are not taken into account for simplification. The actual MHD 

equilibrium in the discharges are available for the modelling and fitting. The fitted experiment 

measurement data includes the experimental profiles of plasma temperature and density at the 

midplane, neutral flux density near the outer wall, total particle flux and power flux from the 

core plasma to the edge computation region, pumping speed, so, the modelling and fitting are 

based on particle and power balance in the shots. By changing the radial transport coefficients 

in the code and minimizing residual between modelling results and experiment measurement 

data, finally the radial transport coefficients for the shots can be obtained.  
Table 1: shot parameters from JT-60U experiment for modelling 

shot time R a Gas mod 
  %ne  Ip Vl Bt Raxis Rsep 

# s m m - - 1019/m3 MA V T m m 

39090 6.4 3.418 0.970 D2 L-mode 1.85 1.959 0.484 3.076 3.462 3.054 

37851 7.0 3.440 0.957 D2 H-mode 1.70 0.998 0.212 1.893 3.532 3.056 

37856 7.0 3.418 0.970 D2 H-mode 1.93 0.997 0.153 1.898 3.527 3.058 
 

POH Heat Pheat P 
   
F pump

exp     Gcore
exp  

   G0,wall
exp  

MW - MW MW 1021/s 1021/s 1021/s 

0.948 NBI 4.500 5.448 2.720 0.440 2.280 

0.212 NBI 4.300 4.512 0.421 0.421 0.000 

0.153 NBI 5.600 5.753 0.549 0.549 2.472 
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Figure 2: Computational domain with the number of radial and poloidal mesh points 
36x96 and the Computational mesh in the divertor region. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.3 shows the profiles at the midplane from the experimental measurement of 

plasma density, electron and ion temperature respectively for L-mode shot 39090 and H-mode 

shots 37851, 37856. The profiles from the code results by fitting the experimental 

measurement and the radial transport coefficients obtained from the fitting are also shown in 

the figures. Because the profile of ion temperature is not available in the computational region, 
it is assumed that the radial ion heat transport coefficient χi and radial electron heat transport 

coefficient χe are equal, i.e. χi = χe. The fitting results show that the experimental data are 

well fitted by updating the radial particle transport coefficient D and radial electron heat 
transport coefficient χe. A dynamic Monte-Carlo treatment may be more reasonable for 

neutrals, but running the B2.5I-SOLPS5.0 with Eirene[7], which includes a dynamic 

Monte-Carlo treatment for neutrals, would enlarge the CPU time and produce noise in the 

results. The noise would make the judgment of convergence and the calculation of residuals 

by the code itself during the fitting more difficult. A good way for the dynamic Monte-Carlo 
treatment of neutrals can be considered by using the radial transport coefficients D, χe and χi 

from the B2.5I-SOLPS5.0 fitting, and running the coupling version B2.5-Eirene.  

 The fitting results show that the radial particle transport coefficient D has large drop 

within the Edge Transport Barrier (ETB) in the H-mode shots and the radial transport 

coefficients may drop to neoclassic level, but, what kind of microturbulence is suppressed is 

under discussion. The fitting results show the radial electron and ion heat transport 
coefficients χe and χi, the obvious drop within the Edge Transport Barrier (ETB) in the 

H-mode shots 37851 and 37856 has no found, the values of χe and χi near the outer wall are 

very large, which should be further studied in the next step.  
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Figure 3: Fitting results of experimental data of the L-mode shot 39090 and the H-mode 
shots 37851, 37856 from JT- 60U, profiles of radial particle transport coefficient D and radial 
electron heat transport coefficient χe at the midplane from the fitting. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 For the Type I ELMy H-mode shots 17151 and 17396 on ASDEX Upgrade[9] and for 

Type III ELMy H-mode shot on TCV[10] the measured profiles of plasma parameters at the 

midplane also have been matched by the full B2-Eirene modelling results for the transport 
analysis and the radial transport coefficients D, χe have been obtained. The modelling and 

match results also showed the radial transport coefficients D and χe have large drop within the 

Edge Transport Barriers (ETBs). The edge plasma transport code EDGE2D was used for 

modelling type I ELMy H-mode shot 58569 on JET and matching the modelling results to the 
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experimental temperature and density profiles by varying the perpendicular heat 
conductivities χe,i and the particle transport coefficient D in the code, a good agreement 

between the code results and the measurement data is obtained by using D and χe with three 

different plateau values respectively for three different regions and the assumption of χi = χe 

[11]. From the Fig.2 in Ref.[11] for JET shot 58569, after dropping to lower value within the 
ETB χe,i increase again and reach to 1 m2Äup0Änosupersub/s. The profiles of radial transport 

coefficients from H-mode shots on ASDEX Upgrade, JET and TCV are very similar to the 
profiles of D and χe obtained from the present fitting results of H-mode shot 37851 and 37856 

on JT-60U tokamak.  

 

3  Summary  
 The profiles of radial particle transport coefficient D, radial electron and ion heat 
transport coefficients χe, χi have been obtained by modelling plasma experiments and fitting 

the experimental data from L-mode shot 39090 and H-mode shots 37851 and 37856 in 
JT-60U tokamak with NBI and Ohmic heating. The radial transport coefficients D, χe and χi 

from the fitting have a radial dependence and they consist of qualitatively different parts. 

From the experimental results, it can be seen that in H-mode shots 37851 and 37856 steep 

gradients and pedestals near the separatrix have been formed in the plasma parameter profiles. 

From the modelling and fitting results at the pedestal region, the radial transport coefficient D 
and χe shows larger drops compared with the radial transport coefficients at other sections in 

the profiles. For the radial electron and ion heat transport coefficients χe and χi, there is no 

obvious drop within the Edge Transport Barrier (ETB) in the H-mode shots 37851 and 37856, 
the values of χe and χi near the outer wall are very large, which should be further studied in 

the next step. For L-mode shot 39090, the obvious drop of D and χe has not found.  
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Abstract  Deposition of impurities on surfaces of plasma confinement devices is one of essential 
issues in present devices and also future fusion devices. In the Large Helical Device (LHD), it is 
necessary to reveal fundamental characteristics of impurity transport and deposition by simulation 
studies along with experimental studies. In the present paper, simulation scheme of carbon deposition 
on the first wall of LHD and results are discussed. The geometry of the LHD divertor and the 
configuration of the plasma are newly implemented to the Monte Carlo code ERO. The profiles of the 
background plasma are calculated numerically by a 1D two-fluid model along a magnetic field line. 
Spatial distributions of the carbon impurities are investigated for a typical set of plasma parameters in 
LHD. The simulation results indicate that the deposition is caused by neutral carbon particles from 
two facing divertor plates. The divertor opposite to the first wall makes less contribution than the 
adjacent one because of the ionization in the divertor plasma. Chemically sputtered impurities cause 
more deposition near the divertor than physical ones because atomic processes of methane molecules 
lead to isotropic particle velocities. 
 
Keywords: Impurity, deposition, divertor, ERO 
PACS: 52.40.Hf, 52.25.Vy 

 
1. Introduction 
Deposition of impurities on surfaces of plasma confinement devices is one of essential issues for long-time 
discharges and reduction of tritium inventory in present devices and also future fusion devices. In the Large 
Helical Device (LHD)[1], which is the largest heliotron-type plasma confinement device, distributions of 
impurities in deposition layers of divertor plates and material probes placed on the first wall have been 
investigated[2-4]. The main components of the deposited impurities are carbon and iron during the main and 
glow discharges, respectively. Although the deposition itself does not cause a problem to the plasma 
directly, a long-term accumulation of impurities on the device surfaces can harm the plasma if the 
deposited films peel off into the plasma. In order to understand the characteristics of the impurity 
deposition, estimate and control impurity behaviors, simulation studies are necessary along with 
experimental investigations. In the present paper, simulation scheme of carbon deposition on the first wall 
of LHD and fundamental characteristics of the simulated carbon deposition are discussed. 

We employed the ERO code[5] to reveal how impurity carbon is transported and where it deposits. The 
Monte Carlo code ERO traces impurity atoms and molecules in simulation space with a number of atomic 

Fig. 1: (a) Schematic illustration of 
the plasma and the helical coils in 
the LHD. (b) enlarged illustration of 
the rectangular section. A plane with 
x-z axes represents a cross section of 
LHD divertor chamber used in the 
ERO code. 
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processes such as ionization and dissociation. The electromagnetic force and the collisional forces due to 
the background hydrogen plasma in the simulation box are involved in the calculations. A new 
implementation of the surface configuration in LHD has been introduced in the code. Figure 1 shows the 
LHD plasma surrounded by a pair of helical coils and four series of divertor plates. The rectangular section 
drawn in Fig. 1(a) is enlarged in Fig. 1(b). Two pairs of divertor plates are located between the helical coils 
and face the tips of the elliptic flux surfaces. We chose a helical cross section as the simulation box and 
curried out the simulation in 2D space with the assumption of uniformity along the perpendicular direction 
to the plane. 

The detail of the simulation box and the background plasma used in the simulation are explained in Sec. 
2. Deposition profiles obtained from the simulation are given in Sec. 3 and their characteristics are 
discussed there. Finally, conclusions are presented in Sec. 4. 
 
2. Simulation model of the impurity transport in LHD diverotr 
Figure 2(a) shows a poloidal cross section of the plasma and the first wall of the LHD. The core plasma is 
surrounded by an ergodic layer characterized by stochastic magnetic fields. The divertor plates are placed 
approximately half meter away from the core plasma and connected with the ergodic layer through divertor 
legs. In order to reduce the dimension of the simulation box, the plane drawn in Fig. 1(b) was employed as 
a 2D simulation box, x-z. Figure 2(b) shows the x-z plane with a simplified plasma configuration. The plane 
is selected to be normal to the divertor plates and the first wall. We can safely assume the up-down 
symmetry to reduce the size of the simulation box to the bottom half by introducing virtual reflections of 
impurity particles at the upper boundary, z=0.4 [m]. The magnetic field in each divertor leg is assumed to 
be uniform with incident angle of 82° from the surface normal of the divertor plate.The perpendicular 
direction, i.e. y-direction, is assumed to be uniform, and thus periodic boundary condition is employed. 
Impurity particles are removed from the simulation when they move into the core plasma region shown as 
dotted lines in Fig. 2(b).  

Material surfaces in the ERO code are described by a series of short line segments. They are used to 
calculate deposition, reflection and material mixing on the divertor plate and also the first wall. We used a 
polynomial function for the first wall, i.e. -0.27 [m] < x < 0.4 [m], and a straight line segment for the 
divertor plate, i.e. -0.33 [m] < x < -0.27 [m]. The outer region of the device wall, i.e. -0.4 [m] < x < -0.33 

Fig. 2: (a) a poloidal cross section of the LHD 
plasma and the first wall. (b) the x-z plane used in 
the ERO code. The latter plane was generated by a 
CAD system and the perpendicular direction to the 
figure, i.e. along the y-axis, is locally uniform. 

Fig. 3: Plasma profiles along the magnetic field 
for a typical set of plasma parameters. 
Density, velocity, electron and ion temperatures 
and electrostatic potential are shown. The 
divertor plate and the upstream boundary are 
located at s=0 and 2 [m], respectively. 
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[m], was simplified as a horizontal line. These configurations were taken from a CAD diagram of the cross 
section. The main component of the divertor plate is carbon and that of the first walls is iron. Throughout 
discharges in a whole campaign, carbon atoms sputtered from the divertor plate deposit on the first wall 
and thus the surface near the divertor plate is covered by deposition layers[3]. Therefore in the simulation 
we chose carbon as the initial material of divertor plate and also the first wall. 

A background plasma is assumed in the simulation box and causes ionization and collisional forces on 
impurity particles. In order to implement the LHD divertor plasma in the code, we employed a new plasma 
model which consists of one dimensional two-fluid equations and neutral transport equations[7,8]. The 
model involves balance equations of hydrogen ion flux, momentum and heat flux, and also heat conduction, 
thermal force and interactions between ions and neutral atoms. Numerical solutions of the model are used 
as a function of distance along the magnetic field from the strike-point to an arbitrary point in the 
simulation box. The solution is employed only on the center line of the divertor leg and the perpendicular 
profile to the line is given by Gaussian profile, exp(-l2/λ2), where the perpendicular distance and 
characteristic width were denoted by l and λ=1 [cm], respectively. 

Plasma profiles for a typical set of parameters are shown in Fig. 3. The solution was obtained for 
boundary conditions as follows; the input heat power along the magnetic field from the upstream boundary 
is 10 [MW/m2], the upstream plasma density is 6×1018 [m-3] and the wall surface is electrically floating. 
The distance from the strike-point along the magnetic field is denoted by s, i.e. s=0 [m] corresponds to the 
strike-point. The plasma has steep profiles near the surface, i.e. s < 0.3 [m], while approximately uniform 
away from the surface. The steep gradients of potential profiles and large velocity yield significant parallel 
electric field and friction force on impurities, respectively. Since both of them push the impurity toward the 
divertor plate, they play a role of impurity confinement in the divertor leg. We note that a potential drop 
caused by the Debye sheath, ≅3Te/e typically, is not shown in the figure but calculated and included in the 
code as an additional electrostatic force normal to the surface. 
 
3. Simulation results of the impurity deposition 

The ERO code traces impurity particles of various charge state and chemical species such as C, C+, C2+, 
C3+, C4+, CH, CH2

+ and so on. We note that C5+ and C6+ are not generated because of insufficient electron 
temperature for further ionization. The spatial profiles of neutral carbon atom, C, and carbon ion, C+ are, 
for instance, shown in Fig. 4(a) and Fig. 4(b), respectively. Since carbon is easily ionized by electrons, the 
neutral carbon is quite low density in the divertor leg. The perpendicular width of the leg is, however, 
relatively short and thus a certain amount of carbon atoms can penetrate the plasma without ionization and 
reach the first wall directly. If ionization takes place, the plasma flow and electric field push the impurity 
ions toward the surface and cause the localization of impurities near the surface for the plasma parameters 
used here, see Fig. 4(b). Although other results for different plasma parameters are not given in the present 
paper, we confirmed that high-density plasma tends to confine the impurities efficiently in the divertor 
region. 

Fig. 4: Impurity density 
distributions; (a) neutral 
carbon atom, C, and (b) 
carbon ion, C+. 

97



99 

The direct deposition of neutral carbon atoms depends on the plasma configuration and geometry of the 
divertor. The relative position and intensity of the impurity source are important to understand how 
impurities are distributed and how the deposition layer is formed on the first wall. The deposition profiles 
on the wall are shown in Fig. 5(a). The solid and dashed lines represent the number of carbon atoms per 
area of each surface mesh coming from the adjacent and opposite divertors, respectively. The divertor plate 
region, -0.33 [m] < x < -0.27 [m], is omitted in the figure because the plasma-wetted surface has large 
erosion and there are no net depositions. The deposition caused by the opposite divertor is much less than 
that caused by the adjacent one on the first wall, while opposite divertor makes a major contribution in the 
outer region, i.e. x < -0.33 [m]. The difference comes from the geometry of the LHD divertor shown in Fig. 
2(b). The outer region is located behind the divertor and thus the impurities come only from the opposite 
divertor. If the amount of deposition is determined only by geometrical reason, the deposition on the first 
wall due to the opposite divertor must be at the same level as that on the outer region, but that is not the 
case. The reason is the presence of another divertor leg between the first wall and the opposite divertor 
plate. Since ionization in the plasma prevents the impurity particles from reaching the first wall, the 
deposition is significantly reduced. 

The composition of the deposition layer is strongly affected by the impurity species. Figure 5(b) shows 
the amount of carbon resulting from chemical and physical sputtering. Their profiles differ from each other 
especially near the divertor plate. The chemically sputtered carbon has a sharp peak at x≅-0.25, while 
physical one does not have a peak and the decay length to the x-direction is much longer. The dotted line in 
the figure is an inverse-square curve and coincides with the deposition profile of the chemically sputtered 
carbon. That implies the incident particles had isotropic velocities when they were generated near the strike 
point. At the same time the fact that charged particles cannot leave the plasma for the first wall indicates 
that the deposition is caused by neutral radicals and atoms, i.e. CH3, CH2, CH and C. That is consistent with 
the isotropic velocity distribution because the generation of the neutral particles requires atomic processes 
such as ionization and dissociative recombination, which lead to isotropic particle velocities. 

In Fig. 5(a), a peak is observed on the deposition caused by the adjacent divertor. There is a reason for 
the similarity of the peak to that of the chemically sputtered carbon. Since the chemical species are ionized 
more easily than carbon atoms, they hardly penetrate the divertor leg. As a result, the chemical sputtering 
from the adjacent divertor is dominant and the deposition profile near the divertor plate is determined by 

Fig. 5: Deposition profiles of carbon; (a) comparison of source positions, (b) comparison of 
chemical/physical sputtering. The best-fit curve is given by 0.012(x+0.3)-2 in the range of x > -0.33. 

Fig. 6: Fraction of hydrogen atoms to the 
carbon atoms, i.e. H/C = ([CH] + 2[CH2] + 
3[CH3]) / [total C], and fraction of 
chemically sputtered carbon to the total 
carbon are shown. 
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the chemical sputtering. 
Since the deposition is caused by radicals and carbon atoms, the components of the deposition layer 

differ according to location. Fraction of hydrogen atoms to the carbon atoms is shown in Fig. 6. Also the 
fraction of the chemically sputtered particles to the total carbon atoms is shown in the same figure. These 
two profiles are approximately proportional to each other and the ratio is two. That implies averaged H/C 
of the deposited particles, i.e. C, CH, CH2 and CH3, originated in the chemical sputtering is approximately 
two independently of location and the distribution is determined only by the fraction of the chemically 
sputtered carbon to the total carbon. 
 
4. Conclusions 
The geometry of the LHD divertor and the configuration of the divertor plasma were implemented in the 
Monte Carlo code ERO in order to study impurity distribution on the first wall. The plane, x-z in Fig. 1 and 
2, was employed as the simulation box. We used a background plasma profile calculated by a two-fluid 
model for a typical set of boundary parameters and carried out Monte Carlo simulations. The profiles of 
various charges of carbon atoms and methane molecules and radicals were obtained and we found that 
impurity ions experience the friction force and electric force toward the divertor plate and thus they are 
localized near the divertor plate. 

The depositions on the first wall were expected to originate from the two impurity sources at the adjacent 
and opposite divertor plates but we obtained much less amount of deposition from the opposite divertor 
plate than that of the adjacent one. The reason is the ionization in the divertor leg between the first wall and 
the opposite divertor plate. A part of carbon atoms and almost all of methane molecules are ionized and 
trapped in the plasma and thus the deposition from the opposite divertor plate is reduced significantly. 

Deposition from chemically and physically sputtered carbon was compared with each other and we 
obtained characteristic distribution of hydrocarbons with a sharp peak next to the divertor plate. Since the 
methane is ionized quite easily, the deposition of the hydrocarbons are caused by radicals generated by 
dissociation of methane molecules in the plasma. Therefore their velocities become nearly isotropic and 
yield the different distribution compared with the physically sputtered carbon with the cosine distribution. 

The fundamental characteristics of the spatial distribution of carbon impurity has been investigated in the 
paper. They are important bases of further studies such as parameter survey of the background plasma and 
also useful clues to understand the impurity distributions in the actual device. Comparisons with 
experimental observations, more detailed plasma-wall interactions with TRIM code and impurity transport 
study in the divertor leg will be future issues. 
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The internal kink (fishbone) modes, driven by barely passing energetic ions (EIs), are 

numerically studied with the spatial distribution of the EIs taking into account. It is found that 
the modes with frequencies comparable to the toroidal precession frequencies are excited by 
resonant interaction with the EIs. Positive and negative density gradient dominating cases, 
corresponding to off- and near-axis depositions of neutral beam injection (NBI), respectively, 
are analyzed in detail. The most interesting and important feature of the modes is that there 
exists a second stable regime in higher  (= pressure of EIs / toroidal magnetic pressure) 
range, and the modes may only be excited by the barely passing EIs in a region 
of ( is threshold or critical beta of EIs). Besides, the unstable modes require 
minimum density gradients and minimum radial positions of NBI deposition. The physics 
mechanism for the existence of the second stable regime is discussed. The results may 
provide a means of reducing or even preventing the loss of NBI energetic ions and increasing 
the heating efficiency by adjusting the pitch angle and driving the system into the second 
stabile regime fast enough. 
 
I. INTRODUCIOTN 

The effects of energetic ions (EIs) on plasma instability and confinement in toroidal 
devices have been a major subject of theoretical and experimental studies in recent decades. 
The fish-bone like internal kink modes excited by trapped EIs have been observed in 
perpendicular neutral beam injection (NBI)1 as well as ion cyclotron resonance heating (ICRH) 
experiments.2-3 These modes have been analytically and numerically investigated in detail and 
shown to be resonantly excited by precession of deeply trapped EIs.4-7 Besides the low 
frequency fish-bone modes, high frequency internal kink modes, being resonantly destabilized 
by passing EIs, have also been observed in tangential NBI experiments.8 These instabilities 
usually result in loss of the EIs, and consequently degradation of confinement and efficiency 
of plasma heating. Therefore, it is crucially important to control and to avoid the instabilities 
in advanced tokamak experiments. On the other hand, experimental and theoretical studies 
have shown that a population of energetic trapped ions can result in plasma completely stable 
to both sawtooth oscillations and the fishbone mode.9-11 

In this work, the unstable modes driven by barely passing EIs are investigated, taking the 
spatial density distribution of EIs into account. The frequency of the modes is found to 
increase dramatically when the radial profile of the EI density changes from off-axis peaking 
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to near-axis peaking. The mode growth rate as a function of , has a maximum and, 
therefore, there exits a second stable regime in higher range. In Sec. II, the dispersion 
relation for internal kink mode considering spatial distribution of EIs is derived. Two critical 
betas of EIs are analytically given. In Sec. III, the numerical solution of the dispersion relation 
is discussed based on HL-2A cross section equilibrium configuration parameters. In addition, 
the Nyquist technique is employed to demonstrate the existence of the second stable regime. 
In Sec. IV, the possible physical mechanism for the formation of the mode is presented. And 
in Sec. V are the conclusions and discussion. 

 

II. DISPERSION RELATION 
A larger-aspect-ratio tokamak plasma consisting of core and hot (energetic) components 

is considered. The inverse aspect ratio is  (here a and R are minor and major 
radii of the torus, respectively). The following orderings are assumed in this paper in 
accordance with tokamak experiments: , , ( is the poloidal beta 
value of the core component), and the temperature ratio between the core and hot components, 

. Therefore, the density ratio between the energetic and the core components is 
estimated as . By making use of these assumptions, a dispersion function is 
obtained as ,4-5 

,    (1) 

Where is the inertial term,  and are MHD and kinetic 

contributions, respectively, given by the following two equations, 

,   (2) 

.        (3) 

Here, , ,  

with  being the curvature of the magnetic field line, E is energy of EIs , 

, Th is temperature of EIs.  is the diamagnetic drift 

frequency of EIs,  is an average over a field line, ( is 
magnetic moment) and are the pitch angle and cyclotron frequency of the EIs, respectively, 
and is the distribution function of the EIs. In addition, the 
transit frequency  is neglected in Eq. (3) due to the fact that barely passing EIs are 

considered only. The radial density profile is assumed to be and a 
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slowing-down energy distribution is employed for the EIs. 
is the bounce averaged precession frequency of the EIs. Kc is a function 

of the first and the second kinds of complete elliptic functions  and  

       (4) 

with the argument for passing particles,12-13 here, and 

s=rdq/qdr is magnetic shear. The average beta value of the EIs inside the q=1 flux surface 
may be expressed as 

, (5) 

Where V is the volume of plasma column, is the 

normalized distribution function, Np is the total number of the EIs, and . The 

third term on the right hand side in Eq.(2) indicates that the contribution of the hot particles to 
 is . In order to minimize the dispersion function 

Eq.(1), an appropriate trial function is constructed as inside the 
q=1 flux surface of radius rs and  outside the surface. Note, the toroidal and poloidal 
wave vectors as well as the radial structure of the mode under consideration are all fixed with 
this trial function. Following the minimizing procedure described in Refs.4-5, the dispersion 
relation is obtained as following from Eqs.(1-3), 

,          (6) 

where the normalization has been introduced and 

is obtained 14 with  

, , and is the beta value of the core component. After integrated over 
energy E and pitch angle , Eq. (6) becomes, 

              (7) 

Here, the responses and are damping and driving terms and given by the following 
two equations, respectively, 

                  (8) 

with , , . We can evaluate the threshold beta of 

EIs by letting , . Considering that  when  an 
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expression for the threshold beta can be easily obtained as following by letting ,  

,           (10) 

where has to be determined by substituting Eq. (10) back into the real part of Eq. (7).  

A non-uniform normalized spatial density distribution profile  with 
is considered. In order to get an analytic expression similar to the previous results, 4, 5 

the domain [0, 1] is divided into N sub-domains , j=1,2,…N, where the spatial 
density profile is fitted with the linear form for simplicity. Here, 

, , . Then, in Eqs. (8-9) the 

integration over radial distance can be conveniently substitute by the following summations, 

 

 

Here, , , , 

. 

The normalized , , , and , are given as,  

 

 

, .      (14) 

 
III. NUMERICAL RESULTS 

To be specific, we consider a neutral beam injection experiment (injection energy 
Eb=60KeV) on the HL-2A tokamak15 with a circular cross section equilibrium configuration. 
The other parameters are the toroidal magnetic field Bt=1.68T, the major radius R=165cm, the 
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minor radius a=40cm, the magnetic shear s=0.003, the Alfven frequency s-1, 
=0.72/0.25 corresponding to the cases that positive/negative radial gradient of the energetic 

ion density dominates (i.e. off-axis/near-axis NBI heating, respectively).  (i.e. 
MHD is stable) and the q=1 surface is located at rs=a/2. Under these conditions, the particles 
with (or k>1) are passing particles. 

The formulas and the numerical code are checked and the results in previous works 4, 5 
are recovered when  and deeply trapped EIs are considered. 

The dispersion relation, Eq. (7) is numerically solved and an unstable mode is found to be 
driven by barely passing EIs. The real frequency and growth rate of the mode 
versus are given in Fig.1 where the lines with open circles denote modes in the high 
frequency range whereas the lines without symbols do that in the low frequency range. 
Meanwhile, the dashed, the dash-dotted and the solid lines correspond to =6, 7, 7.5, 
respectively, with =0.8, =0.25 for the modes with higher frequencies, and =0.8, 0.78, 
0.76, respectively with =2.5, =0.72 for the modes with lower frequencies. Generally 
speaking, the modes are unstable in the lower and higher frequency ranges for off-axis 
peaking and near-axis peaking density profiles, respectively. The striking feature of the modes 
studied here is that there exists a second stable regime in the higher parameter range and, 
therefore, there are two threshold beta values, and . The instability is excited by barely 
passing energetic ions when the condition is satisfied. The growth rate increases first, 
and then decreases gradually after reaching a maximum when  increases. Finally, the 
mode becomes stable when . The result resembles that for the ideal MHD ballooning 
mode with the plasma there replaced by here. 9-11 The real frequency of the mode is 
comparable to the toroidal precession frequency indicating the resonant excitation of the 
mode energetic ions. The expression of above indicates that it is inversely proportional to 
radial position r. Therefore, the modes in high and low frequency ranges are driven unstable, 
respectively, when the radial profile of the EI density changes from near-axis peaking to 
off-axis peaking, corresponding to near-axis heating and off-axis heating of NBI, respectively 
(See Fig. 3 for more details). This figure also indicates that the higher the  value, 
corresponding to higher density gradient, the wider the unstable range of  for fixed 

=0.8, and =0.25. On the other hand, the lower the  value, corresponding to smaller 
pitch angle, the wider the unstable range for fixed =2.5, =0.72 and the parameter  
domain studied here.  

Shown in Fig. 2 are the real frequency and growth rate as functions of beam 
energy  with and . The lines with circles correspond to near-axis 
heating with =0.25, =7 and the other lines correspond to off-axis heating with 

=0.72, =2.5. It is clear that the growth rate increases monotonically with increasing beam 
energy when is kept constant. Consequently, there exists a critical for both near-axis and 
off-axis heating cases. In addition, the critical beam energy for near-axis heating case is about 
3/5 of that for off-axis heating case.  
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FIG. 1. The mode real frequency and growth rate  as functions of , the lines with 
circles and without symbols denote the modes in high frequency and low frequency ranges, 
respectively. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
FIG. 2. The real frequency and growth rate as functions of the beam energy Eb for off-axis 
heating and near-axis heating. 
 

Given in Fig.3 are the dependences of the real frequency (the solid lines) and the growth 
rate (the dash-dotted lines) on the deposition position (the lines with triangles) of NBI 
for =7.5 and on the density gradient parameter (the lines with circles) for =0.25. The 
results clearly indicate that there exists a critical value, = . When > , the mode is 
excited and the growth rate increases first, reaches a maximum value, and then decreases with 
further increase of . The real frequency monotonically decreases with increasing of from 
high frequency range to low frequency range. The formula  (here c is a scaling 
constant) fits the numerical results quite well as shown by the dotted line, showing the same 
scaling with  as the precession frequency  does. The growth rate and the real 
frequency of the mode for =1.0 are both much lower than the maxima reached at ~0.3 
and 0.2, respectively. This indicates that the mode is easier to be destabilized for  
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dominating (near-axis heating) case than for  dominating (off-axis heating) case. 
For both off-axis and near-axis heating cases, the resonant energy exchanging between the hot 
ions and the modes plays an essential role in excitation of the mode with frequency 
comparable to . 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

FIG. 3. The real frequency (the solid lines) and growth rate  (the dash-dotted lines) as 
functions of  (the lines with triangles) and density gradient parameter (the lines with 
circles) with =0.8, =0.002. =0.25 for the lines with circles and =7.5 for the lines 
with triangles. The dotted line is a fit of  
 

In addition, the lines with circles indicate that a minimum is also necessary to 
drive the mode unstable while the real frequency /s does not vary much up to 

 for =0.25. The minimum is also required to drive the mode unstable and 
the real frequency /s does not vary much up to  for =0.72 (not shown 
here).  

Shown in Fig.4 are the stability diagrams in the plane. The solid and dotted lines 
correspond to =0.72 and =0.25, respectively, with =0.80 for both cases. 
The plane is divided into unstable and stable regions by each curve. The mode is 
unstable and stable above and below the corresponding line, respectively, in each case. Beta 
values on the curves are critical beta values  for each case. There are two critical beta 
values for a given in each case. The ranges in Fig.4 marked with numbers 1, 2 and 3 for 
off-axis heating case (I, II and III for near-axis heating case) are called the first, the second 
stable ranges and the unstable ranges, respectively. In each first stable range, the mode can be 
driven on the condition that the hot particle beta is higher than the critical value. On the 
contrary, the mode becomes stable when beta is higher than the second critical value and 
enters into the second stability range. From Fig.4 we can see that the first threshold beta value 
of energetic ions decreases with increasing whereas the second one increases with 
increasing for both near- and off-axis heating cases. This indicates that the mode is difficult 
to be driven unstable but easy to enter the second stability regime for flat density profiles of 
EIs. It is the opposite for peaked density profiles. In addition, steeper density profiles are 
needed to drive the modes in high frequency range (i.e. in near-axis heating case) than that in 
low frequency range (i.e. off-axis heating case). 
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FIG.4. The stability diagrams in the plane. The solid and dotted lines are for the modes 
in off-/near-axis heating cases with =0.72/0.25 and =0.80. 

Furthermore, it is numerically found that there exist minimum values of density gradient 
parameter = in the vicinity of for the both. The barely passing EIs 
can destabilize the modes through wave-particle resonance only when > . 

Nyquist technique is employed to further check the results presented above. Shown in Fig. 
5 are the Nyquist diagrams plotted in the complex plane. The dashed and the 
dash-dotted lines are for two values in the first and second stable regions, whereas the 
dotted line is for one in the unstable region. The diagrams clearly demonstrate that there is 
indeed an unstable mode (the curve encircles the original point once) only when  is higher 
than the first threshold beta value and lower than the second one. Otherwise, there are no 
unstable modes (the curve does not encircle the original point). Therefore, results in Fig.(1) 
are confirmed. 

 
 
 

 
 
 
 
 

 
 
 
 
 

 
FIG.5 the Nyquist diagrams plotted in the complex D plane. The dashed, dash-dotted and 
dotted lines are, respectively, for the first, the second stable regions and the unstable region. 
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IV. THE POSSIBLE PHYSICAL MECHANISM 
It is worthwhile to discuss the physical mechanism for the formation of the second stable 

regime of the modes more in detail. Taking an off-axis heating case with =2.5, =0.72 as 

an example, shown in Fig.6 (a) is the damping term in Eq. (7) as a function 
of covering both passing and trapped ranges for =0.002. The results indicate that the 

damping effect of in the passing range (the solid line) is much stronger than that in the 
trapped range (the broken line). This may mean that the modes excited by passing EIs are 
easier to enter into the second stability region than that done by trapped EIs. On the other 
hand, roughly speaking, the real part of the driving term in Eq.(7) provides necessary free 
energy for inducing the unstable modes. The exciting condition for the unstable modes to 
develop may be estimated as from Equation (7). That is, the free 

energy provided by the driving term is greater than the damping term plus core MHD 

term . Shown in Fig.6 (b) is the dependence of on . The 
solid and broken lines are for barely passing ions with =0.76 and barely trapped ions with 

=0.93, respectively.  decreases monotonically, meaning the mode becomes more 
unstable, with increasing of for barely trapped EIs of =0.93. In contrast,  decreases 
first, reaches a minimum and then increases with increasing of for barely passing EIs 
of =0.76. In addition, we learn from equation (8) that the damping term depends on  
linearly and is independent of the mode frequency and growth rate. Consequently, the 
contribution of damping term is trivial for small and predominant for large . This is the 
reason why the absolute value of in Fig.6 (b) increases with increasing in the 
small range and decreases in the large range. As a result, the mode is driven unstable 
for small . On the other hand, the destabilizing effect of energetic ions can be greatly 

weakened by the damping term for large beta. Therefore，it is understandable that the 
growth rate in Fig.1 increases for small beta and decreases after reaching a maximum for 
large beta when increases. It is also clear that there is not a second stable regime for the 
internal kink (fishbone) modes driven by deeply trapped EIs since the free 
energy monotonically increases with for trapped EI case. 

The main features of the modes, such as possessing second stable regime, remain for 
radial density profile, , which provide zero density gradient at the original 
point of and prevents non-physical factors.  
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FIG. 6. (a) as a function of pitch angle for trapped (the broken lines) and passing ions 
(the solid lines) with =0.002 and (b) as a function of with =0.76 for barely passing 
ions and =0.93 for barely trapped ions. The other parameters are =2.5, =0.72. 
 
V. CONCLUSIONS AND DISCUSSION 

In summary, the internal kink (fishbone) mode induced by barely passing energetic ions 
is investigated numerically. It is found that the mode is resonantly excited by the energetic 
ions and the mode frequency is comparable to the toroidal precession frequency . Therefore 
the mode frequency is low in the case of positive density gradient dominating case 
(off-axis NBI deposition) whereas is high in the case of negative density 
gradient dominating (near-axis NBI deposition), corresponding to the fact that the 
toroidal precession frequency is inversely proportion to radial position r. The most interesting 
result found in this work is that there exists a second stable regime for the mode in the 
higher parameter range and there are two threshold beta values, and . The mode 
may be excited by barely passing energetic ions in the range of  only. The 
results are also confirmed with Nyquist technique. The positive free energy (i.e. the damping 
term in the dispersion relation) increases with increasing beta of EIs and drives the plasma 
into the second stabile regime near the second stability threshold beta value. The physics 
mechanism for the existence of the second stability range is the competition between the 
driving and damping forces related to magnetic gradient and curvature drifts as well as 
density gradient. Besides, there exist a minimum density gradient parameter and a minimum 
deposition position of NBI for the mode to be unstable. 

The results of this work may provide a way to reduce or even prevent the loss of NBI 
energetic ions through fishbone modes and to increase the NBI heating efficiency by 
adjusting the pitch angle and driving the system into the second stable regime fast enough. 

Explicit expressions for and  as functions of plasma parameters only (independent 
of the mode frequency) are desirable but difficult to be obtained. Nevertheless, numerical 
solutions are possible. The real and imaginary parts of Eq. (7) are  
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and  

 

respectively, for where . An expression for is formally given in Eq. (10) from 
Eq. (16). By inserting from Eq. (10) into Eq. (15), an equation for  is obtained. 
Therefore, we can get two roots of  by numerically solving equation (15). Substituting 
the two roots back into equation (10),  the lower and the upper threshold betas can be 
conveniently obtained. In this way, we get , and , 

, respectively, for the case of off-axis heating with , which is in 
good agreement with the results shown in Fig.1. 
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Integrated Modeling of Tokamak Plasmas by TASK Code

A. Fukuyama, S. Murakami, A. Wakasa and H. Nuga
Department of Nuclear Engineering, Kyoto University, Kyoto, Japan

In order to describe time evolution of tokamak core plasmas, the integrated tokamak
modeling code, TASK, has been developed. It is composed of analyses of equilib-
rium, transport, wave physics, and momentum distribution function, and interface
to couple them with each other. The features of each component are described and
typical simulation results for ITER are presented. The kinetic integrated modeling
under development is also mentioned.

1 Introduction
In order to predict the performance of future magnetic fusion devices, to optimize their oper-
ation scenario, and to design DEMO fusion reactors, it is necessary to develop a reliable tool
which describes a whole plasma including core, edge, SOL, and divertor plasmas as well as
plasma-wall interaction over a whole discharge including startup, sustainment, probabilistic in-
cidents, and shut down. Since the time scale extends from the order of 10 ns of the electron
cyclotron wave to the order of 1000 s of the discharge, and the spatial scale from the order of 10
µm of the Debye length to the order of 10 m of the device size, it is practically impossible to de-
scribe a whole plasma and a whole discharge by a single simulation code. Therefore we have to
utilize an integrated simulation combining modeling codes which describe specific phenomena
and interact with each other.

Several activities are in progress in the world in order to develop such integrated modeling
codes for toroidal burning plasmas. In Japan, the Burning Plasma Simulation Initiative (BPSI)
has been working since 2003 [1]. It is a research collaboration among universities, National
Institute for Fusion Science (NIFS), and Japan Atomic Energy Agency (JAEA). Main targets of
this initiative includes development of a framework for integrated simulation, pioneering new
physics models required for integrate modeling, and introducing advanced computing technique
to integrated codes. As a core code of this activity, the integrated tokamak modeling code,
TASK, has been developed and is evolving for a more advanced and reliable tool simulating
magnetic fusion plasma.

The purpose of this paper is to describe the present status of the integrated code, TASK,
and present recent results of the analysis. The outline and the present structure of TASK are
described in section 2, and important components of TASK and their typical results are pre-
sented in section 3. The last section briefly describes the kinetic integrated modeling under
development.

2 The integrated code TASK
The integrated code, TASK (Transport Analyzing System for tokamaK) [2], is a core code of the
integrated modeling in BPSI. It has a modular structure for easier maintenance of the code and
includes reference implementation of the BPSI data-exchange interface (BPSD) and the BPSI
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Figure 1: Present structure of the TASK code and related codes

execution interface (BPSX) which will be explained later. It has high portability and works on
various UNIX-like environments from laptop computers to large-scale cluster computers. The
source code has been stored in a CVS version control system for collaborative development and
is freely downloadable from the web site [3]. A part of the code has been parallelized using the
MPI library.

The present structure of the TASK code and related codes is shown in Fig.1. The original
TASK components are enclosed by a rectangular denoted by TASK. The components in the
extended rectangular denoted by TASK3D [4] are used in the simulation of the plasma in a three-
dimensional (3D) configuration, such as Large Helical Device (LHD). Coupled simulations with
external codes, 3D MHD equilibrium and stability code (MHD3D), drift kinetic equation solver
(GNET), and integrated divertor code (SONIC) are planned.

The components are designed to exchange simulation data through the BPSD interface.
The BPSD data-exchange interface defines standard datasets which describes the status of the
device and the plasma, e.g., MHD equilibrium profile (magnetic field, metric), fluid description
of the plasma (density, temperature, velocity), kinetic description of the plasma (momentum

Physical quantity Variable name Unit
time plasmaf%time [s]
number of radial grid plasmaf%nrmax
number of species plasmaf%nsamax
species identifier plasmaf%ns nsa(nsa)
normalized radius plasmaf%rho(nr)
inverse of safety factor plasmaf%qinv(nr)
plasma density plasmaf%data(nr,nsa)%pn [m−3]
plasma temperature plasmaf%data(nr,nsa)%pt [eV]
toroidal flow velocity plasmaf%data(nr,nsa)%pu [m/s]

Table 1: Example of a BPSD data strucure defined as a derived type of Fortran90; fluid quanti-
ties of plasma

2

113

tomitayukihiro
テキストボックス
114



Name of subroutine Role of subroutine
XX main Main program for stand-alone operation
XX init Definition and default value of input parameters
XX parm Read input parameters
XX menu Command processor for user interface
XX prep Initialize profiles in time evolution
XX exec Calculate and advance time by a time step
XX calc Calculate without time advance
XX gout Output calculated data in text or in graphics
XX save Save present status data in a file
XX load Load saved status data from a file

Table 2: Standard subroutine names for BPSX interface. XX denotes the name of the compo-
nent.

distribution function), wave field distribution, transport coefficients, and source terms. The
dataset is implemented using the derived type of Fortran90 and the locality of the data is taken
into account. An example of the data structure, fluid quantities of plasma, is indicated in Table1.
The BPSD interface also defines a few simple application programing interfaces (API) to set
data, get data, save data in a file, load data from a file, and so on. Since the number of the
BPSD API is restricted in order to keep simplicity, more universal and efficient interfaces are
implemented in the library TASK/PL.

The BPSD interface also includes the data interface with experimental and simulation data.
Several kinds of ASCII data files, e.g. the UFILE form [5], and the experiment database library
MDSplus [6] are available. The International Tokamak Profile Database developed [7] by ITPA
activity has been used to examine the thermal transport models in tokamak plasmas [8].

The BPSX execution interface is still under development. Most of the components include
basic routines with unified subroutine names as shown in Table2. Interface routines control the
execution sequence of the fundamental subroutines. This interface will be extended to the use
of graphical framework interface, such as Kepler [9], and web interface.

3 Components of TASK

3.1 Equilibrium
MHD equilibrium of an axisymmetric plasma is described by Grad and Shafranov (GS) equa-
tion. TASK has two equilibrium components, EQ and EQU. TASK/EQ solves GS equation
with a fixed plasma boundary condition for given pressure and safety-factor profiles. Using
the solution of GS equation or reading the equilibrium data from a file, TASK/EQ calculates
the magnetic flux coordinates and metric data. The other component EQU, originally devel-
oped by M. Azumi [10], solves GS equation with a free boundary condition for given separatrix
points by iteration starting from initial poloidal coil currents. Figure 2 illustrates contours of
the poloidal magnetic flux calculated by TASK/EQ and TASK/EQU for ITER plasmas.
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Figure 2: Contours of poloidal magnetic flux calculated by (a) TASK/EQ (fixed boundary) and
(b) TASK/EQU (free boundary) for 15MA ITER plasma.

Model Equation Variables TASK/
Fluid model Diffusive transport equation n(ρ, t), vφ(ρ, t),T (ρ, t) TR

Dynamic transport equation n(ρ, t),u(ρ, r),T (ρ, t) TX
Kinetic model Bounce-averaged drift-kinetic equation: f (p, θp, ρ, t) FP

Axisymmetric gyrokinetic equation f (p, θp, ρ, χ, t)
Gyrokinetic equation f (p, θp, ρ, χ, ζ, t)
Full kinetic equation f (p, θp, φg, ρ, χ, ζ, t)

Table 3: Levels of transport modeling

3.2 Transport
Transport components usually describe the time evolution of the plasma in transport time scale.
There are several levels of transport modeling as shown in Table 3. The most accurate two
modelings, full-kinetic and gyrokinetic, usually describe the turbulence self-consistently and
require very large amount of computing resources. On the other hand, conventional transport
modeling (TASK/TR, [8]) solves the diffusive transport equation accompanied with the flux-
gradient relation. Since the flux-gradient relation is derived from the stationary solution of the
equation of motion, a quick change of the transport may not be described self-consistently.
The dynamic transport modeling (TASK/TX, [11]) solves the flux-surface-averaged multi-fluid
equations coupled with Maxwell’s equations. Since the equations of motion and Poisson’s
equation are solved simultaneously, the plasma rotation and the radial electric field are self-
consistently calculated without the assumption of the quasi-neutrality. In order to describe the
heating and current drive which usually produce energetic particles and modify the momentum
distribution function, the kinetic transport modeling (TASK/FP) solves the bounce-averaged
Fokker-Planck equation for the momentum distribution function including the radial transport.

Figure 3 shows an example of heat transport simulation by TASK/TR for the ramp-up phase
of ITER inductive operation using the CDBM05 turbulent transport model [8].
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Figure 3: Time evolution of (a) central temperature, (b) heating power, (c) plasma current and
(d) fusion power multiplication factor, and radial profiles of (e) temperature, (f) current density
and (g) energetic ion density, nB due to NBI and nF due to fusion reaction, at t = 200 s calculated
by TASK/TR for ITER inductive operation.

3.3 Wave analysis
There exist various kinds of electromagnetic (EM) fields in tokamak plasma, excited internally
or externally, with wide ranges of frequency, growth rate and wave number. In order to describe
the excitation, propagation and absorption of EM fields, several modeling schemes have been
used in toroidal plasmas as indicated in Table 4.

The ray tracing component, TASK/WR, solves the ray equation in the Hamiltonian form to
calculate the ray position and the wave number from the dispersion relation which corresponds
to the Hamiltonian. It also uses the dielectric tensor component, TASK/DP, to calculate the
dispersion relation. The TASK/WR is applicable to beam tracing [12] in which the radius of

Scheme Time dependence Spatial dependence TASK/
Wave optics Initial value problem FEM/FDM —

Boundary value problem Fourier analysis —
Fourier & FEM/FDM WM
FEM/FDM WF

Geometrical optics Initial value problem Ray tracing WR
Beam tracing WR

Table 4: Types of wave modeling: FEM and FDM denote the finite element method and the
finite difference method, respectively.
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Figure 4: (a) Ray tracing analysis of electron cyclotron waves by TASK/WR and full wave
analysis of ion cyclotron waves by TASK/WM, (b) the poloidal component of the wave electric
field and (c) the power density absorbed by triton at the second harmonic cyclotron resonance.

the wave beam and the curvature radii of the equi-phase wave surface are also calculated. The
TASK/WR has been applied to the electron cyclotron heating and current drive [13] as well as
the lower-hybrid current drive.

The full wave analysis component, TASK/WM, solves Maxwell’s equation as a boundary-
value problem. It uses the Fourier expansion in the poloidal and toroidal directions and the
finite element method (FEM) in the radial direction. Various models of dielectric tensor are
available in the component TASK/DP; resistive MHD, collisional multi-fluid, uniform kinetic,
and drift kinetic. For the kinetic models, not only the Maxwellian velocity distribution but
also any form of equilibrium velocity distribution function, such as the output of the Fokker-
Planck analysis can be used through numerical integration in velocity space. At present, the
finite gyro radius effect is evaluated from the fast wave approximation. The TASK/WM has
been used in the analysis of heating and current drive in the ion cyclotron range of frequency
[14]. Since the wave frequency can be complex in TASK/WM, it is applicable to the eigen
mode analysis by maximizing the volume integral of the square of the wave amplitude for given
excitation proportional to the electron density. It has been applied to the analysis of Alfvén
eigen modes [15]. Another full wave component, TASK/WF, using three-dimensional FEM is
under development for the analysis of waves with shorter wave length.

Figure 4 illustrates the ray trajectories of the electron cyclotron waves calculated by TASK/WR
and the wave structure of the ion cyclotron waves calculated by TASK/WM for ITER plasmas.

3.4 Momentum distribution function
The heating and current drive by waves, neutral beam, and alpha particles modify velocity dis-
tribution functions of heated particle species and produce energetic particles which affect the
transport and stability of the plasma and the heating mechanism itself. The three-dimensional
Fokker-Planck component, TASK/FP [16], is used to analyze the modification of momentum
distribution functions of particle species s, fs(p‖, p⊥, ρ, t), where p‖ and p⊥ are the parallel and
perpendicular components of the momentum relative to the equilibrium magnetic field at the lo-
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Figure 5: Contours of the momentum distribution function at different minor radius and different
particle species. The horizontal and the vertical axes indicates the parallel and the perpendicular
momentum normalized by the thermal momentum.

cation of minimum magnetic field strength on the magnetic surface specified by the normalized
radius ρ.

It solves the bounce-averaged drift-kinetic equation for multi-species fs simultaneously. The
drift kinetic equation is averaged over the bounce motion for trapped particles and the circular
motion for passing particles. The equation includes the Coulomb collision term which describes
the collisional interaction between different species as well as the self-interaction relaxing the
distribution of the Maxwellian. Since the conserves not only momentum but also energy, the
quasilinear wave interaction term which is evaluated from the wave electric field calculated by
TASK/WR and TASK/WM, the radial transport terms due to turbulent diffusion and pinch, and
the source and sink term due to neutral beam injection and nuclear fusion reaction.

Figure 5 shows the momentum distribution function of electrons, deuterons (D) , tritons (T),
and Helium ions (He) at various radius in ITER plasmas. The calculation includes ICRF heating
of electrons and T, NBI heating of D, and fusion reactions of DT and DD. Radial diffusion with
given radial profile is assumed and 50 radial points are used.

3.5 Other components
The TASK code includes some other components; FIT3D for neutral beam trajectory, energetic
ion generation, finite orbit width, and deposition, NBI for simple version of NBI analysis, and
EG for linear micro instability analysis for turbulent transport estimation. It also common
libraries for numerical integration, spline interpolation, fast Fourier transform, spatial functions,
matrix solver, and parallel processing. A free graphic library, GSAF, is also developed and can
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be installed separately.

4 Kinetic integrated modeling
In order to describe burning plasma more accurately and self-consistently, we are now devel-
oping a kinetic integrated version of TASK which is based on the kinetic description of the
bounce-averaged momentum distribution functions. The transport is analyzed by the Fokker-
Planck component TASK/FP and the heating and current drive as well as global stabilities are
analyzed by the full wave component TASK/WM including the effect of energetic particles
calculated by TASK/FP. It will give us more precise evaluation of fusion reaction and energetic-
particle-driven global instabilities.
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Abstract: Electron cyclotron resonance heating is an effective method to startup the plasma 
current in spherical tokamaks (STs). It has been shown on many STs that the transient process at 
the beginning of ECR startup discharges can affect the startup results significantly, especially for 
short microwave pulses. This paper presents the experimental observations of two types of ECR 
startup on SUNIST: one with electron density spikes but very low plasma current, and the other 
one without electron density spikes but higher plasma current. The mechanism of the formation of 
spikes is studied by a series of parameter scan experiments, i.e., resonant layer scan and vertical 
field scan. It was found that the long wave length of microwave, the drift process of over dense 
electrons and the perpendicularly installed microwave antenna are all responsible for these 
interesting phenomena. The experimental configuration is modeled as an exciter-reflector system 
and is analyzed in one dimension. The continuous equations for each cell of the space between the 
inner and the outer wall are given. The reflection ratio of microwave is simply calculated with the 
assumption as optics. After careful tuning of the coefficients, the simulation results that are 
comparable to experimental observations are obtained thus the physical images conjectured from 
experiments are confirmed. 
PACS: 52.55.Fa, 52.55.Wq, 52.50.Sw 

Introduction 

Spherical tokamaks have higher beta, compact size and lower cost when compared to conventional 
tokamaks. However, these advantages are guaranteed from the ultra limited space for center post, 
in which the capability of the central solenoid (CS) is greatly decreased. This makes STs hard to 
startup solely with the flux swing provided by CS. For this reason, research of non-inductive 
startup in STs is a hot topic. Many non-inductive methods have been applied to and studied in STs, 
e.g., merging and compressing (applied to START[1], TS-3/4[2], MAST[3], UTST[4]), coaxial 
helicity injection (CHI, applied to HIT[5], NSTX[6]), and electron cyclotron heating (ECR, 
applied to CDX[7], LATE[8-12], TST-2[13, 14], MAST[15], SUNIST[16], CPD[17], et al). Since 
ECR startup doesn’t need special design to the tokamak machines (former two methods both 
require special structures or shapes of the device for operation), it has attracted the widest research 
interests on STs.  
 
Although some uncertainties of the mechanism still exist, the brief processes of ECR startup have 
been explicit. First, when a microwave is injected to a vessel with prefilled gas and an appropriate 
magnetic field, the gas is ionized by ECRH. Then, as long as electrons and ions (weakly ionized 
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plasma) generated, electrons move along the helical filed lines (the composite of toroidal field and 
vertical field) with asymmetrical lifetime. The electrons with different lifetime in two opposite 
drift directions form a plasma current flow (therefore at this stage plasma current are pressure 
driven; N// and poloidal flux swing are not necessary). If the microwave injection continues, the 
plasma pressure increases, as well as the plasma current. When a threshold is reached, the plasma 
current suddenly jumps to a much higher value because the magnetic field generated by the 
increased plasma current improves confinement and increases the plasma pressure more. This 
positive feedback make the current jump happen. Previous open filed lines are partially transited 
to closed flux surfaces. After current jump, a tokamak like plasma torus is formed. At this stage, 
the mechanism of current drive becomes typical ECCD and therefore N// is required if one want to 
drive current further.  
 
SUNIST is a small spherical tokamak. Its major radius, minor radius, toroidal field are 0.3 m, 0.23 
m, and < 0.15 T respectively. ECR startup experiments have been conducted on SUNIST. A 2.45 
GHz / 100 kW / 10 ms magnetron microwave source is used in the experiments. To make the 
electron cyclotron frequency match the frequency of microwave, the toroidal field is adjusted from 
875 to 1200 Gauss. Before the injection of microwave, the vacuum vessel is prefilled with 
Hydrogen to 1E-3 ~ 1E-2 Pa by a pulse controlled piezo-valve. The main diagnostics used include 
a Rogowski coil, a set of poloidal flux loops, visible light photodiodes, an 8 mm interferometer 
and a fast camera. The hardware arrangement of these experiments is shown in Figure 1. After a 
long term of wall conditioning, optimal ECR startup results are obtained when the filling pressure 
is as low as 1E-3 Pa and the vertical field is about 15 Gauss. As shown in Figure 2, about 2 kA of 
plasma current can be routinely started up shortly (several milliseconds) after the injection of 
microwave and maintained till the end of microwave pulse. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The experimental setup for electron cyclotron wave start-up experiments on SUNIST. (a) 
Side view illustrating the radial positions of fundamental and second electron cyclotron resonance 
(ECR) layers and the interferometer chord, the poloidal position of the microwave launcher, and 
the poloidal limiters. (b) Top view showing the toroidal positions of main equipment and 
diagnostics. 
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Figure 2. Pictures of visible light (a) ~ (f) and dependence of overall visible light emission (g), 
microwave reflection (h) and plasma current (i) on time in a typical discharge with filling pressure 
PH2 ~ 1x10-3 Pa, vertical field BV ~ 12 G and microwave power ~ 40 kW. The pictures are taken 
with intervals of 0.2 ms. 
 
The transition of current jump is essential to get good startup efficiency. However, many factors 
can affect succeeding current jumps. On SUNIST, the poloidal field generated by the plasma 
current is estimated to be ~ 20 G and is larger than the biased vertical field (~ 15 G). This implies 
that partially closed flux surface may have formed. However, the experimental results of vertical 
field scanning revealed an IP ~ 1/BV scaling (Figure 3), which means that the plasma current is still 
pressure driven. These conflicts may be interpreted as follows: in our experiments the plasma 
pressure, and therefore the plasma current, increase very fast and almost reaches the threshold of 
current jump; however the pulse length of microwave limited the evolution of plasmas before 
current jump really occurs. For this reason, although current jump is prohibited by the short pulse 
length, the rapid formation of plasma current (which is not very common at this power injection 
level in STs) is still of interests. To investigate the mechanism of fast plasma current formation, 
the transient process of startup need to be understood. 
 

(a) (b) (c) (d) (e) (f) 

(g) 

(h) 

(i) 

1st ECR 
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Figure 3. The plasma current as a function of vertical field. The red curve is fitted from the 
experimental data (black bricks). 
 
From a number of shots we can find two types of startup with quite different time evolution of the 
plasma current (Figure 4). Type I shots were obtained with relatively higher gas filling pressure (> 
5E-3 Pa). The distinct feature of type I shots is the spike of both the waveforms of plasma current 
and electron density at the very beginning of discharges. However, after the spike plasma current 
can not be maintained and decays fast. In contrary, type II shots were obtained with lower gas 
filling pressure (~ 1E-3 Pa) and didn’t have spikes. Constant plasma current (the waveform has a 
flat top from the beginning to the end of pulse) can be maintained in type II shots. It seems that the 
beginning of discharge is spiky or not determines the whole process of startup as well as the 
plasma current waveform. This phenomenon on SUNIST is not unique. Similar results have been 
widely observed on other STs, including LATE (both 2.45 GHz and 5 GHz experiments), TST-2 
(both 2.45 GHz and 8.2 GHz experiments) and CPD (8.2 GHz). Especially for CPD, in its latest 
campaign the power of microwave (8.2 GHz) is gradually increased, not step applied, to avoid the 
spikes at the beginning of the waveforms of plasma current and electron densities. The spikes are 
common features of ECR startup on STs and have important effects on the plasma current. 
However, the transient process of ECR startup has not yet been studied in detail; the determination 
of such two types of shots is not well understood. In this paper, the ECR startup transient 
processes in SUNIST are modeled based on a series of parameters scanning experiments and 
simulated. The comparison between the simulation results and experimental observations are 
presented as well. 

 
Figure 4. Two types of shots: with and without spikes at the beginning of Hα emission. The plasma 
current (poloidal flux) in the shots that have spikes are not sustainable. 
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Parameters Scan and Modeling 

Several assumptions are made before introducing the model. First, the ionization ratio during the 
whole pulse duration is low and at any time there are plenty of neutral particles that can be ionized. 
If we compare the density of molecular in gas (2.7E17 m-3 for 1E-3 Pa) and the cutoff density of 
2.45 GHz microwave (7E16 m-3), this assumption is obvious. Second, the electron temperature is 
low. In the breakdown phase, collision is frequent and the electrons heated by ECR loss their 
energy to neutral particles quickly. Thus Te is kept low, or in practice zero, in the model. The third 
assumption, Ha emission is roughly proportional to the electron density, is directly derived from 
previous two assumptions. With this assumption the Hα emission signal, which is faster and more 
reliable than interferometer signals, is used to represent the electron density in the following 
experiments and analysis. The forth assumption comes from a special feature of the antenna 
system on SUNIST. Because the antenna is almost perpendicularly installed on a window in the 
equatorial plane, its launching direction is normal to the toroidal direction. Thus we can assume 
that the reflection of microwave reflects the radial position of cutoff layers, although the 
relationship may not be proportional. With these assumptions, the main structure of ECR startup 
can be modeled as an exciter-reflector system. Refining of the model is completed by scanning 
parameters experimentally. Both radial position of the EC resonant layer and the strength of 
vertical field are scanned. 

 

Figure 5. Traces of microwave reflections (a) and Hα emissions (b) in ECR layer scan. 
 
Figure 5 shows the results of resonant layer scanning from R0 - 5 cm to R0 + 7 cm (R0 is the radial 
position of magnetic axis). As long as the resonant layer moves inward, the slope of the traces of 
microwave reflection (lines with the same color as signal traces are used to mark the averaged 
slopes) decreases but the delay of Ha emission increases. However the final values of both 
microwave reflection and Ha emission are respectively close no matter where the ECR layer is. 
Regarding to the installation of the antenna, the property of microwave reflection is deduced to be 
caused by the drift and diffusion process across field lines of the over dense plasmas. When the 
toroidal field decreases, the ECR layer is located away from the antenna. The drift velocity is 
proportional to |E|/|B|. The distance between the ECR layer and the antenna is proportional to 1/|B|. 
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In this case, the time needed to drift from ECR layer to antenna is determined by the electrical 
field generated by charge separation. For the electrons moving along helical field lines composed 
by toroidal field and vertical field with the same parallel velocities, its speed along vertical 
direction is determined by |Bz|/|BT|. For smaller toroidal field, the vertical speed of electrons is 
faster and then the compensation to charge separation is larger. Therefore, inner plasmas need 
more time than outer plasmas to drift and diffuse towards the launching face of the antenna and to 
make large fraction of microwaves reflected. On the other hand, the power density of microwave 
varies at different positions of ECR layer since the horn antenna used in the experiments has an 
E-plane / H-plane launch angle of 61 / 81 degrees. The time needed for ionization depends on the 
power density is the reason why Ha emission delays as the ECR layer move inward (away the 
antenna). The deductive cause of the spikes of Ha emission is the long wave length (e.g., ~ 12 cm 
for 2.45 GHz, more than a half of the minor radius of SUNIST) of low frequency microwaves 
used in the experiments. Damped waves in a large evanescent region behind the cutoff layer can 
still transfer energy to and heat up electrons effectively. Gases continue to be ionized even the 
cutoff density reaches. Therefore the electron density may rise up to be higher than the cutoff 
density. Indeed, this phenomena is quite common in ECR ion sources.  

 

Figure 6. Traces of microwave reflections (a) and Hα emissions (b) in vertical field scan. 
 
The scan of vertical field reveals an important loss channel of electrons (Figure 6). In this scan the 
slope of microwave reflection also shows a strong relationship to vertical field (Figure 4 b). But in 
this case the radial position of ECR layer is fixed. The difference of slope can not be explained by 
drift process across field lines any more. From Figure 4 (a) it can be found that the maximum 
amplitude of Ha emission has a negative correlation to the strength of vertical fields, although 
both input power and the power density are identical in these shots. The electron loss along 
vertical field lines should be responsible for the relationship. As described before, the vertical 
velocity of electrons is proportional to the strength of vertical field. Thus large vertical field 
causes faster electron loss along field lines and reduces the amplitude of Ha emissions. 
 
Based on the above parameters scans, we can abstract a clearer model than the exciter-reflector 
one: electrons are generated at the ECR layer, drift/diffuse in the radial directions and get lost 
along vertical field lines. Over dense plasmas are rapidly formed in the ECR region before making 
microwave reflected. Large fraction of microwave are reflected only when the over dense plasmas 
move close to the antenna. This conjectured process has been partially confirmed by the images 
taken by a fast camera. From Figure 7 (f) ~ (k), a quite similar process is shown. Therefore, we 
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have enough confidence to make a simple but reasonable model and simulate the experimental 
results.  

 
Figure 7. Pictures of visible light (a) ~ (k) and the time dependences of overall visible light 
emission (l), microwave reflection (m) and plasma current (n) in a typical discharge with filling 
pressure PH2 ~ 5x10-3 Pa, vertical field Bv ~ 20 Gauss and microwave power ~ 40 kW. The 
pictures are taken with intervals of 0.1 ms. 

 
Figure 8. The one dimensional model used to analyze the transient process of ECR startup. 
 
As shown in Figure 8, the space between the outer and inner wall of the vacuum vessel is divided 

1st ECR 
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into vertical cells. The microwave antenna is located near the outer wall and the ECR layer is 
placed in any cell determined by the toroidal field. For simplicity, ionization can only happen in 
the ECR cell so the source term only exists in this cell. But diffusion, radial and vertical drifts 
happen in any cells. One can write the continuous equations for the cells as: 

 
 

 
(1) 

 
 

 
(2) 

where nk is the electron density in k cell, DDIFF is the diffusion rate (here we assume it constant), 
FDRIF is the drift velocity (its composition is complex but here is also assumed constant), LBV is 
the loss rate along vertical field lines and GECR is the ionization ratio that is proportional to the 
power density of microwave. To simplify the calculation of microwave reflection, the cut off layer 
is treated as a plane mirror and the microwave antenna is treated optically with the same radiating 
and receiving angles. The equation of reflection ratio is: 

 
 

(3) 

where rREF is the reflection ratio, W and L are the width and length of launching surface of the 
antenna respectively, α and β are the E-plane and H-plane launching angles respectively, and d is 
the distance from the cut off layer to the launching surface. 

Simulation and Comparison 

Because many coefficients in the continuous equations are uncertain, we need firstly to manually 
assign values and tune them by comparing the simulation results to experimental observations. 
When the coefficients are fixed experiments comparison are meaningful. Figure 9 (a) is the 
simulation of an oscillating shot as in Figure 7. Figure 9 (b) is the simulation of resonant layer 
scan like Figure 5. Both simulations are qualitatively agreed with the experimental results.  

 

Figure 9. The simulation results of an oscillating shot (a) and the scan of resonant layer (b). 

Conclusion 

The transient process of ECR startup on SUNIST is successfully modeled and simulated. The 

(a) (b) 
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results are comparable to experimental observations. Simulated type 1 shots are qualitatively 
agreed with experiments. However, there are too many uncertain coefficients in the continuous 
equation and the model doesn’t fully catch the dynamics of ionized electrons. Thus further study 
on this modeling is still on going. 
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Abstract  
 The castellated structure will be used at the divertor region to maintain the 

thermo-mechanical stability in ITER. Hydrocarbons generated by chemical erosion depositing 

in the gaps between the divertor tiles can cause tritium retention. In order to investigate the 

deposition behavior of impurities, we carry out simulations to study impurities transport, 

collisions and deposition in the toroidal gaps of shaped cells. The simulation results on 

several scenarios with different magnetic field configurations, plasma temperatures and 

densities show that they have a significant influence on the H/C ratio of deposited species on 

the bottom of the toroidal gaps: The magnetic field with a smaller incident angle can reduce 

the H/C ratio of deposited species noticeably; when the plasma density exceeds a certain 

value, the H content in deposited impurities on the bottom of the toroidal gaps becomes 

negligible. 

 

Keywords: Monte Carlo methods, impurities, divertor, nuclear fusion  
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1 Introduction  

 The plasma-facing divertor armor in the International Thermonuclear Experimental 

Reactor (ITER) will be castellated by splitting them into cells to maintain the 

thermo-mechanical stability [1]. The castellated cells are bombarded by high heat fluxes of 

ions and neutrals from the core plasma, which leads to the erosion of the plasma facing 

components (PFCs). The erosion by energetic particles determines the lifetime of PFCs and 

creates a source of impurities, which cool and dilute the plasma. The experiments in 

TEXTOR have clearly shown carbon accumulation and fuel retention in the limiter gaps with 

castellated configuration [2-6]. Continuous accumulation can give rise to remarkable tritium 

retention due to the shortage of effective cleaning techniques [7-11]. A better knowledge of 

hydrocarbons deposition in the gaps is essential for optimizing the shape of the castellation 

cells to minimize tritium retention.  

 Recently, in company with experimental works, some simulation studies have been 

carried out about impurity deposition in the gaps of rectangular cells and in the poloidal gaps 

of shaped cells [12,13]. However, few simulation works on the deposition of impurities in the 

toroidal gaps of shaped cells can be found. More studies in this respect are in need. 

Experiments observed that the deposits exist on the bottom of the gaps using a tungsten 

castellated limiter with rectangular and roof-like shaped cells in TEXTOR [5-6]. Regrettably, 

the relevant information is limited on account of diagnostic difficulty. A complementary 

means is to use computer simulation. In this study, the simulation of impurities transport, 

collisions and deposition in the toroidal gaps of roof-like shaped cells at divertor region has 

been performed using a three-dimensional Monte Carlo (MC) code. With the MC code, the 

studies on the influence of magnetic field configuration and plasma conditions on impurities 

deposition allow us to gain insight into the tritium retention in the toroidal gaps. This work 

will focus on the impurities deposition, in particular, the H/C ratio of deposited species on the 

bottom of the toroidal gaps between divertor tiles.  

 

2 Models  

 In this study, we apply our MC code to the analysis of impurities transport, collisions 

and deposition in the toroidal gaps of shaped cells. A schematic of the toroidal gap of 

roof-like shaped cells is illuminated in Figure 1. The geometrical dimensions of the shaped 

cells (10x10x12/15 mm) and the width of the cell gap (0.5 mm) are chosen the same as the 

experiments performed in TEXTOR [5-6]. The simulation region is the toroidal gap between 

roof-like shaped cells, and the toroidal gap is a plasma-open region, which is unlike the case 

of the poloidal gap acting as plasma-shadowed areas. Since the magnetic field lines are 

131



 

parallel to the sides of the gap as in the experiments, the gap is filled with the plasma. Thus, 

we can assume the background plasma to be spatially uniform as a zero-order approximation 

for simplicity. Moreover, sheath acceleration does not occur in the gap [13]. The angle of 

magnetic field lines making with the z direction (i.e. the toroidal direction) is defined as α. 
In the simulation, ion-to-electron temperature ratio τ =Ti / Te is assumed to be 2 [14-16], and 

the magnetic field strength is 2.25 T.   

 We briefly review the simulation procedure as follows: all methane molecules (CH4) 

are released from a random position at the entrance of the gap of shaped cells. We use a 

half-maxwellian velocity distribution corresponding to a temperature of 0.1 eV with velocity 

cut-off only in the direction of x-axis positive direction. The collision probability of 

hydrocarbons with the plasma electrons and ions is determined by the plasma temperature and 

the plasma density [17]. As a result of CH4 colliding with the plasma electrons and ions, 

many neutral and ionized fragments are produced through chains of successive reactions. The 

reactions involving CH4 and its fragments (i.e. carbon and hydrocarbons) include 

electron-impact direct and dissociative ionization of CHy, electron-impact dissociative 

excitation of CHy neutrals, electron-impact dissociative excitation of CHy
+ ions, 

electron-impact dissociative ionization of CHy
+ ions, electron dissociative recombination with 

CHy
+ ions, proton-impact ionization and charge exchange. These cross sections are calculated 

by the fitting formulas given by Janev and Reiter [18]. The cross section data for H++C →

H+C+ is taken from Ref. [19]. When a particle is charged, it gyrates due to Lorentz force in 

the magnetic field; when a particle is neutral, it moves along straight lines. When an ionized 

particle reaches the sides of the gap, we assume it sticks to the sides of the gap as done in the 

ERO code [20]. When a neutral particle comes to the sides of the gap, whether it either sticks 

or reflects is decided by comparing a random number with each reflection coefficient. The 

energy- and species-dependent reflection coefficients for fragments (i.e. carbon and 

hydrocarbons) are taken from modified MolDyn calculations [21-22]. All reactive fragments 

are tracked until they deposit in the gap or escape from the gap.   

 

3 Results and discussion  
 

3.1 Comparison between simulation and experiment  

 Litnovsky et al recently have done an experiment using a tungsten castellated limiter 

with two different shapes of castellation exposed in the scrape-off layer (SOL) plasma in 

TEXTOR. Two types of castellation (i.e. rectangular and roof-like shaped cells) were 

installed on the double-roof limiter that was introduced to TEXTOR by the limiter lock 
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system. After exposure, several surface and elemental analyses have revealed the advantages 

of using shaped castellation to reduce the amount of deposited deuterium and carbon 

compared with no-shaped ones. More detailed information about the experiment can be seen 

in Ref. [4-6]. Due to non-perfect alignment of the toroidal gaps with respect to the magnetic 

field under experimental conditions, there usually exists a small offset angle between the 

toroidal gaps and the magnetic field; we take this offset angle as 1o in the simulation. 

 Figure 2 shows the distribution of carbon atoms deposition rate in the toroidal gap of 

shaped cells. The circle and triangle symbols represent the simulated results and normalized 

experimental data [5], respectively. The experimental data has been normalized by the total 

carbon atom density. By the comparison, we can see that the simulation reproduces the 

experimental deposition profile very well. As shown in Fig.2, we notice that the deposition 

profile has a great difference between plasma-shadowed side and plasma-viewing side. There 

are two reasons for such a difference: (1) non-perfect alignment of the toroidal gaps with 

respect to the magnetic field; and (2) the gyration radii of the carbon ions are comparable to 

the gap width. These reasons are strongly related to the experimental conditions; their detailed 

explanations are presented in Ref. [4-6].   

 

3.2 Deposition on the bottom of the toroidal gaps  
 Two incident angles of magnetic field α = 20o (the same with that in experiments [2-6]) 

and α = 5o (a preferred angle for ITER) are considered for all different plasma temperatures 

and plasma densities. In the simulation, all plasma parameters are guaranteed not to violate 

the conditions that the maximum pressure does not exceed 10-3 bar in the gap [6], and only 

carbon/hydrocarbon species generated from collisions are taken into account.  

 Figure 3(a) shows the H/C ratios of deposited species with different plasma 

temperatures on the bottom of the toroidal gap. The hydrocarbons produced by chemical 

erosion have low energy so that the gyration radii of the ionized particles are small compared 

with the gap width [7]. As a result, the ionized particles can get deep into the gap and even 

deposit on the bottom of the toroidal gap. At a lower temperature, fewer plasma background 

species carry the kinetic energy over the dissociation reaction threshold energy, and 

consequently, the happening probability of the dissociation reactions during the lifetime of the 

hydrocarbon molecules is smaller. As a result, the substance depositing on the bottom of the 

gap contains more hydrogen component at the lower temperature. In addition to the effect of 
plasma temperature, we assess the extent to which the incident angle α of magnetic field 

affects the H/C ratio of deposited species on the bottom of the gaps. As can be seen from Fig. 
3(a), there is a significant difference in the H/C ratios between α = 20o and α = 5o under 
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otherwise identical conditions. It is easily understood that the ionized particles have a longer 

flight distance along the magnetic field lines at a smaller angle by simple geometry 
knowledge. Hence, the ionized particles undergo more collisions at the incident angle of α = 

5o than that at the incident angle of α = 20o. To further quantify our explanation, we calculate 

the statistical distribution of collision numbers of particles depositing on the bottom of the 

toroidal gap during their transport processes, which is plotted in Figure 3(b). Clearly, the 
particles in the case of α = 5o undergo more collisions than that in the case of. α = 20o. 

 Apart from plasma temperature, it is necessary to check whether the plasma density has 

a strong influence on the H/C ratio of deposited species on the bottom of the toroidal gap. 

Figure 4 shows the deposited species ratio with different plasma densities on the bottom of 

the toroidal gap. As shown in Figure 4(a) and (b), we can see that the ionized particles 

account for most deposited species on the bottom of the gap. The ionized particles move 

along the magnetic field lines with small gyration radii and get to the bottom easily. However, 

the neutral particles don’t have the constraint of Lorentz force in the magnetic field, and the 

motion direction of the neutral particles is fairly random; they have much more chance of 

depositing on the side wall and few of them reach the bottom of the gap. Figure 5 displays the 

H/C ratios of deposited species at different plasma densities on the bottom of the toroidal gap. 

The collision probability is larger at a higher plasma density. This fact results in the decrease 

in the H/C ratio of deposited species at a higher density. As a consequence, the H/C ratio of 

deposited species decreases as the plasma density increases, as shown in Fig. 5. Another 

unexpected result is that the H/C ratio of deposited species on the gap bottom is remarkably 
smaller for α = 5o than that for α = 20o when plasma density is below 1x1018 m-3 in Fig. 5. At 

the smaller incident angle of magnetic field, the ionized species travel a longer distance and 

experience more dissociation collisions. However, when the plasma density exceeds 1x1018 

m-3, this angular effect becomes gradually unnoticeable. At a higher plasma density, almost 

all hydrogen atoms of the ionized species are stripped by the collisions. Thus, the difference 
of the H/C ratio of deposited species between α = 5o and α = 20o gradually decreases as the 

plasma density rises. When the plasma density is over 5x1018 m-3, the H/C ratios of deposited 
species drop approximately to zero for both α = 5o and α = 20o. The carbon atoms and carbon 

ions account for the major components of the impurities depositing on the bottom of the 

toroidal gap. This result suggests that when the fusion device runs at a high plasma density, 

the issue of the hydrogen (its isotopes) retention due to the redeposition of hydrocarbons on 

the bottom of the toroidal gap should not be as severe as it is envisaged. 
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4. Conclusions  

 In this work, a three-dimensional Monte Carlo code has been used to simulate 

impurities transport, collisions and deposition in the toroidal gaps of roof-like shaped cells. 

The Monte Carlo code was benchmarked first by the comparison of the simulation result with 

the corresponding experimental one obtained in TEXTOR. The code was then used to 

simulate various cases about the deposition of impurities in the toroidal gaps with different 

magnetic field configurations and plasma conditions. On the bottom of the toroidal gap, it was 

also found that the H/C ratio of deposited species is smaller at a higher plasma temperature. 

Further, the simulation results show that the incident angle of magnetic field has a remarkable 

influence on the H/C ratio of deposited species on the bottom of the toroidal gap: the 

magnetic field with a smaller incident angle can reduce the H/C ratio remarkably. When the 

plasma density exceeds 5x1018 m-3 in this study, the H/C ratio of deposited species drops to a 

negligible value. This result may suggest that the issue of the hydrogen isotopes retention due 

to the redeposition of hydrocarbons on the bottom of the toroidal gap should not be as severe 

as that predicted by simple extrapolation of the results from current fusion devices when the 

future fusion device performs at a much higher plasma density.  
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FIG. 1. Schematic of the toroidal 
gap of roof-like shaped cells. 
The coordinate axes, toroidal 
direction and poloidal direction 
are schematically shown.  
 

FIG. 2. (a) The distribution of carbon atoms 
deposition rate for simulation (circle) and 
experiment (triangle) as a function of the 
distance along the gap depth (Te = 25 eV, ne = 
1018 m-3). (b) Cross-sectional view of the shaped 
cells along the poloidal direction: 
S–plasma-shadowed side (0-15 mm), 
V–plasma-viewing side (15-30 mm). The 
beginning of the abscissa axis corresponds to the 
edge of plasma-shadowed side.  
 

FIG. 3. (a) The atomic ratio of H/C of deposited species with different plasma temperatures on 
the bottom of the toroidal gap (ne = 1018 m-3), and (b) the distribution of the collision number 
of deposited species on the bottom of the toroidal gap (Te = 25 eV).  
 

(a) (b) 

137



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 4. The deposited species ratio with 
different plasma densities on the bottom of 
the toroidal gap for (a) α = 20o and (b) α 
= 5o. 
 

FIG. 5.  The atomic ratio of H/C of deposited 
species with different plasma densities on the 
bottom of the toroidal gap (Te=25 eV).  
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Abstract 
Using the typical edge plasm a param eters of the E xperimental A dvanced 

Superconducting T okamak (EAST), the  ero sion and dep osition beha vior of  th e SiC 
coating were calculated with the m odified Erosion and D eposition based on DYnamic 
model (EDDY code). Compared to those on the non-doped graphite, it’s found that less  
deposition and erosion occurred on the SiC coating. Further benchmarking experiments 
on EAST have been planed. 
1. Introduction 

Carbon-based materials have been widely used as Plasma-Facing Materials (PFMs) 
for the properties such as low atomic number (Z), superior thermal shock resistance and 
potentially high therm al conductivities. Ho wever, carbon-based m aterials have high 
chemical erosion rates due to hydrocarbon  form ation [1]. In order to reduce the 
chemical erosion rates, one kind of multi-element doped graphite GBST1308 (1%B 4C, 
2.5%Si, 7.5%Ti) with ~100 m  thick SiC gradient coatings was chosen as the PFM in 
the E xperimental A dvanced S uperconducting T okamak (EAST) [2]. As we know, 
physical sputtering, chem ical erosion and re-deposition of carbon-based PFMs are 
unavoidable during the discharges, and the related knowledges ar e not yet understood 
well for our SiC/C-PFM. The sputtered/ eroded  neutral solid partic les are ionized or 
dissociated through their collisions with plasm a electrons  in the SOL. The particles, 
particularly C ions, are deposited after their gyromotion and dissociation and modify the 
surface composition, which, in turn, alte rs the sputtering yield of m odified material. In 
order to simulate the dynam ic erosion and deposition processes on the PFMs, a 
three-dimensional dynamic Monte Carlo simulation code, Erosion and Deposition based 
on DYnamic model (EDDY), was developed by K.  Ohya recently [3]. The EDDY  code 
has been successfully used to study the erosion and re-dep osition behavior of graphite 
and tungsten materials under vario us edge p lasma conditions in several fusion dev ices 
such as JT-60U, TEXTOR, ITER-FEAT [4-6]. 

In this work, we m odified the code to  sim ulate the 2-dim ensional erosion and 
deposition patterns in EAST, and com pared the erosion and deposition behavior 
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between SiC coating and pure carbon using t ypical edge plasm a parameters from the 
following four aspects: (1) erosion depth and deposition thickness; (2) depth profiles; (3) 
carbon reflection coefficient; (4) carbon an d silicon sputtering yields. The input  
parameters include carbon che mical sputtering yield Y ch, impuritie s concentr ation in 
SOL fC/ fSi, electron density ne and electron temperature Te. 
2. Method  

In the code, the ve locities distribution of the ions in SOL plasma is assumed to be 
Maxwellian, and the ion s are accelerated towa rds the PFM b y the sheath potential. The 
interactions of ions and so lid are calculated by binary collision approximation. EDDY 
also sim ulates the transport of releas ed im purities and hydrogen isotopes in the 
background plasma. The chemically sputtered hydrocarbons CxHy (x=1-3) may undergo 
more complicated processes than simple i onization of those physically sputtered atom s 
and reflected hydrogen isotopes atoms. Successive ionization and dissociation processes 
are followed by com bining kinetic equation analysis with  Monte Car lo sim ulation. 
Some particles redeposit prom ptly or after m igration in the plasm a. As a result, eros ion 
and depos ition patterns  are calculated on  th e m aterial surface. Detailed m odels are 
described in Ref. [3]. 

Table 1 Parameters used in the calculations 
Magnetic filed strength, B(T) 2 

Angle b etween plasma shee t 

and surface,   (deg) 
30 

Angle be tween magnetic filed 

line and surface,   (deg) 
1 

Charge of incident ions C2+/ Si3+ 

Carbon sputtering yield, Ych Ych=2%, 8%

Impurities concentration, fC/ fSi
fC=2%, 5% 

fSi=2% 

The interaction between  the edge plasm a and the first wall occurs on  the SiC 
coating before the coating is removed aw ay. For sim plicity, we h erein take  the 
stoichiometric composition of SiC into account, i.e., concentrations of 50% and 50% for 
C and Si, respectively. The simulation time for one discharge is 7 seconds. Moreover, in 
order to follow the transport of S i atom s an d their re-d eposition on the surface, 
additional rate coef ficients for ionization of Si [7] are introduced into EDDY . Other  
input parameters used in this simulation are summarized in Table 1. 
3. Results and discussion 

Figure 1(a) shows the thickness dynam ic change on the SiC coating with typical  
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parameters of T e=20 eV  and n e=1018 m-3 in EAST  [ 8], in com parison with tha t of 
non-doped graphite as shown in Fig. 1(b) . The results show that, for high f C (5%) in the 
plasma and low Y ch (2%) of the wall material, deposition of C is the m ajor process on 
the surface. With introducing the Si impurity into the plasma (fSi=2%), more deposition 
is observed. On the other hand, low f C (2%) or high Y ch (8%) leads  to the surface 
recession. However, despite of the erosion of  the surface,  carbon im purities in plasma  
are deposited on the surface, as shown in Fig. 2(b).  
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Fig.1. Erosion depth and deposition thickness of (a) SiC coa ting and (b) non-doped graphite during 

plasma exposure at different values of Ych and fC and fSi 

It should be noted that f or Ych=2%, less deposition on the SiC coating is observed 
in comparison with that on the non-doped graphite, whereas for Y ch=8%, less erosion 
on the SiC coating is observed. The former is due to an enhanced reflection of C on the 
SiC coating, as calculated and shown in Fi g. 3(a). The latter is because C atom s are 
eroded by both chem ical sputtering and physic al sputtering, while Si atom s in the Si C 
coating are only eroded by physi cal sputtering. Otherwise, th e physical sputtering does  
not affect very much the erosion behavior at such low electron temperature. 
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Fig.2. D epth profiles of (a ) Si i n the S iC coating a nd (b) deposited car bon concentration on 

non-doped graphite after plasma exposure at different values of Ych and fC and fSi 

As shown in Fig. 2(a), Si concentration in  the coating is strongly reduced near the 
surface after the plasma exposure, especially for f c=5%. This is due to the deposition  of 
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C impurities on the  surface. For high Y ch=8%, Si concentration is more than the initia l 
value (50%) near the depth of 7 nm . It is  because chem ical sputte ring of C i s the 
dominant process at such high Y ch (8%), and the C concentration in the coating is much 
lower than 50%. Furtherm ore, additional Si  im purity in the plasm a and deposited C 
suppresses the change of Si concentration, then  Si concentration is near to the initial 
value (50%) for the depth >10nm. 
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Fig.3. Dynamic changes of carbon reflection coefficient on SiC coating and non-doped graphite (a) 

and carbon and silicon sputtering yield of SiC coating (b) during plasma exposure 

In Fig. 3(a), it should be noted that the C reflection coefficient on the SiC coating 
decreases little by little befo re 4 seconds of plasm a exposure tim e, whereas despite of 
the scattering, that on the non-doped graphite is kept to be constant. The dynam ic 
change on the SiC coating is cau sed by the increasing deposition of C impuritie s. This 
causes the C (Si) sputtering yield on SiC coa ting to increase (decrease) with increasing 
exposure time again (Fig. 3(b)).           
4. Conclusions and Future issues 

In order to analyze the erosion and deposition behavior on the SiC coated, 
multi-element doped graphite wall of the EAST, rate coefficients for the ionization of Si 
atoms sputtered from the coatings were intr oduced into th e EDDY code to f ollow the 
transport of Si in the edge plasma. Assuming a chemical sputtering yield Ych of 2%, less 
deposition of carbon on the SiC coating ha s been found i n com parison with on the 
non-doped graphite surface. Furthermore, less erosion on the SiC coating has also been 
observed for higher Y ch (8%) with assumption of no chemical sputtering of Si atom s in 
our simulations. The carbon deposition on the SiC coating reduces both C reflection and 
Si physical sputtering, but increases C physical and chemical sputtering.  

These predictive results present important information for better understanding and 
controlling of the plas ma perfor mance. Howe ver, m ore ef forts are still n ecessary to 
further demonstrate the co-relationship of the major parameters Ych, fC and fSi and their 
impacts onto the e rosion and re-deposition on the SiC coating, and some benchmarking 

 4

142

tomitayukihiro
テキストボックス
146



 5

experiment in EAST would be conducted.  
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Abstract 

 The graphite and carbon fibre composites used as plasma facing components in fusion 

devices are composed of graphitic crystallites, connected by intercrystalline voids. The porous 

structure gives rise to great complexity to understand the hydrogen transport behaviour in 

graphite. In this work dynamic Monte Carlo simulations are carried out to understand the 

dependence of the hydrogen retention, re-emission, and thermal desorption on the void 

fraction of graphite. The results show that the void fraction plays an important role in 

hydrogen retention and release behaviour.  
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1 Introduction  

 Carbon-based materials are attractive candidates for the plasma facing components in 

current and future thermonuclear fusion devices. As well known, there is growing concern 

that application of carbon-based materials eventually causes unacceptable hydrogen/its 

isotope recycling and tritium inventory. The accumulation of tritium in the vessel wall 

materials of thermonuclear fusion devices is a major safety issue [1, 2]. Therefore, the 

understanding of retention and release of hydrogen in graphite is important for fusion plasma 

density control and the determination of tritium inventory in future devices.  

 The graphite used as plasma facing components in fusion devices are porous and 

consists of crystallites separated by intercrystalline voids [3, 4]. These voids provide a large 

internal surface area inside graphite where the hydrogen interstitial atoms can diffuse and 

react with each other, which finally affects the hydrogen isotope inventory, recycling 

behaviour and chemical erosion. Such porous structure does give rise to great complexity to 

understand the hydrogen transport behaviour in graphite. Although many macroscopic models 

have been proposed [5-7], these models ignore the effects of the porous structure on the 

inventory and transport of hydrogen in graphite. A few microscopic studies such as molecular 

dynamics simulation and density functional theory calculations [8-10] were carried out on the 

hydrogen diffusion in crystalline graphite. Though they can give many insights into the 

microscopic mechanism, they are not suitable for studying the evolution process of a large 

scale system to reflect the structural effects.  

 Recently, a multi-scale dynamic Monte Carlo model was developed by Rai et al. to 

study atomic hydrogen inventory and diffusion in porous graphite [11, 12]. In present work, 

we modify the model to evaluate the effects of the void fraction on the hydrogen retention, 

re-emission and thermal desorption processes in graphite.  

 

2 Theoretical model  
 A porous graphite is constructed theoretically by using Poisson distribution to specify 

the mean side length of a random-shaped sub-structure. The sub-structure is created by 

populating basic building blocks (called cells here) to fill up a given volume. The smoothness 

of the sub-structure depends on the cell size. If the sub-structure is crystallite, random 

orientations are specified. After each populating action, the remaining void volume is checked 

against a predefined void fraction of void volume over the substructure volume. The process 

is repeated until the required void fraction is reached. More details of constructing the porous 

structure are described in Ref. [12].  

 The atomic hydrogen diffusion in graphite involves many processes. The main 
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processes contributing to the hydrogen transport [11, 12] are: (i) trapping–detrapping; (ii) 

recombination, dissociation and molecule formation; (iii) desorption from graphite surface, 

(iv) incident hydrogen deposition profile; (v) trans-granular diffusion and (vi) diffusion along 

voids. The corresponding activation energies are summarized in Table 1. The recombination 

between hydrogen atoms is handled using the Smoluchowski boundary condition [11, 12] by 

checking the distance between the atoms. If this distance gets shorter than a critical distance, 

they recombine to form a molecule. The distance was considered to be in the range 0.17-0.27 

nm [5]. A value of 0.2 nm is used in the current simulation. The hydrogen molecules are 

assumed to be infinitely fast on the crystallite surface [5, 6] but unable to move within the 

crystallites [5, 21] due to the small interlayer spacing within the graphite crystallites (~0.3 

nm).  

 The dynamic Monte Carlo simulation of the diffusion process is reviewed briefly as 

follows: The diffusion is considered to be a thermally activated process, which can be any of 

events summarized in table 1. The probability of an event performed depends on its jump rate, 

which is given by  
  (1) 

where r0 is the attempt frequency, Ed is the detrapping energy, kB is the Boltzmann constant, 

and T is the substrate temperature. The happening probability of each event is weighted by 

using the BKL algorithm [13]. When an event takes place, an action is taken to let the 

associated particle walk a distance of L randomly in the porous graphite. In the course of the 

diffusion, the hydrogen atom can be caught by a trap with a predefined probability. Then the 

total of simulation time advances by a time step 
  (2) 

where r is a uniform random number between 0 and 1, Ni is the particle number of species i, 
and Ri is the jump rate of species i.  

 The main modifications to the previous model are (i) the TRIM code [14] is coupled 

into the diffusion model to get a self-consistent deposition profile; (ii) the hydrogen molecule 

is released right away once it forms due to fast diffusion on the crystallite surface; (iii) The 

interested quantities are time-varying, not just quasi steady-state quantities [12].  

 

3 Results and discussion  

 A porous granule of 100 x 100 x 200 nm3 in the X, Y, and Z directions is constructed. 

The volume of the cubic cell to create the porous structure is chosen to be 0.125 nm3, and the 

mean side length of crystallites is 10 nm. The hydrogen ion temperature Ti considered in 

present simulation is 30 eV with an electrostatic sheath potential of 3Ti. The probability that 
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hydrogen atoms are caught by a trap site is set to 0.0075. The depth profile of ions is given by 

TRIM calculations. The periodic boundary conditions are applied to the X and Y directions.  

3.1 Hydrogen retention  
 Figure 1 shows the hydrogen retention versus temperature under different void fractions. 

At temperature lower than 1000 K, most of incident hydrogen species stay inside the target; at 

temperature above than 1000 K, the hydrogen retention fraction drops rapidly. Compared 

with the diffusion in crystallites, hydrogen atomic desorption and detrapping have much 

higher activation energy. The recombination of hydrogen atoms takes place mostly within 

crystallites. Because the formed hydrogen molecules can not diffuse to the crystallites surface 

due to small interlayer spacing in crystallites, and consequently, high values of retained 

fraction are observed at low temperature. When the temperature rises over 1000 K, higher 

probability of atomic hydrogen desorption and detrapping results in the rapid reduction of the 

retained fraction.  

 In addition, it is also found that the incident hydrogen species retain inside more in the 

larger void fraction at a given temperature above 1000 K. At higher void fraction, there exists 

larger internal surface area for hydrogen adsorption, and hydrogen atom can diffuse along the 

void surface easily deep into the graphite. Therefore, at a higher void fraction, a higher 

retention fraction of incident particles is observed.  

3.2 Re-emission of hydrogen  

Figure 2 shows the re-emitted flux as a function of temperature at void fractions 2%, 6% 

and 9%. As can be seen, the released flux is made up mainly of molecular hydrogen at lower 

temperatures and atomic hydrogen at higher temperatures. The results are in agreement with 

the experimental results [22] and theoretical calculations [5]. At low temperatures, the 

desorption energy of hydrogen atoms is too high for them to release, but they can diffuse on 

the surface and recombine to form hydrogen molecules. These molecules have a very low 

desorption energy and diffuse to the substrate surface almost immediately, and are therefore 

thermally released. As the temperature increases, atomic hydrogen desorption from the 

crystallite surfaces gradually becomes an important process and atomic hydrogen release can 

be observed, too. Due to atomic hydrogen release, there are fewer hydrogen atoms available 

for molecule formation. As a result, molecular hydrogen release drops at higher temperatures.  

 As a matter of fact, the released flux is determined by the competition between 

diffusion, recombination and trapping-detrapping, which further depend on the internal 

structure of the graphite. It can be seen from Fig. 2 that the temperature at which both atomic 

and molecular hydrogen species are released with an equal amount shifts towards lower 

temperature as the void fraction decreases. The increase of the void fraction increases means 
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larger area of internal surface, which provides more trapping sites to capture the atoms. 

Therefore, at a fixed flux, the incident atoms have more chance to recombine with the trapped 

hydrogen atoms on the crystallites surface in higher void fraction graphite. Consequently, the 

released flux of hydrogen molecules increases with the void fraction.  

3.3 Thermal desorption  
 Figure 3 shows the desorbed amount of H2 as a function of substrate temperature under 

different void fractions. We note a thermal desorption phenomenon in the previous 

experimental studies that the desorption rate of H2 molecules sometimes exhibits single peak 

[22, 23], sometimes exhibits double peaks [24, 25]. Nevertheless, the number of desorption 

peaks depending on the graphite structure has never been discussed before. From Fig. 3, it can 

be seen that the void fraction is strongly linked to the number of desorption peak. When the 

void fraction is 1.5%, only single desorption peak is observed around 1000 K. As the void 

fraction increases, another minor peak appears around 820 K. When the void fraction is 9%, 

the minor peak grows, comparable to the main peak at 1000 K.  

 The two desorption peaks may be attributed to the coexistence of two main types of 

traps containing one or two H atoms (in form of CH and CH2 complexes). In the present 

simulation, the implanted hydrogen atoms exist in two states, solute state and trapped state. 

Hence, three different atomic reactions – solute hydrogen and solute hydrogen, solute 

hydrogen and trapped hydrogen, and trapped and trapped hydrogen – lead to the 

recombination between hydrogen atoms. When a recombination event takes place between 

two solute hydrogen atoms, the formed hydrogen molecules behavior very differently: When 

the hydrogen molecule is located on the crystallite surface, it is released right away; when it is 

located in the crystallite, it is retained inside due to the small interlayer spacing within the 

graphite crystallites (~0.3 nm). If the recombination event takes place between solute 

hydrogen atom and trapped hydrogen atom or between two trapped hydrogen atoms, the two 

hydrogen atoms coexist in a trap site in the form of CH2 complex. For a trap site containing 

one hydrogen atom only, it is assumed that the trapped hydrogen exists in the form of CH 

complex. The two types of traps have different temperature stabilities (the detrapping energy 

of CH complex is 2.7 eV while the detrapping energy of CH2 is 2.3 eV), which may be the 

reason responsible for the appearance of double peaks. The hydrogen release under 820 K is 

contributed mainly by the hydrogen molecules resulting from the CH2 complexes already 

available on the crystallite surfaces; whilst the hydrogen release above 820 K is contributed 

predominantly by the hydrogen molecules resulting from the reactions between detrapped 

hydrogen atoms and the CH complexes.  

 Figure 4 presents the hydrogen retention fractions in two types of traps at 400 K. It can 
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be seen that as the void fraction increases, the hydrogen retention fraction in the trap 

containing two hydrogen atoms increases while the fraction in the trap containing one 

hydrogen atom decreases. The low-temperature peak is contributed mainly by the CH2 

complex as mentioned above. Therefore, the low-temperature peak becomes more obvious as 

the void fraction increases. The result shown in Fig. 4 can be understood as follows: at the 

same temperature and dose, when the void fraction is larger, more hydrogen atoms can be 

trapped on the crystallite surfaces, which leads to more reactions forming CH2 complexes by 

the mobile atom recombining with another trapped atom. Thus, proportionately, more atoms 

are retained on the crystallite surfaces in the form of CH2 complexes rather than in the form of 

CH complexes than at a smaller void fraction. The larger proportion of CH2 will lead to 

higher amplitude of the low temperature release peak. This explains why the low temperature 

release peak grows as the void fraction increases.  

 The interpretation mentioned above is supported by the results from experimental and 

theoretical studies. In a previous experimental study, Atsumi’s et al. [26] concluded that the 

deuterium in the graphite exists in both forms of CD2 and CD complexes. The former 

complexes are responsible for the low temperature peak, and the latter are responsible for the 

high temperature peak. The ideas were consistent with the theoretical study of Lomidze et al. 

[27], in which the CD is considered to be in the sp2 configuration and the CD2 is in the sp3 

configuration. Details can be found in the review paper [28]. Therefore, we can come to a 

conclusion with confidence that the appearance of two desorption peaks is induced by the 

existence of two types of traps.  

 

4 Conclusions  
 In present work, the structural effects of graphite on the hydrogen retention, re-emission, 

and thermal desorption are studied using dynamic Monte Carlo method. The simulation 

results show that almost all the incident hydrogen atoms are retained at substrate temperature 

below 1000 K, independent of void fraction, and that the retention fraction decreases rapidly 

when the substrate temperature is over 1000 K. High void fraction is conducive to the 

hydrogen retention, especially evident at high temperature. In addition, at low temperatures 

the re-emission of incident hydrogen atoms is mainly molecular hydrogen and at high 

temperatures is mainly atomic hydrogen. As the void fraction increases, the temperature at 

which the atomic and molecular hydrogen contribute equally to the release shifts towards 

higher temperatures. Moreover, the thermal desorption of H2 depends strongly on the void 

fraction. Low void fraction tends to cause single desorption peak around 1000 K. As the void 

fraction increases, another desorption peak appears around 820 K.  
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Fig. 1 Retained fraction of hydrogen as 
a function of temperature for different 
void fractions at a flux of 3×1020 
H/m2.s-1 .The total of simulation time is 
0.01 s.  

Fig. 2 Released fraction of hydrogen 
atoms and molecules as a function of 
temperature for different void 
fractions at a flux of 3×1020 H/m2.s-1. 
The total of simulation time is 0.01 s.  
 

 

Process r0(s-1) L (nm) Ed (eV) Ref 

Diffusing within 6.8×1012 0.38 0.015 11, 12 

the crystallites 2.74×1013 1.0 0.27 11, 12 
Diffusing on the 

crystallite surface 1.0×1013 3.46 0.9 15, 16 

Going into the bulk 1.0×1013 0.3 2.67 17 
Desorption from 
crystallite surface 1.0×1013 0.2 1.91 18 

Detrapping from a trap 
site 1.0×1013 0.3 2.7 5, 19 

Recombination of two 
trapped H atoms 1.0×1013 0.4 2.3 20 

Hydrogen molecule 
dissociation 1.0×1013 0.2 4.48 12 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

 

 

 

 

 

Table 1. The attempt frequency r0, jump distance L, and activation energy Ed for different jump 
processes. For the diffusion within the crystallite, low activation energy corresponds to short jump, 
and high activation energy corresponds to long jump.  
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Fig. 3 Desorbed amount of H2 as a 
function of substrate temperature with a 
heating rate of 4 K/s under different void 
fractions (the initial number of implanted 
hydrogen atoms is 4000 at room 
temperature). All the data points are 
normalized to the maximum of the 
molecule peak.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Retained fraction of CH2 and 
CH complexes as a function of void 
fraction at 400 K (the initial 
number of implanted hydrogen 
atoms is 4000 at room temperature, 
and the heating rate is 4 K/s).  

153



161 

Atomic Modeling of Interactions between Hydrogen and Tungsten 

Zhongshi Yang, Qian. Xu, Guang-Hong Lu, Guang-Nan Luo 
Institute of Plasma Physics, Chinese Academy of Sciences, P. O. Box 1126, Hefei 230031, China 

 
One important issue concerning the applicability of W for PFM which is exposed to high 

fluxes of plasma, is the trapping and release of hydrogenic particles that controls the hydrogen 
isotope retention, particle balance and recycling in fusion devices. The energies of hydrogen 
particles in divertor region adjacent to the W surface are reduced below 100eV, usually at a 
magnitude of a few eV. Therefore it is very important to study the interaction between low 
energy hydrogen and W surface. In this work, an analytical bond-order interatomic potential 
for modeling nonequilibrium processes in the ternary W–C–H system [1] was adopted in the 
MD simulations. The purpose of this work is to study the surface effect and the projected 
range distribution of hydrogen atoms with different incident energy (Ei) on W surface. The 
point defects such as interstitial hydrogen formation energy and migration energy in W were 
also investigated.  

The initial computational cells with the W (001) plane normal to the incidence direction 
had variable dimensions according to the incident energies of hydrogen atoms, consisting of 
2000～10000 atoms in conventional bcc unit cells in three Cartesian directions with a density 
of 19.25g/cm3. In order to form a surface, periodic boundary conditions were removed in the 
z direction and the atoms in the lowest three atomic layers were kept fixed at their original 
positions all times. Simulating hydrogen atom bombardment was initiated by placing a 
hydrogen atom at a fixed distance from the surface, z0, greater than the potential cutoff radius. 
Temperature has been controlled using velocity scaling method for the atoms in the three 
atomic layers both above the fixed layers and at the four side walls. With a series of kinetic 
energies from 0.5 eV to 50 eV of hydrogen projectiles, we studied the energy dependence of 
ion reflection and projected range distributions. The final positions of the lattice atoms and H 
atoms have been recorded and analyzed in order to study the point defects in W bulk lattice.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure	 1.  (a) Particle and (b) energy reflection coefficients of normal incident hydrogen atoms (H and D) 
on bcc W (001) surface as a function of incident energy. Eckstein’s results [2, 3] calculated by TRIM.SP 
are also displayed. 

 
By using MD simulations, the particle reflection coefficients of hydrogen atoms were 

calculated for normal incidence on W (001) surface as shown in Figure 1(a). At 5 eV incident 
energy, the reflection coefficient has a largest value of 0.86.When the incident energy is 
above 5 eV, the reflection coefficient decreases monotonically with increasing incident 
energy because the energetic projectile has larger probability to be implanted into the W bulk. 
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Below 5 eV, the reflection coefficient decreases with the decrease in the incident energy and 
the projectiles have a larger probability to be trapped on or near below the W surface. Another 
important question is the difference in the reflection for the different hydrogen isotopes. As 
Figure1 shows, the difference between H and D in both particle and energy reflections is very 
small. Also shown in Figure 1(b), the energy reflection upon incident energy has a similar 
trend to the particle reflection.  

Figure 2 shows the average depth (mean range) of the hydrogen atoms implanted into the 
crystalline W at normal incidence on (001) W surface with different incident energy. In 
addition to the MD simulations we also have performed BCA calculations using the code  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Average depth (mean range) of atomic hydrogen (H and D) implanted in bcc W (001) surface at 
normal incidence as a function of incident energy. The results calculated by SRIM 2010 code are also 
shown. 

 

 

 

 

 

 

 

 

 

 

Figure 3. The channeled trajectory of H atom at Ein = 20 eV in the W bulk. 
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package SRIM 2010 [4]. The mean projected range represents the most probable location for 
ion to come to rest. The mean ranges for crystalline W by MD simulations are systematically 
higher than the results calculated by SRIM 2008. The difference could be most likely 
attributed to difference between a randomized target structure and a crystalline one as well as 
many-body nature of BOP in low energy range. In the range of relatively high incident energy, 
channeling occurs along the <001> crystallographic axis. To analyze the channeling effect, 
the normal incident H atoms were initially placed above the bridge site of W atoms on the top 
layer. Figure 3 shows the trajectory of a H atom at Ein = 20 eV in the W bulk in the initial 
stage. It can reach the 14th layer below the surface without significant energy loss. Then 
through successive collisions with lattice atoms the ion comes to rest in the bulk in the end.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Top view of final configuration of four H atoms which were placed in the vicinity of a W atom 
after sufficient relaxation.  

 
In this work, the defects of interstitial hydrogen atom in bcc W are investigated using MD 

calculations. The interstitial H formation energies were calculated as follows:  
Eint = E(NW + H) - NEref (W) - Eref (H) (1) 
where Eref (W) is the reference energy of bulk bcc W, Eref (H) is the equilibrium energy of  a H 
atom in the supercell containing only the H atoms. E(NW+H) is the energy of the supercell 
containing N W atoms and 1 H atom. In bcc W lattice, two kinds of interstitial sites could be 
occupied, i.e., the octahedral and the tetrahedral sites. Using Eq. (1), we have obtained that 
the formation energies for the octahedral and the tetrahedral configurations are -4.70 eV and -
5.01 eV respectively. Similarly, for D atom in W, the formation energies for the octahedral 
and the tetrahedral configurations are -4.53 eV and -4.77 eV respectively. These results that 
the formation energy for a single hydrogen atom in the tetrahedral site is lower than in the 
octahedral site indicated that the tetrahedral configuration is more stable in agreement with 
experiments [5-8]. Compared to first-principle (FP) calculations [9], which gave the results 
for H octahedral and tetrahedral formation energies: -2.07 eV and -2.45 eV, respectively, MD 
results in this work are higher. However, the energy differences between the two 
configurations are similar: 0.31 eV (MD) and 0.38 eV (FP). In Figure 4, four H atoms were 
placed in the vicinity of a W atom. After sufficient relaxation, four H atoms eventually rest at 
the nearest tetrahedral sites. The trajectories of the four H atoms are also shown in this figure.   

The migration energy barrier was obtained by quenched molecular dynamics [10]. For the 
successive positions along the migration path, the coordinate of the interstitial H atom in the z 
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direction was kept fixed, while the other two coordinates of the interstitial H atom and all the 
degrees of freedom of W bulk were let free to relax in its minimum potential energy. The 
migration energy was deduced as the barrier determined from the potential energy minima at 
the various positions. The migration energy for the interstitial H atom from a tetrahedral site 
through the neighboring octahedral site to another tetrahedral site was determined to be 
0.31eV. The energy barrier value in MD simulation in this work could be compared to the 
experimental data of activation energy for H migration in W: 0.39 ± 0.09 eV [11]. After free 
diffusion in the lattice, the energetic H atom implanted into the W bulk in our irradiation 
simulation described above reduced its kinetic energy to a value smaller than the migration 
energy for an interstitial, Em ≈ 0.30 eV calculated in the work. Then, the lattice was left free 
to relax around the H atom, usually trapped in a tetrahedral interstitial site.  
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Abstract 

The characteristics of charging of a dust particle and its dynamics in SOL/divertor plasma in 

tokamaks are studied. As for according to the OML theory, the charging time is so fast (~ 

nanoseconds) compared to the dynamics of the dust particle in SOL/divertor plasma 

(~milliseconds), which means the equilibrium charge state is enough as the local charge state. 

It was clarified that the equilibrium charge Zd,eq is determined by the form as Zd,eq / Rd Te, 

which is a function of the normalized relative speed of plasma ion flow to the velocity of the 

dust particle and the plasma temperature ratio. After the investigation of the dominant forces 

on the dust particle, the friction force due to the plasma ion absorption and that due to the 

plasma ion Coulomb scattering are the same order for the low relative speed. The critical 

radius of a dust particle, where the gravity is larger than the friction forces due to plasma ions, 

is obtained. 

 

1. Introduction 

In recent years significant interests are increased in dust particles in fusion plasmas, where the 

dust radii are widely ranged between 10 nm and 100 µm. The components of them were 

mainly of carbon and constituents of stainless steel, which are used for most plasma-facing 

materials like divertor plates and vacuum vessels. One of the particular notices in fusion 

devices is associated with absorption of radioactive tritium [1]. After operation of plasma 

discharges, the removal of the radioactive dusts is one of key issues from the viewpoint of the 

safety. Though up to now the mechanisms of the generation and agglomeration of dust 

particles in fusion plasmas are not clarified, the studies of characteristics of the dust particles 

are quite important. So far the charging of a dust particle is investigated under the OML 

model [2,3], which is developed in the field of space plasma. In this study the characteristics 

of the dust charging according to the OML model are investigated. The dust density (< 104 

m-3) in fusion plasmas is so low that the collective phenomena of the dust particles are safely 

ignored. In this study the characteristics of forces on the dust particle is also investigated. 
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2. Characteristics of charging of dust particle 

The dust particle in relatively low temperature plasmas is negatively charged due to the higher 

mobility of surrounding plasma electrons compared to plasma ions. The dust charge 

   qd (=−Zde, Zd > 0)  is determined by the plasma current fluxes to the dust particle: 

 
  

dqd
dt

= Idi + Ide , (1) 

where Idi and Ide are the ion and electron absorption current to the dust particle, respectively. 

Here we neglected the thermionic current, secondary electron emission current and charging 

current due to impurities. According to the OML theory [2, 3] for the dust with spherical 

shape, the ion current with the dust radius Rd is obtained with respect to the relative speed of 
the ion flow velocity  


Vi to the dust velocity    


υd  [4, 5]: 

 
    
Idi =

πRd
2Zie niυth,i

2u
{ 2u
π

e−u2
+ [1+ 2(u2 +

Zd Zie
2

4πε0RdTi
)]erf (u)}. (2) 

Here 
     
u =


Vi−


υd / υth,i  is the relative speed normalized by the ion thermal speed 

    
υth,i(= 2Ti / mi ) . The quantities ni, Ti, and Zi are the density, the temperature and charge  

state of plasma ions, respectively. On the other hand, since the thermal speed of plasma 

electrons is much higher than its flow speed, the electron current Ide is expressed for the case 

of Maxwell velocity distribution [4, 5]: 

 
    
Ide =−eπRd

2ne
8Te
πme

exp(−
Zde2

4πε0RdTe
) , (3) 

where ne and Te are the electron density and temperature, respectively.  

The charging time τch,j (j = e, i) of the dust particle, which is defined as the relaxation time 

from the infinitesimal deviation from the equilibrium dust charge to the equilibrium state, is 

obtained from Eq. (1) - (3): 

 

    

1
τch,i

=
d

dZd
(

Idi
e

)
Zd ,eq

=
Zi

2e2ni Rd υth,i erf (u)

4ε0uTi
: plasma ion, (4) 

 

    

1
τch,e

=
d

dZd
(

Ide
e

)
Zd ,eq

=
e2neRd
4ε0Te

8Te
πme

exp(−
Zd ,eqe2

4πε0RdTe
) : plasma electron. (5) 
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Here the quantity Zd,eq is the equilibrium 

charge state, which is obtained from Eq. (1): 

   dqd / dt = Idi + Ide = 0 . In Fig.1 the 

charging rates are shown as a function of the 

normalized relative speed for the case of the 

dust particle with the typical radius 1 µm in 

the hydrogen plasma of ne = 1019 m-3, Te = Ti 

= 10 eV, which are the typical plasma 

parameters in SOL/divertor region in 

tokamaks. From this result it is clarified that 

the charging time (~ few nanoseconds) of the 

dust around Rd ~ 1 µm in the usual  

SOL/Divertor plasma of tokamaks is so fast compared to the dynamics of the dust particle (> 

few milliseconds). Therefore, in this study the equilibrium charge is applied to the dust 

charge. 
The equilibrium charge Zd,eq of the dust particle is determined by the relation 

   dqd / dt = Idi + Ide = 0 : 

    
    

1
2u

{ 2u
π

e−u2
+ [1+ 2(u2 +

Zie
4πε0

Te
Ti
ξd ,eq )]erf (u)} =

4
π

mi
me

Te
Ti

exp(− e
4πε0

ξd ,eq ) . (6) 

Here the charge neutrality of plasmas, ne = Zi ni, is assumed and the quantity ξd,eq is defined  

as Zd,eq / Rd Te , which is the function of 

the normalized relative speed u and the 

temperature ratio of plasmas. For 

hydrogen plasmas, the dependence of the 

quantity ξd,eq on the normalized relative 

speed is shown in Fig.2 for the several 

temperature ratios, where the dust radius 

and the electron temperature are denoted 

with the unit in µm and eV, respectively. 

The equilibrium dust charge with the 

radius of 1µm in the plasma temperature 

of 10 eV becomes as high as   1.74×104  
for the lower relative speed (u < 1.0). The 

higher normalized relative speed, which 

Fig.1 The charging rates of plasma ion 
(dashed line), plasma electrons (dotted line) 
and the total one (straight line) as a 
function of the normalized relative speed. 
Here the dust particle with the radius 1 µm 
is immersed in the hydrogen plasma of ne = 
1019 m-3, Te = Ti = 10 eV. 
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Fig.2 The equilibrium charge as a function of 
normalized relative speed u for the several 
plasma temperature ratios, where the dust 
radius and the electron temperature are 
denoted with the unit in mm and eV, 
respectively.  
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means the ion flux is larger than the 

electron flux to the dust particle, leads the 

positive charge state of the dust (Zd < 0). 

 In the case of the low relative speed, the 

dependence of the relative speed is weak, 

where the equilibrium charge state Zd,eq is 

determined by the temperature ratio.  

  

    

2
π

(1+
Zie

4πε0

Te
Ti
ξ d ,eq )

=
4
π

mi
me

Te
Ti

exp(− e
4πε0

ξ d ,eq )

  

(7)

 

In Fig. 3, the equilibrium charge Zd,eq for the case of u = 0 is shown. The maximum charge 

Zd,eq is about 18000 at the medium temperature ratios (Ti /Te ~ 3.0) for the case of Rd = 1 µm 

and Te = 10 eV. On the other hand, the higher the relative speed becomes, the lower the 

charge state of the dust particle becomes and the higher temperature ratio brings about the 

lower charge state.  

 

3. Forces on dust 

One of the dominant forces is friction force of plasma ions: 

 
   

Fifr =


Fiab +


Fisc  (8) 

Here   

Fiab  is the friction force due to absorption of plasma ions and   


Fisc  is the force due to 

Coulomb scattering of plasma ions. They are expressed by the normalized relative speed u: 

 

     


Fiab =πRd

2 ni Ti


Vi−


υd

Vi−

υd

ηiab(u,Ti / Te )  and (9) 

 

     


Fisc =πRd

2 ni Ti


Vi−


υd

Vi−

υd

ηisc(u,Ti / Te ) , (10) 

Here  

  
    
ηiab(u,Ti / Te )≡ 1

πu2
{u(2u2 +1+ 2χi )e

−u2
+ [4u4 + 4u2−1−2(1−2u2 )χi]

π
2

erf (u)} , 

  (11) 

  
    
ηisc(u,Ti / Te)≡ 4χi

2 lnΛ erf (u)−2uexp(−u2) / π

2u2
 (12) 

and 

Fig.3 The equilibrium charge state for the 
case of relative speed u = 0 as a function of 
plasma temperature ratio. 
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χi(u,Ti / Te)≡

ZiZde2

4πε0RdTi
=

Zie
4πε0

Te
Ti
ξd ,eq  (13) 

The quantities ηiab, ηisc and χi are the functions 

of the normalized relative speed u and the 

temperature ration. In Fig. 4 the quantities η s 

are shown as a function of the relative speed u 

for the case of Ti / Te = 0.5. For the lower 

relative speed (u < 1.0) The difference 

between the quantities ηiab and ηisc is small.  

These friction forces can be compared to the 

intrinsic gravity. 

 

    

Fiab + Fisc
Fg

=
3niTi

4gρd Rd
[ηiab(u,Ti / Te) + ηisc(u,Ti / Te)]

= 1.23×10−17 niTi,eV
ρd ,g /ccRd ,µm

[ηiab(u,Ti / Te) + ηisc(u,Ti / Te)]

 (14) 

For the larger dust particle than the critical radius Rd,mm,g gravity is larger than the friction 

forces: 

 
    
Rd ,µm ≥ Rd ,µm,g ≡1.23×10−17 niTi,eV

ρd ,g /cc
[ηiab(u,Ti / Te) + ηisc(u,Ti / Te)]  (15) 

For the case of the carbon dust in the plasma pressure ni Ti =1019 m-3 eV with u = 1.0, the 

critical radius Rd,mm,g is as large as 1.2 µm. 

 

6. Summary 

The characteristics of the dust particle in the plasma were investigated. As for according to 

the OML theory, the charging time is so fast (~ nanoseconds) compared to the dynamics of 

the dust particle in SOL/divertor plasma (~milliseconds), which means the equilibrium charge 

state is enough as the local charge state. It was clarified that the equilibrium charge Zd,eq is 

determined by the form as Zd,eq / Rd Te, which is a function of the normalized relative speed of 

plasma ion flow to the velocity of the dust particle and the plasma temperature ratio. In the 

case of lower relative speed than unity, the equilibrium charge is determined only by the 

plasma temperature ratio. For the case of Rd = 1 µm and Te = 10 eV, the maximum charge 

Zd,eq is around 18000 at the medium temperature ratios (Ti /Te ~ 3.0). After the investigation of 

the dominant forces on the dust particle, the friction force due to the plasma ion absorption 

and that due to the plasma ion Coulomb scattering are the same order for the low relative 
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Fig.4 The coefficients h of the friction 
forces as a function of the normalized 
relative speed, where Ti / Te = 0.5. 
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speed. It was found that the larger dust than 1.2 µm falls down by the gravity, which is larger 

than the friction force due to plasma ions. 

These results may be useful to analyze the dust particle in SOL/divertor plasma of fusion 

devices. 
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