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The peta-scale computers, e.g., Titan, Sequoia and
K computer, have started operation, and ultra-huge-
scale simulations can be performed. Though many scien-
tific discoveries are expected, there are big urgent issues,
that are, data input and output (data I/O), transmis-
sion, saving, and analysis including visualization for the
enormous volumes of data. These problems are a major
bottleneck in the huge-scale simulation in many fields.
In order to resolve the problems of data size, several
data compression schemes were proposed. We propose in
this paper that a compression of simulation data from a
large-scale particle simulation holds favorable prospects
for scientific visualization of particle systems®2).

Our concepts deal with the data of particle orbits
obtained by simulation directly and have following fea-
tures: (i) By the control over the compression scheme,
the difference between the simulation variables and the
reconstructed values from the compressed data becomes
smaller than an allowed constant for the visualization.
(ii) The particles in the simulation are regarded as inde-
pendent particles and the time-series data for each par-
ticle is compressed with independent time-step for the
particle. (iii) A particle trajectory is approximated by
a polynomial function based on the characteristic mo-
tion of the particle. In other words, the parameters of
each polynomial are stored in place of the original data.
It is reconstructed as a continuous curve by the inter-
polation from the values of the function for intermedi-
ate values of the sample data. In short, the continuous
curve which is established by a small number of parame-
ters of the interpolation function approximates the origi-
nal particle trajectory and the amount of necessary data
can be reduced. We name this concept “TOKI (Time-
Order Kinetic Irreversible compression)” originated from
irreversible compression of time-ordered data sequences,
such as a particle trajectory, for visualization.

In this paper, we encode the simulation data as a
post process to examine whether our concepts of data
compression and the encoder work well or not. That
is, we encode the data which has been already obtained
by simulation. Moreover, we use a cubic function as an
interpolation polynomial for the encoder test.

We first apply our compression scheme to the
plasma particle simulation. The simulation code is a
three-dimensional electromagnetic particle-in-cell simu-
lation. The boundary conditions are periodic. The data
for compression is a part of full simulation data, and
the number of particles in the encoder test is 800. The
obtained data was calculated during 10,000 time steps.

Figure 1 shows the comparison between the simula-
tion data and the decoded data reconstructed from the
encoded data by the decoder for one electron in = di-
rection, and the error between the simulation and the
decoded data. It is found that the decoded data repro-
duces the high-frequency motion of the particle, and that
the error between the simulation data and the decoded
data is less than the allowed error value (=0.1). The er-
ror by the encoder can be controlled due to the allowed
error value. Compression rate is defined as the ratio of
the encoded data to the raw data. The rate is 5.7% in
this case. We apply this concept to the galaxy forma-
tion simulation result, and get 32.2% compression rate.
These rates are good for practical application.

We proposed the data compression method “TOKI”
of particle trajectory data produced by simulation. It
was possible to realize a good reproducibility from en-
coded data and to control an error between the decoded
values and simulation data. The next stage is that we
install this encoder into the simulation code and encode
simultaneously the data with performing simulation.
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Fig. 1. Reproducibility and error between the simulation
and the decoded data. (top) Time evolution of the parti-
cle x coordinates is shown. Red line indicates the decoded
data, and green plus symbol shows the simulation data. (bot-
tom)Errors (difference) between the simulation and decoded
data are shown. Plus, cross and square symbols are the errors
for x, y and z coordinates, respectively.
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