
  
Substorm includes wide dynamical range 

phenomenon such as magnetic reconnection in the 
magnetotail and dipolarization of the Earth’s magnetic field. 
It is well known that magnetic reconnection is controlled by 
micro physics and magnetic field is described by 
magnetohydrodynamic (MHD) equations. We study the way 
to model anomalous resistivity in MHD framework, and 
typical one is given by a parameter which is adjusted to 
observation results [1]. Horiuchi, Den, Tanaka et al. [2] 
proposed physically based resistivity model, based on the 
ion meandering orbit effect obtained by PIC simulation 
results of collisionless driven reconnection in the steady 
state [3] for MHD framework. Other mechanism of 
resistivity is due to the growth of the drift kink instability 
(DKI). Moritaka and Horiuchi demonstrated that the DK 
mode generates the anomalous resistivity and estimated the 
effective anomalous resistivity,     estimated as [4].  

 
 

 
where Bo and No are constant magnetic field, normalization 
factor of the magnetic field, and the density at the neutral 
sheet in the initial profile, respectively. The coefficient a 
evolves, i.e., a=0.02 0.1 according to the growth of the 
DKI. It is noted that this evaluation is in PIC simulations. 
We derived that the additional coefficients are needed to use 
this model in MHD framework as follows 
 
 
 
where the index MHD means the variables in MHD, 0 does 
normalization, di is the ion inertial length and L is the radius 
of the Earth. The variable          is the density in 
neutral sheet. and evolves and varies in space according to 
MHD equations. We will evaluate this resistivity model by 
global magnetosphere simulation in near future.  

The grid structure can give the most important 
influence on the performance of the global simulation. 
Recently Tanaka developed simulation code, named the 
REPPU (REProduce Plasma Universe) code, which grid 
system has no apparent singularity [5]. Figure 1 shows the 
simulation results of the AU, AL indices with wave 
phenomena on the ground. This code can also reproduce the 
sudden increase of the AL clearly at onset of substorm.  

We need to fill the gap between micro scale and 
macro scale  toward multi-hierarchy modeling of magneto 
-sphere simulation. Indeed the gap is too large to connect 
those scales directly, so we insert Adapted Mesh 
Refinement (AMR) scheme [6] in REPPU code. As the first  

Fig. 1. Ground magnetic perturbations derived from 
the global MHD simulation. These are the AU, AL 
indices, with waves named high-latitude Pi2, low-
latitude Pi2 and the low-latitude positive bay. 

 
step, we begin with the solar wind model simulated by 
REPPU code. We treat supersonic velocity region of the 
solar wind because of ease of test calculation for connection 
of two codes. Figure 2 displays color contour of solar wind 
velocity on an equational plane of a 3D AMR MHD 
simulation on Cartesian mesh. Sun locates (x,y)=(32,-20); 
outside the simulation box. The initial condition and the y-
lower boundary condition are input from REPPU code in 
which Sun locates the center of its simulation box. It shows 
smooth connection from REPPU code to AMR code. 

Fig. 2. Test simulation of connection between AMR 
and REPPU code. Color contour indicates the solar 
wind velocity. 
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Magnetic reconnection is widely considered to play 
an important role in energetically active phenomena in high-
temperature plasmas. In spite of intensive research, many 
basic questions on the details of the mechanisms of 
reconnection still remain poorly understood. To clarify the 
relationship between particle kinetic effects and anomalous 
resistivity due to plasma instabilities in the reconnection 
phenomena, we have been developing a three-dimensional 
particle simulation code for an open system, called PASMO 
[1,2,3]. 

PASMO code was parallelized in one-dimension 
direction (the direction is along the current direction. In the 
decomposed domain, the dynamics of particles and 
electromagnetic fields are controlled by one MPI process). 
In the 2014 fiscal year, we decomposed the simulation box
three-dimensionally with the periodic boundary condition 
and checked the performance. The strong scaling showed 
that the performance became worth when the number of the 
MPI processes increased, because the correction calculation
by solving the Poisson equation, which modified the 
microscopic inconsistencies between current and charge 
densities due to use of the mesh and weights [4], needed the
global calculation such as FFT. In order to perform the 
large-scale particle simulations on a massive parallel 
computer system, we need to exclude such global 
calculation with keeping the high accuracy. We adopt the 
exact charge conservation method [5] in this fiscal year. 
This method calculates the current density with 
implementing the equation of continuity instead of solving
the Poisson solver. By performing the PASMO code with 
this method, it is found that the conservation law of energy 
is kept with higher accuracy and the difference between the 
divergence of the electric field and the charge density is 
smaller than the conventional method with solving the 
Poisson equation (Fig.1). Moreover, we adopt the bucket 
sorting method for the particle index in order to use the 
cache memory effectively in the pusher and gather 
processes. The strong scaling of the new PASMO code with 
the periodic boundary condition is shown in Fig.2 for the 
comparison with three algorithms (the conventional method 
with the Poisson solver, the Esirkepov method, and the 
Esirkepov method with the bucket sorting). Because the 
scaling of the conventional method is worth than the others, 
the method cannot be used on the massively parallel 
computers. The Esirkepov method with the bucket sorting 
algorithm shows better strong scaling than others.

We have a plan to develop the open boundary 
condition suited for the domain decomposition 
parallelization algorithm and to perform large-scale particle 
simulation to investigate the magnetic reconnection.

Fig.1 Energy conservation (top) and the difference 
between the divergence of the electric field and the charge 
density.

Fig.2. Performance of the code. Vertical and horizontal axes 
show inverses of calculation times and number of MPI 
processes, respectively. Square, diamond and circle show 
the conventional method, Esirkepov method and Esirkepov 
with the bucket sorting, respectively.
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