
 
 

 
  
  

Energetic particle driven geodesic acoustic mode 
(EGAM) in 3-dimensional Large Helical Device (LHD) 
equilibrium is investigated with a hybrid simulation code for 
energetic particles and magnetohydrodynamics (MHD). In 
this work, the EGAM in 3-dimensional helical configuration 
and the EGAM in tokamak configuration are compared. 
MEGA1), which is a hybrid code for energetic particles 
interacting with a magnetohydrodynamic fluid, is used for 
the simulations. It is demonstrated that the spatial profile of 
the EGAM in LHD is a combination of m/n=0/0 (strong), 
1/0 (medium) and 2/10 (weak) components, which is 
different with that in tokamak. The 2/10 component appears 
from the 3-dimensional LHD configuration. 
     MEGA code is used to simulate the EGAMs in LHD. 
The realistic 3-dimensional equilibrium data is generated by 
HINT2 code for LHD discharge #109031, and this data is at 
t=4.94 s. In the experiment, the EGAM activity is very 
strong at this moment, and the mode frequency chirps up2). 
The neutral beam injection (NBI) energy is 170 keV. The 
energetic-particle distribution function is the slowing-down 
type, and the slowing-down time is 10 s. In addition, a 
Gaussian-type pitch angle distribution f(Λ)=exp ⁡[-(Λ-
Λpeak))2/ΔΛ2] is assumed for the energetic ions, where 
Λ=µB0/E is the particle pitch angle variable, Λpeak = 0.1 
represents the pitch angle for the distribution peak, and ΔΛ = 
0.2 is a parameter to control the distribution width. The 
safety factor q profile monotonically decreases in radius 
with q0=2.8 on the magnetic axis, and qedge=0.8 on the 
plasma edge. 
     The EGAM in LHD is reproduced by MEGA code, as 
shown in Fig. 1. This figure shows the poloidal flow 
velocity evolution, and also the frequency spectrum 
analyzed by Fast Fourier transform. The mode is oscillating, 
and it is excited in very short time, less than 0.2 ms. The 
mode frequency is 60 kHz in the linear phase, and chirps up 
to 75 kHz with chirping rate 20 kHz/ms. The initial 
frequency is the same as the experimental observation, the 
fast excitation and the high chirping rate are also roughly 
consistent with the experiment. In the simulation model, the 
NBI is not continually injected, but the mode amplitude is 
kept constant, does not decay. This happens because the 
mode can continually obtain the energy from particles in the 
chirping process3). 
     The poloidal flow velocity vθ of the mode in the 3-
dimentional configuration is shown in Fig. 2. The mode is 
located near the magnetic axis, and the vθ  oscillation 
profile is a combination of m/n=0/0 (strong), 1/0 (medium) 
and 2/10 (weak) components. The ratio of the 2/10 
component intensity to the 0/0 component intensity is about 

17%. The m/n=2/10 components exists due to the LHD 
configuration. In LHD, there are 10 twists in the toroidal 
direction, and there are 2 high field regions and 2 low field 
regions in the poloidal cross section. This is the first 
simulation of EGAM in the 3-dimentional LHD 
configuration. The mode number is different from the 
tokamak case, where the vθ oscillation is a combination of 
m/n=0/0 and 1/0 components. The mode number of pressure 
perturbation is m/n=1/0, which is similar with the tokamak 
case. The pressure perturbation rotates poloidally in the 
nonlinear phase, and the rotation direction changes 
periodically. This rotation is caused by the convection of the 
EGAM poloidal flow. The phase of pressure time derivative 
∂P/∂t and the phase of vθ are the same. In addition, in the 
linear growth phase, the mode does not propagate radially, 
and in the saturated phase, the mode propagates radially 
inward. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The time evolution of EGAM oscillation 
(bottom panel) and frequency spectrum (top panel). 

Fig. 2. The v! profile is a combination of m/n=0/0 
(strong), 1/0 (medium) and 2/10 (weak) 
components. 
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dynamical process on the surface of plasma-facing 
materials such as chemical spattering of divertor plate 
and nanostructure formation process, by means of 
molecular dynamics (MD), Monte-Carlo (MC) 
simulations, and its extended model. 
Three-dimensional MD-MC hybrid simulation model 
has been developed and applied to the formation 
process of the tungsten fuzzy nanostructure generated 
by the bombardment of helium ions. The hybrid 
simulation has successfully reproduced the formation 
process of the fuzzy tungsten nanostructure in full 3D 
system. The simulation for argon irradiation to tungsten 
target has also been performed by using 
binary-collision-approximation model.  

“Multi-hierarchy physics group” studies complex 
multi-hierarchy phenomena relating to fusion plasmas 
by developing various multi-scale or multi-hierarchy 
models and numerical techniques. 3D electrostatic 
particle simulation code has been improved to 
investigate the dynamics of the filamentary coherent 
structure, “hole”, in which the plasma density is lower 
than background plasma. Numerical simulation has 
confirmed that the dipole potential structure is formed 
in the hole and that the hole propagates in the grad-B 
direction.  
 “Simulation science basis group” aims to develop 
innovative analysis tools of complex simulation data 
such as scientific visualization on CompleXcope, and 
various numerical techniques for utilizing powerful 
supercomputing resources. The point-sprite method has 
been applied to visualize the experimental data of dust 
trajectories in the virtual-reality space, together with 
the simulation results such as magnetic field obtained 
from HINT2 code and the device data of LHD using the 
software Virtual LHD   

“Integrated transport simulation group” works on the 
development of core transport code in 3D configuration 
and its application towards prediction of the overall 
time evolution of observable physics quantities in the 
core plasma. Integrated transport analysis suite, 
TASK3D-a (Analysis version), has been extended 
through implementing additional modules for 
neoclassical transport and ECH deposition (LHDGauss) 
for 3D configurations. The module has also been added 
for creating the systematic data for the International 
Stellarator-Heliotron Confinement and Profile 
Database. Data uncertainty quantification tool and 
improvement of NBI modules for multiple-ion species 
plasmas are also highlights of recent development. 
Thus, this suite has provided researches for systematic 
validation studies based on experimental database.  

A large-scale computer system, the Plasma 
Simulator PS is a high-performance computer system 

to support the studies in confinement physics of fusion 
plasmas and their theoretical systematization, the
exploration of science of complexity as the basic 
research, and other collaborative researches to advance 
and establish simulation science. The main system was 
replaced by FUJITSU FX100 on June 1, 2015, which 
has the total peak performance 2.62PFlops and the total 
main memory 81TB. The Plasma Simulator was ranked 
as the 27th in the world on the TOP500 List of the 
high-performance computers. LHD Numerical Analysis 
Server (LNAS) is used primarily for the LHD 
Experiment Project and its related simulation projects, 
and the research collaboration with the universities and 
the institutes. The LNAS (FUJITSU FX100) consisted 
of 144 computational nodes. The peak performance and 
the main memory of each node are 1.01Tflops and 
32GB, respectively. The computer working group has 
continuously worked to support various collaboration 
research activities with utilizing the large-scale 
computer systems under the NIFS collaboration 
programs.  

The social events and other academic activities 
including the plasma simulator symposium, the Toki 
lectures on simulation science, symposium on 
hierarchy and holism in natural sciences, training 
course on the NIFS computer systems, and various 
domestic and international workshops were hosted to 
provide the opportunity for scientists to exchange 
opinions and academic information on fusion 
simulation science and for students to learn plasma 
physics and fusion simulation science. 
 

 

Figure 1:  Concept of the Numerical Simulation 
Reactor Research Project. 
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