
  
  

Intermittent filamentary coherent plasma structures 
which are called “blobs” and formed along the magnetic 
field line in scrape-off layer (SOL) are thought to produce 
non-diffusive (i.e., convective) plasma transport from the 
edge of core plasma to the first wall in magnetic 
confinement fusion devices1). Many theoretical and 
numerical studies about blob dynamics have been conducted 
on the basis of two-dimensional reduced fluid models1, 2). 
However, closure of parallel current and kinetic effects (e.g., 
sheath formation between a SOL plasma and a divertor plate, 
velocity difference between electrons and ions, particle 
motions, velocity distribution, etc.) are treated under some 
assumptions and parameterization in such kind of 
macroscopic models. Thus, we have developed a three-
dimensional electrostatic plasma particle simulation code 
with particle absorbing boundaries3) and investigated kinetic 
dynamics on the blob propagation4, 5). 

On the other hand, it has been pointed out that the 
propagation of “hole” structures can induce impurity 
transport1, 6). Here, the “hole” is the filamentary coherent 
structure where the plasma density is lower than background 
plasma. However, any numerical investigations about the 
impurity transport by the hole propagation have not been 
performed. Therefore, in this fiscal year, we have improved 
our particle simulation code to calculate hole dynamics. 

In the simulations, an ambient magnetic field is 
pointing into the z direction (corresponding to the toroidal 
direction). The strength of magnetic field varies in the x 
direction (corresponding to the counter radial direction) as 2 
Lx B0 / (3 Lx - x) where Lx, Ly, and Lz are the system size in 
the x, y, and z directions and B0 is the magnetic field 
strength at x = Lx. Particle absorbing boundaries are placed 
at x = 0 and the both ends of z axis (corresponding to the 
first wall and divertor plates, respectively). Periodic 
boundary condition is applied in the y direction 
(corresponding to the poloidal direction). A hole is initially 
located as a column along the external magnetic field. The 
initial density configuration of a hole in the cross section is 
given by the Gaussian distribution. 

Figure 1 shows the time evolutions of the electric 
potential and electron density distributions on the poloidal 
cross section at z = Lz / 2, which have been obtained from 
the preliminary simulation. This figure confirm that the 
dipole potential structure is formed in the hole and that the 
hole propagates in the grad-B direction. Furthermore, 
observed hole propagation speeds are in agreement with the 
estimation from the fluid model. 

In future work, we will investigate the dynamics of 
blob and hole propagations in the plasma with impurity ions 
and the impurity transport by a blob or hole structure. 
 

Fig. 1. Time evolutions of the electric potential 
distribution (left panels) and the electron density 
distribution (right panels). 
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i) Introduction The large scale linear systems ap-
pear in discredizing process of nonlinear problems for
various types of physical and engineering simulation. Es-
pecially, the time-dependent integro-differential equation
should be numerically calculated in the shielding cur-
rent density analysis of High Temperature Superconduc-
tor (HTS). The equation is discredized by Finite Element
(FEM) Method and the completely implicit method, and
the large scale linear system must be solved in each time
step. It is known that the most of the calculation time
spends for the solving the linear system 1, 2).

As is well known that a singular coefficient matrix
is obtained from discretizing electromagnetic phenomena
using FEM with edge elements. And a singular solution
should be calculated. Frequently, the preconditioning
Krylov subspace methods are adopted for the problem.
In the previous study, we have implemented the Vari-
able Precondition (VP) Krylov subspace method with
mixed precision on Graphics Processing Unit (GPU) and
Many Integrated Core (MIC), and investigated the per-
formance of the method. However, the performances of
both devices were not compared.

The main purpose of the present study is to imple-
ment the mixed precisioned VP Krylov subspace method
on GPU and MIC, and to reduce the calculation time of
the system. In addition, the performances of both de-
vices are investigated 3).

ii) GPU and MIC Reciently, a clock frequency of
CPU has gone as far as it can go, and a multi-core proces-
sor and an accelerator such as GPU are adopted for high
performance computing calculations. In the GPU pro-
gramming, the simulation code should be parallelized by
Compute Unified Device Architecture (CUDA) or par-
allelized Application Programming Interface (API) such
as Message Passing Interface (MPI). However, GPU pro-
gramming cost using CUDA becomes very high. Many
Integrated Core (MIC) architecture appears as a copro-
cessor on the scene of high performance computing, and
about 60 cores are implemented on unit device. Since
these cores are x86 architecture, the ordinal program
code that developed on CPU can be implemented on
MIC without transcribing, and very easy to parallelized
by using OpenMP.

Both of GPU and MIC becoming cheaper and easy
to construct high-performance computer cluster. Thus,
the parallelization technique should be adopted for the
numerical simulation actively to fulfill the huge scale sim-
ulation, and the high performance numerical investiga-
tion of electromagnetic field using GPU/MIC increase
recently.

iii) Results and Discussions In the GPU evalua-
tion, four GPUs are employed in unit node, and each
node is connected by Infiniband Network. On the other
hand, the symmetric mode and native mode are em-
ployed for multi-MIC calculation, and the concerted cal-
culation between CPU and MIC is implemented. Pro-
cesses are assigned to two CPUs and two MICs in the
unit node on the symmetric mode, and processes are as-
signed to two MICs on the native mode. In addition,
not only the communication between nodes but also be-
tween MIC in case of the native mode are achieved by
using MPI 3).

The communication time and the calculation time
of Variable Preconditioned Conjugate Gradient (VPCG)
on multi-GPU and multi-MIC are evaluated. The results
of computation show that the computation time decrease
as the number of process increase in both cases. On the
other hand, the communication time increase drastically
as the number of process increase. Furthermore, the to-
tal execution time of GPU cluster is much better than
that of MIC, and the time of the symmetric mode and
the native mode is almost same. This result is caused
by the architectural issue of MIC. In the GPU cluster,
data communicate by mainly CPU, whereas the MIC is
contracted for the most of all the communication in the
MIC cluster. Additionally, GPU parallelization has a
concept of WARP. Although almost all the communica-
tion of MIC to MIC or MIC to CPU cannot be controlled,
the communication between CPU to GPU or GPU to
GPU can be controlled by WARP explicitly. From this
reason, the communication performance of MIC is more
degraded comparing with GPU.
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