
 
  
  

Investigation of ultra intense laser pulse propagation 
into a-long scale imploded plasma is one of the important 
subjects for fast ignition laser fusion research. Especially, 
“super-penetration” fast ignition, in which the ultra intense 
laser pulse is directly irradiated into the imploded plasma, 
requires understanding of the propagation from underdense 
to overdense plasmas, and of the energy and momentum 
distributions of fast electrons created during the propagation. 
For this purpose, a particle-in-cell (PIC) plasma simulation 
is widely used because it can treat the dynamics of energetic 
particles with relativistic energies. However, significantly 
huge computer resources are required for the real scale 
simulation because the imploded plasma has a very long 
plasma scale and very high plasma density in 3D space. In 
order to overcome this problem, we applied a new method 
for the parallelization, Oh!Help1) into our PIC code. Until 
last year’s collaborative research, we have already 
demonstrated the plasma channel formation in near critical 
density plasma with several 100µm-length up to critical 
density by injecting an ultra intense laser light. However, 
due to time limit for one run in the older plasma simulator, 
we could only calculate up to 5 ps, in which the laser cannot 
propagate into the whole plasma region (~70%) even more 
than 8000 CPU was used.  

From this reason, we conducted a further optimization 
of our code. Especially, we reconstructed the code on the 
new “plasma simulator” system at NIFS. In order to 
evaluate the modification, we prepare 2541 x 1261 grid size 
simulation box. Also we put a plasma slab as shown in Fig. 
1. The size of plasma is 100 x 80 µm and has a density ramp 
from 1020cm-3 to 1021cm-3 with exponential increase. An 
ultra intense laser light, whose laser intensity is 4×
1019W/cm2 in 1µm wavelength with 20fs pulse duration in 
Gaussian profile, is injected from the left boundary of the 
simulation box. However, although the simulation required 
5-ps for 10 hours in the previous system as mentioned above, 
the run in the new system ends only at 1-ps even the same 
input parameter was used. With the discussions with Fujitsu 
technicians, we totally checked the code to find the temporal 
bottleneck. As the results, significant time loss was found at 
the system call for time stamp, where there was no delay in 
the previous system. We replaced this function as a similar 
function, and also optimized the process of reading or 
writing of arrays. Using these revisions, the revised program 
shows near 21% faster than the code without optimization 
when a small simulation setup is tested.  

In addition, we added a function enabling restart from 
the end-point of the previous run. We use two different 
algorisms; the first one is redistributing the particles at the 

restarting by Oh!Help itself. One of the unique feathers of 
Oh!Help is that the each node has a two particle regions, the 
primary and the secondary particles in order to share with 
busy nodes to help. At the end of the calculation, all particle 
information is gathered in the primary region. In the first 
case this gathered particle and field information is simply 
outputted. Then Oh!Help redistribute the particles as it does 
at the beginning. Although this is very simple and easy to 
modify the code, but we found that the processes of reading 
and writing the data take too long time. The second way is 
saving the primary and secondary particle data separately, 
and reading each data at the restarting. For this method, we 
modified the communication process group of MPI as it was 
saved in the previous run. 

Using these modifications on the new system, we can 
conduct a full-scale laser-imploded plasma simulation with 
reasonable time scale. 
  
  

 
Fig. 1. Simulation setup. The pink region indicate the 
vacuum in the simulation box.  
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Fast Ignition Realization Experiment project phase-I 

(FIREX-I) is being performed at Institute of Laser 
Engineering, Osaka University. In this project, the four-
beam bundled high-energy petawatt laser (LFEX) is being 
operated. LFEX laser provides great multi-beam irradiation 
flexibility, with the possibility to arrange the pulses in 
temporal sequence, spatially separate them in distinct spots, 
and focus them in a single spot. Features of the LFEX, 
which are high power, long pulse (1 kJ / 1–5 ps), and large 
spot diameter (30–60 µm), are considered to cause 
interesting results that differ from many usual researches, 
where the laser is ultrahigh intensity, but femtosecond and 
small spot size close to the diffraction limit. Kemp et al. [1] 
reported that a high power long pulse laser such as the 
LFEX creates a large underdense plasma during first 1 
picosecond, after that the laser interacts with the self-
generated large underdense plasma, and the effective 
temperature becomes high even in the case of initially no 
pre-plasma. Therefore, large-scale simulations using 
realistic laser and target parameters are strongly desired. In 
this paper, we study the two-beam interference effect on 
high-intensity LPI by two-dimensional relativistic Particle-
In-Cell simulations.  

Interactions between high-intense picosecond laser 
beam and planar target are simulated with 2-D Particle-In-
Cell code. The target is simulated as a simple 20 µm Au 
plasma with uniform electron density of 40ncr and an 
exponentially decreasing, 1 µm scale-length pre-plasma 
extending from 0.1 to 40ncr, where ncr is the critical electron 
density of 1 µm laser wavelength. From the left boundary, 
temporally and spatially Gaussian laser beam irradiates the 
target surface. The spot diameter and pulse duration are 60 
µm and 1.5 ps at full width of half maximum respectively. 
The laser beam is linearly polarized and the laser electric 
field oscillates in 2-D simulation plane. The peak intensities 
of the laser beam are set to be 1.36×1019 Wcm-2 for one-
beam irradiation and 6.8×1018 Wcm-2 for two-beam 
irradiation, keeping the same total laser energy. The laser is 
focused at the center of the target surface. Laser incidence 
angle is normal for one-beam irradiation and tilted by ± 
2.86 degrees for two-beam irradiation. 

Figure 1 shows two-dimensional spatial profile of (a) 
square of the electric field and (b) electron density for (1) 
one- and (2) two-beam irradiation at 2228 fs , close to the 
time of peak laser irradiation on the plasma surface. In fig. 
1(a-2), apparent interference pattern can be observed with 
interval of about 10 µm. Considering interference of two 
plane waves, the interference pattern interval is expressed 
by 𝑙𝑙!"#$%&$%$"'$ = 𝜆𝜆!/ 2 sin 𝜃𝜃  , where λL is the wavelength 

and θ is the half of angle between two waves, and it is 
calculated to be 10.0 µm using simulated parameters of λL = 
1 µm and θ = 2.86 degrees, in agreement with the observed 
interval. Laser interference generates a periodic intensity 
pattern at specific points with hole boring occurring at high-
intensity irradiation areas, correspondingly generating a 
periodic surface structure as shown in fig. 1(b-2). As a result, 
in the case of two-beam irradiation, number of generated 
fast electrons increases because of high laser absorption due 
to the surface structure made by the interference and the 
locally higher intensity causes higher effective temperature 
as shown in fig. 2. 

 
Fig. 1. 2-D spatial profile of (a) square of electric field and 
(b) electron density in the cases of (1) one-beam and (2) 
two-beam irradiation at 2228 fs, namely around the time of 
laser peak intensity. 

Fig. 2. Time-integrated energy spectra of generated fast 
electrons 
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