
 

 
Tungsten material is planning to employ for divertor 

plates in ITER (International Thermonuclear Experimental 
Reactor). Because the divertor plates directly contacts with 
energetic plasmas, the erosion of the surface of the divertor 
plates is inevitable. Some changes of the characteristics as 
plasma facing material are caused by the erosion. Therefore, 
it is necessary to reveal the change of the characteristics to 
design the divertor system. Many experimental studies 
reported bubble formation on the surface of tungsten 
materials under helium plasma irradiation in wide range of 
incident energy1-4). Helium ash is generated when nuclear 
fusion between deuterium and tritium is caused. Therefore, 
the bubble formation might be observed on the divertor 
plates in ITER. In this study, therefore, binary-collision-
approximation-based (BCA) simulation is performed for 
the investigation of effect of bubble growth in the tungsten 
material under helium plasma irradiation. 

Tungsten atoms are initially arranged as perfect bcc 
crystalline structure. The lattice constant is set to 3.2046 Å. 
The size of target material is set to 80.11 Å × 6.41 Å × 
8011.5 Å. The z-axis of the simulation box is set parallel to 
the edge of the target material whose length is 8011.5 Å. 
Periodic boundary conditions are used in x- and y-
directions. The temperature of the target material is set to 0 
K. The threshold of displacement energy of tungsten atom 
is set to 38 eV. The incident energy is set to 1000 eV. A 
total of 10,000 helium atoms are injected one by one into 
the target material. The incident angle is set to parallel to z-
axis, i.e., perpendicular to (100) surface of bcc crystal. The 
x- and y-coordinates of the starting position of the helium 
atom are set randomly. The z-coordinate of the starting 
position is set 100 Å above the surface of the target 
material. “Cumulative simulation” is employed to take into 
account the structural changes of the target material and 
accumulation of helium atoms by injection. The calculation 
of structural relaxation of the target material is performed 
every 1000 injections. For the calculation of the relaxation, 

a tungsten-helium potential5) is employed. 
Figure 1 shows the time evolution of the target 

material. Red and black dots show the positions of tungsten 
and helium atoms, respectively. The bubble formation is 
observed. The bubbles are spread over a wider range in the 
target material. First, the target material expands and its 
surface moves in the +z-direction as the bubble grows until 
the surface exfoliates. Figure 2 shows the time evolution of 
the sputtering yield of tungsten atoms. From the virgin 
(perfect bcc crystal) value, sputtering yield increases as 
fluence increases because the crystalline structure is 
destroyed. The sputtering yield for the tungsten material of 
amorphous structure that does not contain helium atoms is 
0.0058. The sputtering yield of bubble formed tungsten is 
approximately 20% less than that of the amorphous case 
because of the existence of helium bubbles. 

 
Fig. 2 Time evolution of sputtering yield. 6) 
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Fig. 1 Time evolution of target material. 6) 
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i) Objective MPI (Message Passing Interface) has
been widely used to develop parallel applications on dis-
tributed memory system such as the Plasma Simulator
system, Fujitsu PRIMEHPC FX100. However, the pro-
gramming cost of MPI is high. To tackle this prob-
lem, the XcalableMP (XMP) parallel language has been
proposed1, 2). XMP is a directive-based language exten-
sions of C and Fortran, which enables programmers to
develop parallel applications with high performance eas-
ily. I have developed an omni compiler3), which is an
XMP compiler as a reference implementation. The ob-
jectives of this study are to port the omni compiler3) to
FX100 and to evaluate its performance.

ii) Porting I create a setting file for FX100 in the
omni compiler so that a user can build the omni compiler
easily. When building the omni compiler, a user only
indicates the machine’s name. In the setting file, Fujitsu
compiler’s optimal options are set to build a runtime of
the omni compiler to achieve high performance.

The following explains how to install the omni com-
piler onto FX100.

1. Get the latest omni compiler from the official site3)

2. Expand the omni compiler

$ tar xfj omni -compiler.tar.bz2

3. Indicate the machine’s name

$ ./ configure --target=FX100 -linux -

gnu

4. Build and install the omni compiler

$ make; make install

iii) Performance Evaluation To evaluate a perfor-
mance of the omni compiler on FX100, I implemented
the Himeno benchmark4). The Himeno Benchmark eval-
uates a performance of incompressible fluid analysis code
using the Jacobi iteration method. The reason which I
select this benchmark is a good example of a stencil ap-
plication benchmark which is widely used in a computa-
tional science field.

Fig. 1 shows a part of code written in XMP For-
tran. The nodes, template, distribute, and align di-
rectives distribute the array p onto each process. The
shadow directive sets the width of the overlapped re-
gion. The loop directive parallelizes the following loop

statement. Moreover, the OpenMP parallel directive
parallelizes the parallelized loop statement. The reflect
directive synchronizes data of the overlapped region onto
the neighboring process.

Fig. 1: Part of code in XcalableMP

This parallelization is so straightforward that a pro-
grammer only adds XMP directives into the sequential
Himeno Benchmark. The source lines of codes (SLOC)
of XMP Himeno Benchmark is 137 where nineteen XMP
directives are used. Hence, the SLOC of the sequential
Himeno Benchmark is 118. Besides, the SLOC of the
MPI Himeno Benchmark is 380. These results shows
that XMP has a good productivity.

To evaluate performance of the Himeno benchmark,
I used 32 threads and one process per compute node of
FX100 and strong-scaling. Fig. 2 shows the result, which
indicates the omni compiler has a good performance.

Fig. 2: Performance result

1) http://xcalablemp.org

2) Masahiro Nakao, et al. :Productivity and Perfor-
mance of the HPC Challenge Benchmarks with the
XcalableMP PGAS language, 7th International Con-
ference on PGAS Programming Models, 2013.

3) http://omni-compiler.org

4) http://accc.riken.jp/supercom/himenobmt/

383

§27.	 Bubble Formation in Tungsten Material 
under Helium Plasma Irradiation by 
Binarycollision-approximation-based 
Simulation

Saito, S. (NIT, Kushiro College),  
Nakamura, H., Tokitani, M. 


