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Abstract 
As one of the activities of JSPS-NRF-NSFC A3 Foresight Program in 

the field of Plasma Physics “Study on Critical Physics Issues Specific to 
Steady State Sustainment of High-Performance Plasmas”, Japan-China-
Korea Joint Seminar on Atomic and Molecular Processes in Plasma 
(AMPP2016) was held on July 26 – 28, 2016, in Chengdu, China. The total 
number of the officially registered participants was 63. This seminar is the 
extension of the last five seminars that were held in 2004 in Lanzhou, in 2007 
in Dunhuang, in 2009 in Xi’an, and in 2012 and 2014 in Lanzhou. 

In the nuclear fusion plasma, there are quite a variety of atomic 
processes such as ionization, excitation, di-electronic recombination, 
collisional electron transfer, cascade radiation, and cascade Auger decay over 
the wide range of plasma temperature. The knowledge of those processes is 
indispensable for the evaluation and improvement of the plasma properties. 
Because of the diversity of the subjects, it is desirable to investigate them by 
international collaboration groups. This seminar is held to discuss 
achievement during the past two years from the last seminar in 2014 and 
issues for the future prospect. 

Keywords: 
EUV spectroscopy, tungsten, dielectronic recombination, visible forbidden 
line, LHD, tokamak, electron scattering, optical oscillator strength, EBIT, 
plasma spectroscopy, MCDF, UTA, charge exchange, electron momentum 
spectroscopy, solar wind, polarization, laser plasma source 



Preface 

As one of the activities of Post Japan-China Core University Program and JSPS-NSFC-

NRF A3 Foresight Program in the field of Plasma Physics “Study on Critical Physics Issues 

Specific to Steady State Sustainment of High-Performance Plasmas”, Japan-China-Korea Joint 

Seminar on Atomic and Molecular Processes in Plasma was held on July 26 – 28, 2016 in 

Chengdu, China. This seminar is the extension of the last five seminars that were held on March 

6 – 11, 2004 in Lanzhou, China, on October 6 -12, 2007 in Dunhuang, China, on October 26 –

31, 2009 in Xi’an, China, on July 30 – August 4, 2012 in Lanzhou, China, and on July 28 – 

August 1, 2014 in Lanzhou, China. 

Since the last seminar in 2014, researchers from Japan, China and Korea carried out a

number of significant studies in atomic and molecular processes in relation to the fusion plasma. 

The proposal of the present joint seminar has placed its intention not only on the presentations 

of the collaborative studies, but also on offering an opportunity for the wide range of 

researchers from the countries to be acquainted with each other, who would have made an 

extensive exchange of information about the recent progress of the research activities, and also 

would have made an extensive discussion about the plan of the future collaborations.

In the present seminar, the total number of 35 oral talks was presented by experts from

Japan, China and Korea. The total number of the officially registered participants was 63, in 

which 13 from Japan, 48 from China, and 2 from Korea. 

The seminar was in always a friendly and active atmosphere. During the seminar, the 

participants exchanged their new research results, discussed about the outlook for new research 

fields. They tried to promote further developments in mutual collaborations between the 

countries and the experts. Among them, the topics highlighted in the seminar was spectroscopic 

studies on highly charged ions of heavy elements including tungsten which will be primary 

heavy impurities in ITER plasmas. The next seminar will be held in Hefei, China and hosted 

by Institute of Plasma Physics (ASIPP). 

The present issue of the proceedings has collected 17 papers from the delegates of the 

seminar. It covers the fundamental properties of atoms and ions, the collisions of electrons, 

photons and ions with atoms, molecules and ions, the analysis and diagnostics of the 

confinement fusion plasma especially for the properties of tungsten atoms and ions, atomic 

processes in high-density laser induced plasmas and, further, topics from wide area of atomic 

physics. The present issue includes abstracts of all presentations in the seminar, the scientific 

program, the group photo as well as the list of participants.



On behalf of the organizing committee, we would like to express our sincerest thanks to

all the participants who made active contributions not only in the formal presentations but also 

in the fruitful discussions. We would like to acknowledge everybody who devoted very hard 

work for preparing the seminar. Finally, we would like to acknowledge the administrative as 

well as the financial supports from Southwestern Institute of Physics and the National Institute 

for Fusion Science.

Organizing Committee: 

Zhengying Cui

Local Chairperson,

Southwestern Institute of Physics, Chengdu, China

Daiji Kato

National Institute for Fusion Science, Toki, Japan

Chenzhong Dong

Northwest Normal University, Lanzhou, China
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Evaluation of poloidal distribution of edge electron temperature in stochastic magnetic 
field layer of LHD using intensity ratio among impurity line emissions

S.Morita1,2, E.H.Wang3, M.Goto1,2, X.L.Huang1, Y.Liu2, I.Murakami1,2, T.Oishi1,2 and
H.M.Zhang2

1 National Institute for Fusion Science, Toki 509-5292, Gifu, Japan 
2

3

(Graduate University for Advanced Studies , Toki 509-5292, Gifu, Japan

Institute of Plasma Physics Chinese Academy of Sciences, Hefei 230026, Anhui, China

Abstract

Two-dimensional distribution of impurity lines emitted from ergodic layer with stochastic magnetic 

field lines in Large Helical Device (LHD) has been observed using a space-resolved extreme ultraviolet 

(EUV) spectrometer. The two-dimensional electron temperature distribution in the ergodic layer is 

successfully measured from a line intensity ratio of Li-like NeVIII 2s-3p (2S1/2-2P3/2: 88.09 Å, 2S1/2-2P1/2:

88.13 Å) to 2p-3s (2P1/2-2S1/2: 102.91 Å, 2P3/2-2S1/2: 103.09 Å) transitions. The intensity ratio analyzed

with ADAS code shows no dependence on the electron density below 1014 cm-3. The result indicates the

poloidal location at high-field side near helical coils has a slightly higher temperature, i.e., 220 eV, 

compared to the temperature near separatrix X-point, i.e., 170 eV. 

Keywords: EUV spectroscopy, 2-D intensity distribution, intensity ratio, LHD, stochastic magnetic field 

layer

1. Introduction

The helical device is typically characterized by the presence of stochastic magnetic field layer in the 

plasma edge, in which the magnetic field structure is fully three-dimensional.  LHD has the stochastic 

magnetic field layer outside the last-closed-flux surface (LCFS) which defines the core plasma.  In the 

stochastic magnetic layer all the plasma parameters such as temperature and density have three-dimensional 

distribution.  Therefore, it is very important for the transport study to evaluate a three-dimensional 

structure of the temperature and density in the stochastic magnetic field layer.  

Line intensity ratio between two different transitions in the same ionization stage is an essential tool to 

measure the electron temperature and density in astrophysical plasmas [1]. In order to measure the electron 

temperature the ratio of 2s 2S1/2-3p 2P3/2 to 2s 2S1/2-2p 2P3/2 transitions for Li-like ions is generally used

because both lines are very strong and the ratio is sufficiently sensitive to the electron temperature, e.g. CIV 

(312.4 Å/1548 Å) and NeVIII (88.1 Å/770.4 Å) [2]. However, it is generally difficult to measure the line 

pair simultaneously using a single spectrometer. It may introduce a large uncertainty if the intensity ratio is 

measured with two different types of spectrometers having a different observation volume and a different 

accuracy in the absolute sensitivity calibration. Therefore, the intensity ratio using two lines closely existing

at adjacent wavelengths is desired to analyze the data accurately because those lines can be simultaneously
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measured with a single spectrometer and the spectrometer sensitivity is practically the same between the two 

lines.

For the purpose the line ratio of Li-like CIV 2p-3d (2P1/2-2D3/2: 384.03 Å, 2P3/2-2D5/2: 384.18 Å) to 2p-3s

(2P1/2-2S1/2: 419.53 Å, 2P3/2-2S1/2: 419.71 Å) transitions and NeVIII 2s-3p (2S1/2-2P3/2: 88.09 Å, 2S1/2-2P1/2: 88.13 Å)

to 2p-3s (2P1/2-2S1/2: 102.91 Å, 2P3/2-2S1/2: 103.09 Å) transitions have been used for the temperature

measurement in LHD [3,4]. These lines can be simultaneously measured using a space-resolved EUV 

spectrometer installed in LHD [5] and the line ratios are only sensitive to the electron temperature at ne 1014 cm-3

which is an electron density range of the ergodic layer in LHD. The two-dimensional measurement of electron

temperature in the ergodic layer is attempted based on the NeVIII line ratio. The intensity ratio used in this 

report is indicated by a ratio in photo

2. Possible combinations of intensity ratio for Be-like NeVII and Li-like NeVIII

Line emissions of NeI-VI are usually located in outer side of the ergodic layer due to the relatively

low ionization energies, Ei, e.g., Ei=158eV for NeVI, while He-like NeIX (Ei=1196eV) and H-like NeX 

(Ei=1362eV) are located inside the LCFS due to the high ionization energy. Taking into account the 

temperature range of the ergodic layer, the use of Be-like NeVII (Ei=207eV) and Li-like NeVIII (Ei=239eV)

seems to be the best choice for the present purpose.

Table I. Line pairs of neon for edge electron temperature measurement. 

Ionization stages
Line pairs

Line 1 Line 2

Ne VII (Be-like) 465.220Å: 2s2 1S0 - 2s2p 1P1 *97.496Å: 2s2 1S0 - 2s3p 1P1

Ne VIII (Li-like)

770.410Å: 1s22s 2S1/2 - 1s22p 2P3/2

780.325Å: 1s22s 2S1/2 - 1s22p 2P1/2

88.082Å: 1s22s 2S1/2 - 1s23p 2P3/2

88.120Å: 1s22s 2S1/2 - 1s23p 2P1/2

*98.116Å: 1s22p 2P1/2 - 1s23d 2D3/2

*98.260Å: 1s22p 2P3/2 - 1s23d 2D5/2

*98.275Å: 1s22p 2P3/2 - 1s23d 2D3/2

88.082Å: 1s22s 2S1/2 - 1s23p 2P3/2

88.120Å: 1s22s 2S1/2 - 1s23p 2P1/2

102.911Å: 1s22p 2P1/2 - 1s23s 2S1/2

103.086Å: 1s22p 2P3/2 - 1s23s 2S1/2

88.082Å: 1s22s 2S1/2 - 1s23p 2P3/2

88.120Å: 1s22s 2S1/2 - 1s23p 2P1/2

102.911Å: 1s22p 2P1/2 - 1s23s 2S1/2

103.086Å: 1s22p 2P3/2 - 1s23s 2S1/2

*98.116Å: 1s22p 2P1/2 - 1s23d 2D3/2

*98.260Å: 1s22p 2P3/2 - 1s23d 2D5/2

*98.275Å: 1s22p 2P3/2 - 1s23d 2D3/2

*NeVII 97.496Å is blended with NeVIII 98.116-98.275Å.

Possible candidates of the line pair for NeVII and NeVIII are listed in table I. The best line pair for 

the electron temperature measurement is to use the ratio of 2s-3p to 2s-2p transitions because the energy 

difference between the two transitions is large.  That is, the ratios of I(97.496Å)/I(465.220Å) for NeVII 

and I(88.082Å+88.120Å)/I(770.410Å+780.325Å) for NeVIII can give the best solution. However, the 

wavelengths of these line pairs are too much separated each other. In particular, the NeVIII 2s-2p

resonance transition is completely out of the wavelength range in the present EUV spectrometer. 

Although the NeVII 2s-2p resonance transition can be measured, two different discharges are necessary to 

measure the line ratio due to a limited wavelength interval of the EUV spectrometer.  In practice, the 
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electron temperature from the NeVII 2s-2p transition measured using two discharges shows a 

large uncertainty. A small change in the edge plasma condition between the two discharges with 

neon puff brings a big uncertainty. On the other hand, the NeVII 2s-3p transition at 97.496Å is blended 

with NeVIII 2p-3d transitions at 98.116-98.275Å. It is also difficult to measure the line ratio using 

such transitions. At present, therefore, only the choice for the edge temperature measurement using neon 

is to use the line intensity ratio of NeVIII 2s-3p (88.082Å+88.120Å) to 2p-3s (102.911Å

+103.086Å) transitions. Fortunately, no other lines are blended with these lines and the wavelengths of 

both lines closely exist. It enables us to measure the line ratio in a single discharge. Furthermore,

the sensitivity of the EUV spectrometer can be expected to be the same if the two wavelengths are close 

each other. 

. Vertical profiles of electron temperature from Li-like NeVIII intensity ratio

 The vertical profile of the NeVIII line emissions is plotted in Fig. 1(a). The vertical position of each 

observation chord is carefully calibrated using a toroidal slit with rectangular-corrugated edge 

installed between EUV spectrometer and LHD. The position of LCFS calculated by variation 

moments equilibrium code (VMEC) is indicated with dashed line as ZLCFS=437mm. It is then clear that 

the NeVIII emissions are located inside the ergodic layer. The vertical profile in the intensity ratio of 

NeVIII 2s-3p to 2p-3s transitions, obtained from Fig. 1(a), is shown in Fig. 1(b). The ratio starts to 

decrease with increase in the vertical range near the helical coils (400 Z 485mm), while it roughly keeps 

a constant value close to unity in the vertical range near separatrix X-point (100 Z 300mm).

Atomic computer codes of ADAS [6] and CHIANTI v6.02 [7] with collisional-radiative (CR) model

are used for edge electron temperature determination.  ADAS originates in Joint European Tokamak (JET)

experiments.  At present it is commonly used for the fusion study, in particular, for the edge plasma study.

CHIANTI is a database of assessed atomic parameters and transition rates necessary for the calculation of 

the emissivity.  It is available for optically thin emissions in the 1–2000 Å range. The intensity ratios 

calculated at electron density ne=1013cm-3 are shown in Fig. 2 as a function of electron temperature.  The

line intensity ratio from ADAS is larger in the whole temperature range than that from CHIANTI. The

0
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Fig.1 (a) Vertical profiles of NeVIII lines observed from 
horizontally elongated plasma cross section in Rax=3.75m 
configuration and (b) intensity ratio calculated from (a). 
Position of LCFS is denoted with ZLCFS (dashed line).
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Fig.2 Line intensity ratio of NeVIII 
(3p-2s)/(3s-2p) calculated from ADAS 
(solid line) and CHIANTI (dashed line) as a 
function of electron temperature.
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difference may be originated in different atomic database used in the codes.  Discrepancy in the ratio 

between the two different results is 15% at Te=50eV and 17% at Te=239eV which corresponds to the 

ionization energy of Ne7+ ion.  The ratio is entirely insensitive to the electron density, at least, below

ne=1014cm-3.

The vertical profiles of electron temperature determined from NeVIII intensity ratio are shown in Fig. 

3(a).  Since the peak position of NeVIII is located near Z=450mm (see Fig. 1(a)), the electron temperature 

from Z=100 to Z=450mm in Fig. 3(a) indicates the chord-integrated edge temperature in a narrow radial 

region where the Ne7+ ion exists in the ergodic layer.  Therefore, the radial profile in the ergodic layer can

be expressed in the range of 450 Z 490mm.  As seen in the figure the CHIANTI gives higher 

temperature than the ADAS.  The spatial resolution in the measurement is 10cm and 2.5cm in the toroidal 

and vertical directions, respectively. 

The edge temperature profile is simulated with three-dimensional edge transport code, EMC3-EIRENE. 

The result is shown in Fig. 3(b).  In the simulation the effect of chord-integration is considered.  The 

edge temperature simulated here indicates roughly 90eV at X-point region of 100 Z 300mm.  This value 

shows a reasonably good agreement with the temperature from ADAS.  The electron temperature at LCFS 

obtained from the present method is compared with Thomson scattering diagnostics, i.e., 110eV for ADAS, 

170eV for CHIANTI and 120eV for Thomson.  The comparison is also in a good agreement with the 

temperature from ADAS.  Therefore, it seems that the ADAS can give accurate emission rate at least in 

the present transition. 

Magnetic field connection length in the ergodic layer is calculated as shown in Fig. 4.  It forms a 

complicate structure due to the appearance of many small and large island chains in the ergodic layer.  At 

Z 485mm the magnetic field changes the direction and the connection length is shorter.  Therefore, the 

plasma cannot be sufficiently sustained in such a region.  A temperature shoulder is appeared near 

Z=470mm in Fig. 3(b).  It reflects a sudden change in the connection length (see Fig. 4).  A similar 

shoulder can be also observed in the temperature profile from the present measurement (see Fig. 3(a)). 

However, the peak position in the temperature profile is clearly different between the measurement and 

simulation, whereas the same spatial resolution is adopted in the simulation.  The reason is not clear at 

present.  The measured edge boundary temperature at Z=485mm is larger than the simulated one.  It 
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Fig.3 Vertical profiles of edge electron temperature 
obtained from (a) measurement and (b) simulation.
Position of LCFS is denoted with ZLCFS.

Fig.4 Vertical profile of magnetic field 
connection length, Lc, in ergodic layer.
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suggests that a smaller cross-field transport coefficient is required to explain the transport in the ergodic 

layer.

. Two-dimensional distribution of electron temperature from Li-like NeVIII intensity ratio

2-D distribution of NeVIII line intensities are shown in Figs. 5 (a) and (b). The intensities decrease

during the scan from Y=200 mm to -400 mm as a function of time, since the electron density 

gradually decreases. The area where the plasma exists is indicated in the 2-D distribution with dash

line. The observation chord from Y=-400 mm to -520 mm is hidden by the spectrometer port and 

the plasma is absent at upper region above roughly Z=500 mm. The strong intensity of NeVIII near 

Y=200 mm and Z=500 mm is due to the Ne gas puffing at the beginning of ECH discharges. The NeVIII 

is located near the LCFS at all poloidal positions. The 2-D distribution of line intensity ratio, 

NeVIII 2s-3p/2p-3s, calculated from Figs. 5(a) and (b) is shown in Fig. 5(c). Although a considerably 

large non-uniformity is seen in the two-dimensional intensity distribution (see Figs. 5 (a) and (b)) based 

on the parameter change during the discharge, it can be deleted when the intensity ratio is taken. 

The 2-D Te distribution is analyzed from Fig. 5(c) and ADAS code in Fig. 2. The result is shown in 

Fig. 6(a). Although the electron temperature evaluated from NeVIII intensity ratio distributes in range of 

130 - 170 eV in most of the region, it tends to increase when the radial position moves to the region near 

helical coils. The vertical profiles at three different toroidal positions of =-2o, 0o and +1o are

reconstructed from Fig. 6(a), as shown in Fig. 6( ).  The temperature profile in the ergodic layer can be

clearly seen at the region near helical coils, i.e., 480 Z 560 mm at 2 440 Z 500 mm at =0 and

480 Z 520 mm at 1 . It is clear that the temperature gradient in the ergodic layer is steeper

depending on the thickness of the ergodic layer, when the observation chord moves from Z=100 to 500mm. 

It also indicates that the temperature in the ergodic layer has a similar value even if the poloidal position is 

different, at least in the vicinity of Z 450mm. The temperature profile at the place near helical coils gives 

the maximum value at the radial location where the observation chord positions a little inside the LCFS. 

Fig.5 2-dimensional distributions of 
NeVIII (a) 2s-3p: 88 Å, (b) 2p-3s: 103 Å
and (c) line intensity ratio of 2s-3p/2p-3s.

Fig.6 (a) 2-D distribution of edge Te from NeVIII intensity 
ratio and (b) vertical profiles of edge Te at different toroidal 
positions of =-2 , 0 and +1 . Position of LCFS is 
denoted with dashed line at =0 .

(a)

(b)
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On the contrary, the temperature in the vicinity of separatrix X-point, i.e., 100 Z 400 mm at =-2 , 0 and

+1 , is constant against the vertical position whereas the structure of stochastic magnetic field entirely

different along the vertical observation chord. Therefore, a clear toroidal structure of the electron 

temperature is not seen in the vicinity of separatrix X-point at present. The result suggests that the Ne7+

ion distributions are the same among different poloidal positions in ergodic layer, although the magnetic 

field structure in ergodic layer entirely changes at different poloidal positions.
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Effective Recombination Rates for Tungsten Ions Derived with a Collisional-Radiative 
Model

I.Murakami1,2 and A. Sasaki3

1National Institute for Fusion Science, National Institutes of Natural Sciences,Toki, Gifu, 5009-5292, Japan
2SOKENDAI (Graduate University for Advanced Studies), Toki, Gifu, 509-5292, Japan

3Kansai Photon Science Institute, National Institutes for Quantum and Radiological Science and 

Technology, Kizugawa, Kyoto 619-0215, Japan

Abstract

Although recombination rates of tungsten ions are highly required for the transport study and the 

spectroscopic diagnostics of tungsten in fusion plasmas, the rates are not fully studied yet. We applied our 

algorithm-based collisional-radiative model to tungsten ions in order to derive the effective ionization and 

recombination rate coefficients. The algorithm can construct a set of electron configurations which are 

important for population kinetics. We compared the derived effective recombination rates of W29+ and W28+

ions with other works and found that our rates were nearly one-order of magnitude larger than the others at 

the electron temperature of ~100 eV. The inclusion of autoionizing levels of inner-shell excited states such 

as 4s4d10nl and 4s4d94fnl for W28+ ions enhances the effective recombination rate coefficients as the 

contribution of the dielectronic recombination channels increase. We assumed the outer-shell electron nl

with n up to 8 as the excited levels in the model and this is not enough to include sufficient channels for 

dielectronic recombination process. We need to extend our model to include higher n shell levels for future 

study.  

Keywords: tungsten, recombination rates, collisional-radiative model, computer algorithm, atomic structure 

1. Introduction

Tungsten as one of the plasma-facing materials in fusion devices becomes a harmful impurity in 

plasmas, since tungsten is not fully ionized even in the core plasma of ITER with the electron temperature

of 15-30 keV and a large amount of radiation power from the partially ionized tungsten would reduce the 

temperature of the core plasma. We need to know the tungsten behavior in plasmas by using spectroscopic 

method and the reliable atomic data and the spectroscopic model is required to analyze tungsten spectra. 

During last decades many spectroscopic studies on tungsten ions have been carried out and various spectra 

with different plasma temperature are obtained for wide wavelength regions. Tungsten spectra of extreme 

ultraviolet region for plasma with electron temperature 1-2 keV have characteristic feature so-called 

Unresolved Transition Array (UTA) at 4.5-7 nm (e.g. [1]). This structure is produced by overlapped 

numerous lines of 4d-4f and 4p-4d transitions of W25+ - W34+ ions [2]. For higher temperature (>3keV)

plasmas the UTA disappears and discrete lines appears instead [3]. At 1.5-3.5 nm wavelength region, there 
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are many peaks like sawteeth are found and each peak is identified as 4f-5g, 4f-6g, and other n = 5-4 

transitions from different charge states of W24+ - W33+ [2-4]. The peak wavelength shifts toward shorter 

wavelength as the charge state of the ion increases and they are useful to estimate abundance distribution of 

tungsten ions in plasmas [2].

Several theoretical groups attempted to reproduce the UTA feature at 4.5-7 nm by constructing 

collisional-radiative (CR) models [2,5], but the UTA is not well reproduced yet. So far the recombination 

processes are not included in any CR models for tungsten and Pütterich et al. [5] suggested that dielectronic 

recombination (DR) processes in plasmas could contribute to the UTA structure. The recombination 

processes are also important for the tungsten transport study and the charge state distribution in plasmas. 

However, the theoretical studies on the DR rate coefficients of tungsten ions are limited for some charge 

states as summarized by Li et al. [6]. Atomic structures of tungsten ions with many electrons are complex, 

and the comprehensive study is not easy.

Generally a CR model calculates population densities of excited states with steady-state assumption 

and it can give radiative power loss and emission spectra. Effective ionization and recombination rates 

obtained by the CR model including density effect are useful to calculate charge state distribution. We have 

developed an algorithm-based CR model in which the set of atomic energy levels in the model is 

determined after systematic convergence studies [7,8]. This method allows us to construct more 

comprehensive atomic structure than those constructed by conventional ways. We apply this model to study 

the effective ionization and recombination rate coefficients of tungsten ions systematically and compare 

with rates obtained by other theoretical studies. Here in this report we focus on the effective recombination 

rate coefficients. In the following part, we introduce our CR model in section 2, and show some 

comparison of the effective recombination rates in section 3. In section 4 we discuss the difference and 

summarize the report. 

2. Algorithm-based collisional-radiative model

Details of the algorithm-based CR model are described in [7,8], so brief description on the model is 

given here. In order to construct more comprehensive atomic structure of tungsten ions, we treat 

configuration averaged or nl averaged energy levels throughout the model. The atomic structure is 

constructed using the algorithm in the following way. A set of energy levels is created by adding one 

outermost electron nl, with n up to 8 and l up to 4, to the core states of one-charge higher ion. The core 

states are selected as the created levels contribute to the population kinetics through the DR process.

Number of the core states is increased by including higher excited states and the convergence is checked 

with the mean charge state and the radiation power rate. The mean charge decreases and the radiative 

power rate increases with increasing number of the core states, and they converge with 30-50 core states, as 

described in ref. [7,8]. A set of the energy levels are determined recursively by descending the charge state

with the same algorithm.

The atomic data used in the CR model is calculated as follows: The energy levels, radiative transition 

probabilities, and autoionization rates are calculated using the HULLAC code [9] without configuration 

interaction. The electron-impact ionization and excitation, and radiative recombination rate coefficients are 
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calculated using Lotz’s [10], Mewe’s [11], and Kramers’ [12] empirical formulae, respectively. Three-body 

recombination rate coefficients are calculated as an inverse process of collisional ionization in detailed 

balance. The DR and excitation-autoionization processes for autoionizing states are intrinsically included in 

the CR model.

This CR model produces the effective ionization and recombination rates for given electron 

temperature and density, which are used to calculate the charge state distribution. Obtained distribution as a 

function of electron temperature is different from other works such as by Pütterich et al. [13], but the 

abundance ratio of W45+ to W44+ ions agrees well with the measurements in JT-60SA [14].

3. Effective recombination rate coefficients

We obtained the effective recombination rate coefficients using the algorithm-based CR model for 

tungsten ions with charges q = 11-63. In the model, we considered neighboring 7 ions and we assumed

electron density as 1014cm-3. The calculations were performed for electron temperature from 100eV to 5keV. 

The DR process is implicitly included as a combined process of the dielectronic capture and following 

radiative decay to a bound state.

Figure 1 shows examples of the effective recombination rates from W29+ to W28+ ions (Fig.1a) and 

from W28+ to W27+ ions (Fig.1b). The ground states of W29+ and W28+ ions are 4d64d9 and 4d64d10,

respectively. For comparison, the effective recombination rates from ADAS database [15] (data file 

“acd50_w.dat”) and the dielectronic recombination rates obtained by Li et al. [16] (W29+) and Safronova et 

al. [17] (W28+) are plotted. The ADAS recombination rate is originally modified ADPAK data [18] by 

Pütterich et al. [19] and processed in the ADAS’s CR model. The recombination rate coefficients in 

ADPAK data were calculated with an averaged ion model and Pütterich et al. derived the modification

factors for the recombination rate to fit to spectroscopic measurements in ASDEX Upgrade. Data of Li et al.

(2012) and Safronova et al. (2011) are the calculated dielectronic recombination rate coefficients. Our 

recombination rates are about one-order of magnitude larger than the ADAS rates at ~100 eV, and become 

closer at ~5 keV. The both DR rates of Li et al. and Safronova et al. are much smaller by factor 2 – 10 or 

more at 100 eV - 5 keV. We did not obtain the rates at electron temperature below 100eV since 

configuration averaged levels in the model are not suitable to estimate the recombination rates for low 

energy region. In addition W28+ and W27+ ions are not expected to be abundant in such low temperature and 

the recombination rates of these ions would not be important in fusion plasmas. 

4. Discussion and summary

The difference of the recombination rates comes mainly from the different atomic structure, i.e. energy

levels used in the models. The autoionizing states included in the calculations are different. Figure 2 shows 

the lower parts of the energy levels included in the model for W28+ and W27+ ions. The dielectronic capture 

occurs to the autoionizing excited states above the threshold levels, 4d9 and 4d10 for W28+ and W27+ ions, 

respectively. For the case of the recombination from W29+ to W28+ ions (Figs. 1a and 2a), the DR process 

through the inner-shell excited states such as 4s4d10nl and 4s4d94fnl states are not considered in the model

of Li et al., and the DR channels through such inner-shell excited states can enhance the DR rate. For the
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Figure 1. The effective recombination rate coefficients of this work (solid lines) and of ADAS (dot-dashed 

lines) for W29+ and W28+ ions. Dielectronic recombination rate coefficients calculated by Li et al. (W29+)

and by Safronova et al. (W28+) are also plotted (dashed lines) for comparison.

case of recombination from W28+ to W27+ ions (Figs. 1b and 2b), the DR process through the inner-shell 

excited states such as 4p64d84f2nl, 4p54d104fnl, and 4s4p64d104fnl are not considered in the model of

Safronova et al. Lack of the DR channels through these inner-shell excited levels results in much lower DR 

rate than ours.

On the other hand, as seen in Fig.2, our model has big gaps below the core states in the energy level 

diagrams, since we only included outermost electron n up to 8. Li and Safronova included high n levels up 

to 1000 by using scaling law. The inclusion of such high n levels enhances the DR rate about factor 5 (W29+

case). We need to extend our model to include higher n levels for constructing more comprehensive atomic 

structure.

As a summary, we found that the algorithm-based CR model for tungsten ions is useful to construct 

more comprehensive atomic structure than those constructed using the conventional ways, and useful to 

estimate the effective recombination rate coefficients, since many DR channels through the inner-shell

Figure 2. Part of energy level diagrams for W27+ and W28+ ions. The core states are indicated as longer bars 

and an outermost nl electron is added to construct an energy level which indicated as a short bar.  

(a) (b) 

(a) (b) 
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excited states can be included in the model. Such inner-shell excited states are not fully taken into account 

in the conventional models, which show much lower DR rate coefficients at electron temperature 100 eV – 

1 keV. On the other hand, we did not include enough number of higher n levels which can also enhance the 

DR rates for lower temperature collisions. We need to extend our model to include such high n levels for 

future study. 
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Abstract

Development of EUV/SXR sources with emission at wavelengths less than 10 nm has moved from being a 

subject of interest for next generation semiconductor lithography to one for both nanoscale surface

patterning and imaging. Systematic calculations for UTA positions were performed for elements with

atomic number Z = 49–92, with the help of both laser produced plasmas (LPPS) and Large Helical Device

(LHD) experimental measured spectra it was found that the peak such UTAs in optically thin plasmas in the

extreme ultraviolet region follows a quasi-Moseley’s law.

We carried out a detailed calculation on dielectronic recombination rate coefficients of Ne-, Rh-, Pd- and 

Ag-like W [7]. Excellent agreement has been found for Ne-like W while a large discrepancy was found for 

Pd-like W, which implies that more  calculations and experimental measurements are badly needed.

Keywords: EUV, UTA, tungsten, dielectronic recombination

1. Introduction
The behavior of the highly-charged ion (HCI) in heavy ion element plasmas in the extreme ultraviolet

(EUV) or soft x-ray (SXR) spectral regions is currently of major interest and has been motivated by their

application in a number of high profile areas of science and technology, such as W-inclusion as

plasma-facing components (PFCs) in magnetic confinement fusion, Tin (Sn) and gadolinium (Gd) LPPs are

proposed for 13.5-nm and 6.x-nm EUV lithography as well as laboratory plasma light sources for x-ray

microscopy in the water window, 2.3–4.4 nm, and the carbon window, 4.4–5.0 nm [1]. These sources exploit

the advantage that 4p64dN-4p64dN-14f+4p54dN+1 (n = 4–n = 4, n = 0) unresolved transition arrays (UTAs) in 

several charge states appear at almost same wavelength [2] in spectra from LPPs of these elements.

Systematic calculations for UTA positions were performed for elements with atomic number Z = 49–92

that enabled the peak wavelength of the 4d-4f and 4p-4d component transitions of the 4-4 UTAs to
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estimated. For a complete understanding of plasma emission, reliable atomic data are needed. Of 

particular, reliable dielectronic recombination (DR) rate coefficients are crucial for the modeling of the 

ionization balance in plasmas. We carried out a detailed calculation on dielectronic recombination rate 

coefficients of Ne-, Rh-, Pd- and Ag-like W [3,4]. 

Variation of with Z

As earlier studies on W and Tb [5] demonstrated that for n = 4 - n = 4 transitions the emission is dominated

by Pd-, Ag- and Rh-like lines, i.e. the spectra containing fewest lines where the emission is not divided

amongst many transitions. Figure 1 show measured emission spectra of Bi, Pb and Au in LHD plasmas

associated with calculated weighted transition probabilities using Cowan code.

Figure 1. Comparisons of (a) Au, (b) Pb and (c) Bi LHD spectra with calculated weighted transition 

probabilities using Cowan code for Ag- (green), Pd- (blue) and Rh-like (red) ions in n=4 – n=4 UTAs. 

Prominent transitions are labeled by the charge state [6]. 

Figure 2. Calculated position of n=4 – n=4 transitions in key ions in elements from indium (Z=49) to 

uranium (Z=92) [7].  

Figure 2 shows the calculated positions of the strongest n=4 – n=4 transitions for four stages of each 

element corresponding to Ru-like (red), Rh-like (blue), Pd-like (green) and Ag-like (black) ions. From this 

plot it is clear that maximum overlap between emission from different stages occurs in the lanthanides and 
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corresponds, from an atomic physics viewpoint, to the localization of the 4f wavefunction in the ionic core 

where its overlap with the 4d changes little with ion stage. For Lower Z elements the emission extends over 

a broader energy range due to differing degrees of 4f localization while the 4p spin orbit splitting causes the 

emission to diverge to form two emission regions at the higher Z end. The discrete line emission is 

dominated by Ag-, Pd- and Th-like ions. For the Hartree-Fock with configuration interaction calculations, the

electrostatic Slater-Condon Fk, Gk, and Rk parameters were reduced by 10% while the spin orbit 

integrals were left unchanged. With the help of both laser produced plasmas (LPPS) and Large Helical 

Device (LHD) experimental measured spectra, Ohashi and co-workers [8] found that the peak such UTAs 

in optically thin plasmas in the extreme ultraviolet region follows a quasi-Moseley’s law (figure 3).

Figure 3. Atomic number dependence of the peak wavelength of n=4 – n=4 UTAs in ps-LPP (red), ns-LPP 

(blue) and LHD (green) spectra. Calculated peak wavelengths with GRASP are also shown (black). The 

solid line is an approximated curve for n=4 – n=4 UTAs in ps-LPPs with a power-law scaling, 

1.52 0.12121.86 12.09 23.23 2.87R Z [8].

Dielectronic recombination of W ions

The DR process plays an important role in high-temperature plasmas, where it affects both the ionization

balance and radiative energy losses. A significant number of publications on computational DR rate

coefficients of W ions have appeared for tungsten during the past dacade. However, due to the complexity

of the calculations as ions with open 4d and 4f shells are involved, very few ab initio level-by-level DR

calculations are available for ionic stages lower than W34+. Therefore, DR rate coefficients from the atomic

data and analysis structure (ADAS) databases are currently the most widely used to model various fusion

plasmas in the nuclear fusion community. The computations of such DR rate coefficients are based on the

semiempirical Burgess-Merts formulas and the generalized collisional-radiative framework. The accurancy

of such rates is another problem.

We carried out a detailed calculation on dielectronic recombination rate coefficients of Ne-, Rh-, Pd- and

Ag-like W. The calculated DR cross section as well as rate coefficients are presented in figure 4(a) and (b),

respectively. Very good agreement has bee  found between experimental measurements and

various theoretical predictions.
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Figure 4(a). Comparison between the present 

calculated total DR cross section of Ne-like W (solid 

line) and calculation with the HULLAC code [10]

(dashed line) and experimental measurement [9]. 

Figure 4 (b) Comparison between present calculated 

total DR rate coefficients of Ne-like W and other 

calculations with the HULLAC code [10, 11] and 

Autostructure code [12].

Present calculated total DR rate coefficients are plotted together with Safronova’s result [13] as well as 

calculations by Foster [14], Pütterich et al. [15] and the FLYCHK [16] code in figure 5 (a). Calculated 

radiative recombination (RR) rate coefficient by Trzhaskovskaya et al. [17] are also presented for 

comparison. However, unlike the Ne-like W case, very big discrepancies are found between the various 

results. While the only ab initio calculation was by Safronova et al., further calculations were made to find 

the possible reasons for the discrepancy of their with our results and the outcome is summarized in figure 5 

(b). We carried out four kinds of calculations: model 1: calculation including all doubly excited, 

non-autoionizing states, model 2: calculation with the same decay channel as Safronova et al. but omitting 

configuration interaction (CI), model 3: same as model 2 but with configuration interaction included, model 

4: present calculation with doubly excited autoionzing states 4d94f7g, 4d94f8g, 4d94f9g, 4d96s6p, 4d96s6f,

4d96p6d, 4d96p6f, 4d96p6g, 4d96d6f, 4d96d6g, 4d94f6g and non-autoionizing states 4d94f6g. From figure 5 

(b), firstly, we can see that configuration interaction has a big influence on total rate coefficients when Te is

smaller than 10 eV where, as we already k are sensitive to near-threshold

resonances for lower temperature since they depends on exp /ij eE kT . Therefore, the present calculated 

DR rates are less accurate when Te is below 10 eV. However, CI effects can be ignored for Te greater than 

100 eV. Secondly, inclusion of the omitted states improves the total rate coefficients by around 20%. 

Thirdly, in Safronova et al.’s calculation, for the non-resonant stabilization(NRS) decay channel they only 

included 4d94fnl, 4d95l5l’and 4d95s6l, while in the present calculations we included all of the doubly 

excited non-autoionizing states. These decay channels significantly improved the total rate coefficient. We did

not include further doubly excited autoionizing states, which will be followed by radiative decay 

cascade (DAC) transitions into NRS decay channel, as Behar et al. [18] have demonstrated that the DR 

rates are less affected by DAC for heavy elements and thus can be neglected for most applications.
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Figure 5(a). Total DR rate coefficients as a function 

of Te in Pd-like W.  

Figure 5(b). Comparison of total DR rate 

coefficients as a function of Te in Pd-like W by 

different calculation models.

Considering the current status of these discrepancies, further benchmarking from experimental 

measurement is of major importance.
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Abstract

A collisional-radiative (CR) model is developed to analyze magnetic-dipole (M1) lines emitted by

ions in the ground state ( ). Proton collision effects on the M1 line intensities are investigated

theoretically with the CR model. In the present study, it is predicted that the proton collision facilitates 

radiative decay of the sub-valence excited configuration ( ) to the ground state, resulting in an

enhancement of the M1 line intensity. Based on the present calculations, ion densities in core 

plasmas of Large Helical Device (LHD) are obtained from experimentally measured intensity profiles of 

the M1 line. 

Keywords: tungsten, visible forbidden line, CR model, proton collision 

1. Introduction

Magnetic-dipole (M1) lines of ground-state highly charged tungsten ions in near-UV and visible ranges 

have diagnostic usefulness for D-T burning ITER plasmas. M1 lines in these wavelength ranges enable the 

use of fiber optics, and absolute intensity calibration of spectrometers is facilitated with standard lamps. A 

large number of previously unreported visible emission lines of tungsten ions ( ) are

measured by using low-energy electron beam ion traps [1,2]. Some of them are identified as the ground-state 

M1 lines of  in accord with theoretical predictions. W cceeded in observing an M1 line at 389.4 nm

of ground-state ions ( ) produced in Large Helical Device (LHD) [3]. Since then, a

number of near-UV and visible M1 line emission from ( ) have been observed at the LHD

[4].

In high-temperature hydrogen plasmas, proton collisions play a role in population of fine-structure levels. 

Due to the lack of available data, however, it has been neglected in modeling for the tungsten spectra. In the 

present study, a collisional-radiative (CR) model including proton collision induced (de)excitation in the fine-

structure levels is developed to analyze M1 lines emitted by ions in the ground state ( ). Base

on the CR model, the proton collision effects on the M1 line intensities are investigated theoretically. 
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2. Semi-classical perturbation calculations of proton collision cross sections

Effective strength of Coulomb repulsive interaction between  and a proton of an impact

velocity  is represented by a characteristic parameter: , where  is the elementary

charge and  the reduced planck constant. In cases that , since the proton cannot penetrate in 

the vicinity of the target ion, perturbation methods can be used to calculate proton induced excitation 

cross sections of the target ion. The electric quadruple component is the primary electrostatic proton-

 interaction which induces transitions in fine-structure levels of the target ion. In a semi-

classical perturbation approximation (SCPT-E2), the cross section  is expressed simply by the 

electric quadruple transition rate of isolate  ions, ,

(1)

where  is the reduced mass of a proton and a target ion, and  are velocities of incident and scattered

protons, respectively.  is a function given by assuming hyperbolic orbit for the proton in the Coulomb

filed centered at the nucleus of  [5]. The electric quadruple transition rates are calculated using

HULLAC code [6]. 

Excitation rate coefficients in  3p doublet state are calculated and compared with recommended

data [7] (Fig. 1). SCPT-E2 cross sections give rate coefficients which coincide with the recommended values 

Fig.1 Excitation rate coefficient of . Solid squares are SCPT-E2

results, the solid curve recommended values [7] and dashed curves distorted wave results calculated 

by using HULLAC code [6]. Ionization equilibrium fractional abundance of is also shown

in the figure.
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at low temperatures but overshoot at high temperatures. About factor of 3 larger at the peak temperature of 

the equilibrium ion abundance. It is noted that simple mass-scaling of electron distorted-wave cross sections 

underestimates the rate coefficients by many orders of magnitudes. 

3. Fractional population distribution of excited levels and ground-state M1 line intensity of 

Fractional populations of excited levels are 

calculated by the CR model including the proton 

collision induced (de)excitation. As shown in Fig. 2,

the fractional population distribution is drastically 

changed by proton collision effects. The proton 

collision facilitates redistribution in populations of 

quasi-degenerate excited levels in single 

configurations, which causes depopulation of meta-

stable levels in the sub-valence excited 

configuration. Fractional populations of the ground 

state are, therefore, increased via  allowed 

transitions from the excited configuration resulting in 

an enhancement of the ground-state M1 line intensity.

It is noted that the  EUV emission line 

intensities are also increased. 

Figure 3 shows temperature and density dependences of an M1 line intensity for ground-state 

ions ( at 337.7 nm). Remarkable enhancement of the intensity with proton collisions is 

seen in the figure. Above 700 eV, proton collision rate coefficients among levels in the excited states ( )

exceed electron collision excitation rate coefficients of the upper level of the M1 transition ( ), which 

causes the opposite temperature dependence of the intensity between the lower temperature (electron 

Fig.2 Fractional populations of levels.
cm-3 and keV

are assumed.

Fig.3 Temperature and density dependences of M1 line intensity of at 

337.7 nm. Dashed lines are calculations without proton collision.
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collision dominant) and higher temperature (proton collision dominant) regions. The M1 intensity is saturated 

above cm-3 in the higher temperature region.

4. Vertical distributions of an M1 line intensity

and ion density distribution of ions in

LHD

Local line intensities at an effective minor 

radius on a poloidal cross section are

expressed for a given local electron temperature ,
density , ion fractional abundance and W

density as,
.      (2)

In the present calculations,  are ionization

equilibrium values at the given and . Figure

4 shows a comparison of the present calculations 

and experimental measurements. In the 

measurement, a polyethylene tube containing a 

tungsten wire (0.6 mm long and 0.15 mm diameter 

which reads about /pellet) was

injected in a LHD discharge. Line emission was 

observed at 44 lines of sight along the horizontal 

axis of a horizontally elongated poloidal cross 

section of the LHD. and profiles on the

poloidal cross section were also measured by 

Thomson scattering. The present model gives the 

vertical profiles of good agreements with the 

measured profile. The proton collision effect 

increases fractional population of the ground state, 

which results in an enhancement of the M1 line 

intensity by 40 - 50 %. 
Radial distribution of ions and W

density are deduced based on the measured vertical 

profile (Fig. 5). The initial ion density distribution 

has a maximum at m. The ionization

equilibrium abundance of becomes the

maximum at the local electron temperature (about 

1.0 keV). The peak position of the radial distribution 

moves toward the plasma center ( ) as the

temperature at the plasma center decreases with 

Fig. 4 Vertical distributions of M1 line
intensities at (a) t = 4.1, (b) 4.3, (c) 5.0 and (d) 5.6 
s. Tungsten pellet is injected at 4.0 s. Solid squares
indicate measurement and solid curves
calculations, respectively. Dashed lines are the
calculation neglecting proton collision effect.

Fig. 5 Radial profile of ion distribution
(upper) and W density (lower) deduced from 
vertical profiles of the M1 line intensity in Fig. 3. 
Peak temperatures at the plasma center are 2.0, 1.0, 
1.0, and 1.2 keV at 4.1, 4.3, 5.0 and 5.6 s, 
respectively.

20



time. The time variation of the ion distribution indicates that ion transport effects on charge state

distributions should be small in core plasmas. The W density in the core plasma is initially increased after 

the pellet injection (4.1 4.3 s) accompanying a temperature drop and a density rise. Since the temperature 

and density are stable in later times (5.0 5.6 s), the apparent decrease in the W density at the core plasma 

indicates diffusion of the tungsten ions after confinement in the plasma center.
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Abstract
A critical issue for EAST and future tokamak machines such as ITER and China Fusion Engineering Testing 

Reactor (CFETR) is the elimination of excessive heat load on the divertor target plates. As a means of actively 
reducing and controlling the power fluxes to the target plates, localized impurity (N, Ar) gas puffing from lower 
dome is investigated by using SOLPS5.0 on EAST with double null configuration. The radiative efficiency and 
distribution of the two gases are compared. The effect of N and Ar seeding on target power loading and the 
confinement is also presented. The simulation results indicate that both N and Ar puffing can effectively reduce 
the peak heat flux load and electron temperature Te at divertor targets similarly. N seeding can reach a higher 
radiative loss fraction (~85%) than Ar case (~75%), and N radiates power in divertor region mianly, while the 
radiative power inside separatrix for Ar seeding is also significant. Ar impurity puffing results in a faster decrease
of the power across the sepatratrix, it seems unfavourable for plasma performance with the heating power close to 
the L-H transition threshold power.

Keywords: EAST, radiative divertor, SOLPS, impurity seeding

1. Introduction
The mitigation of divertor heat flux is an active topic of inverstigation on present tokamaks. It’s also a 

critical issue for EAST to explore a long pulse and high heating power operation. This problem may become more 
crucial if carbon has to be avoided as a plasma facing material for ITER and China Fusion Engineering Testing 
Reactor (CFETR) due to high co-deposition of tritium [1]. One promising approach is seeding impurity gases with 
high radiative loss rate to enhance the radiation from both inside and outside the last closed flux surface (LCFS), 
to convert plasma thermal energy to radiation spread over a much larger surface area and eventually to reduce the 
target heat load. This technique has been investigated on a number of tokamaks in both L- and H-mode [2-5]. In 
order to optimize the choice and puffing rate of impurity seeded, detailed modeling and analysis is necessary to 
understand well the radiative distribution and their effect on heat load on divertor targets and core performance. 

In this paper, we use the SOLPS5.0 code package [6] for the simulations of scrape-off layer (SOL) and 
divertor plasma. SOLPS mainly consists of two coupled codes: B2.5 is a fluid code that solves Braginskii-like 
equations for the ions (D, C, He, N, Ar) and electrons. Eirene is a Monte-Carlo code that describes kinetic neutrals 
[7]. Both codes are coupled via source terms for particle, momentum and energy. As we known, the atomic 
physics model and database are significant in determining the plasma constituents and the interaction among them. 
Since ADAS (Atomic Data and Analysis Structure) database [8] is actively maintained and upgraded, the mainly 
atomic processes included in this work, for example, ionization, excitation, dissociation, charge exchange and 
elastic collisions are from ADAS database. The accuracy of the data is mostly considered to be about 10-20%.  

 Detailed modeling studies of divertor target power loading and radiative distribution in EAST, as well as the 
consequence for core confinement with N and Ar seeding are presented by using SOLPS5.0. In section 2 we 
briefly describe the EAST divertor geometry and computational mesh, as well as the modeling setups. The 
modeling results and discussions with N and Ar seeding are presented in section 3, followed by a summary in 
section 4.  

2. Simulation parameters
2.1. Geometry and computational grid

A grid is constructed for double null shot 41383 at 4.5 s shown as Fig. 1. Equilibrium is provided by 
equilibrium fitting (EFIT) code. The computational region includes the ‘core’ region (a small segment of the 
region with closed field lines, i.e., the area between  core edge interface (CEI) and separatrix), left SOL region and 
right SOL and the private flux regions (PFR), including upper and lower PFR. The grid has 98 poloidal including 
the guard cells at four targets and 36 radial cells including the guard cells at the core and SOL boundaries, with 
the separatrix being located between cell number 18 and 19. It stretches radially from about -3.8 cm to 3.7 cm on 
either side of the separatrix at the midplane.

2.2. Boundary conditions and modeling assumptions 
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In modeling, the multi-fluid species includes D0 neutrals, D+ main ions and C impurities with neutral C0 and
all charged state ions and additional N0-7+ in N seeding case and Ar0-18+ instead in Ar seeding plasma. Carbon is 
produced self-consistently from physical and chemical sputtering and has zero recycling at targets, PFR, and SOL 
boundaries. The physical sputtering rates for both ions and neutrals are taken from the TRIM database [9].
Constant chemical sputtering rate 2% is used for carbon production. The transport of hydrocarbons is not included 
in this paper and the sputtered material and the seeded impurities (N and Ar) are treated as atom. The power 
across the CEI enter into the computational region is set to PCEI =1.6 MW, 
which is calculated according to the energy balance by subtraction of ~20% 
radiation power (=0.4 MW) inside the CEI surface not accounted in this 
simulations from the total heating power. It is equally distributed between 
electrons and ions. The density of bulk ions D+ is set to 1.0×1019 m-3 at the 
outer midplane separatrix and maintained by a feedback loop through D2 gas 
puffing outside the SOL region (see Fig. 1). Normally, the anomalous cross-
field transport coefficients are determined by fitting the upstream density (ne)
and temperature (Te) profiles measured by RP (Reciprocating Probe) and 
edge TS (Thomson Scattering) system. However the upstream profiles for ne
and Te are not available for this discharge, so we choose a typical empirical 
value D  =0.3 m2s-1 and i=1.0 m2s-1 for particle and ion and electron 
heat diffusivities respectively is this paper. The parallel plasma transport is 
flux limited, and no drifts are included in this simulation. The radial decay 
length T for both electron and ion temperature and n are set to 0.03 m. The 
recycling coefficients for D0 and D+ are set to 1.0 at the PFR and outer SOL 
edges. At the divertor target plates, the standard sheath boundary condition 
is applied. According to the Bohm criterion, the flow will be at least the 
sonic speed at the sheath entrance. The sheath heat transmission coefficients 
for electrons and ions are set to 4.5 and 2.5, respectively.

3. Simulation results and discussions
3.1. The distribution of radiation power and its effect on divertor behavior

To detailed investigate the distribution and its effect on the heat flux 
load and temperature at divertor targets with N and Ar seeding, we have 
carried out an impurity puffing rate scan. The radiation power in edge including the SOL and divertor region
(Pedge,rad=PSOL,rad+Pdiv,rad), i.e., the whole area outside the separatrix and in core region which covers the entire area 
inside separatrix surface (Pcore,rad=0.4MW+ Pcore,SOLPS ), as well as the peak electron temperature at lower outer 
divertor as a function of radiation power loss fraction (frad) for N and Ar seeding are shown in Fig. 2(a) and 2(b) 

FIG 2. The radiation in edge (the whole area outside the separatrix) and in core region (including the radiation 
inside CEI surface), as well as the peak electron temperature at lower outer divertor against radiation power loss 
fraction for N seeding (a) and Ar seeding (b) are shown. The horizontal solid lines correspond to 2eV. 

respectively. The horizontal solid lines correspond to 2eV. We can find that N seeding can reach a higher radiative 
loss fraction frad ~85% (corresponding to N puffing rate N=8.0 1021 particles/s) than Ar seeding frad ~75% 
( with Ar puffing rate Ar=5.0 1021 particles/s), and N radiates power in divertor region mianly, while the 
radiative power inside separatrix for Ar seeded discharge is also significant. For N seeding, Pedge,rad increase as frad
increasing and reach the maximum value at frad ~75%, while Pcore,rad is almost flat until frad >75%. When frad >75%, 

FIG 1. The 2D physical mesh  
for modeling in this paper is
shown. The impurity gas (N
and Ar) are injected f m t h e
lower dome and D2 puffing for
controlling the electron
density at the outer midplane
separatrix. The boundaries are 
pointed out with arrows.

23



the radiation power move into separatrix and exceed the radiative loss in edge at frad ~80%.  For Ar seeded case,
both Pedge, rad and Pcore, rad increase, and it increases faster in edge region than in core region when frad <65%, and 
the radiation in core region dominates when at frad >70%. Fig. 2 also shows that both N and Ar puffing can 
effectively reduce the peak electron temperature Te and heat flux load (not shown in Fig. 2) at divertor targets 
similarly. The divertor get detachment (Te_peak ~2eV) when the impurity gas puffing reach at a relatively high 
level of frad. 

To make it clean, we plot the radiation power ratio of edge to core 
against frad with N and Ar seeding in Fig. 3. We can see that the ratio 
is totally higher for N seeding plasma than for Ar. It means that Pedge,
rad is higher for low-z N seeding than Ar. It also can be found that the 
ratio increases against frad and reach the maximum value, then drops
for both N and Ar seeding, the maximum value reaches at frad ~70% 
for N seeded and frad ~60% for Ar. The ratio increases faster in N 
seeding plasma than in Ar case. It indicates that when seeding with N,
the increased radiative power is mainly in edge region, while in Ar 
seeding case, power radiates in core region also significantly. 

3.2. The effect of impurity seeding on confinement 
Beside the mitigation of divertor heat load, another crucial

consideration for impurity seeding is to keep the compatibility with 
core performance. A strong positive correlation between normalized 
energy confinement factor H98 (which is an indicator of confinement) 
with the edge effective charge Zeff was found in [4, 10].  In Fig. 4, the 
effective charge at CEI (ZCEI) as a function of the total radiative 
power fraction frad is illustrated. As can be seen, Zeff at CEI is totally 
larger in N seeding than in Ar seeding at a fixed frad. We can deduce 
that N has a higher confinement than Ar from the relationship 
between H98 and Zeff [10]. More detailed experimental validation on it 
will be performed in future. The results also show that Zeff at CEI vary 
slightly with frad when frad <50%. It suggests that the divertor 
screening for impurities injected get weaker at a high level frad.  
The effect of different impurities seeding on the energy confinement
has been investigated on experiments [2, 11]. The results show that 
H98 is to a large degree independent of radiating impurity when the 
power across the separatrix entering into SOL (Psep) is larger than the 
threshold power of L-H mode transition (Pth). It means H98 depends strongly on the different between input power 
and the radiated power inside the LCFS. So we plot Psep with N and Ar seeding case against the radiated fraction
frad in Fig. 5. The horizontal solid line indicates the predicted L-H transition threshold power Pth (~1.55 MW) for 
this discharge by using the formula in [12], which is in proximity to Psep without any impurity seeding of this 
simulated discharge. It appears that Psep decreases faster with Ar seeding than N. It indicates that Ar is not a good 
radiator when the heating power is close to Pth, it may induces the degradation of H98. 

3.3. Discussions
In fact, all the differences between N and Ar seeded plasma are 

attributed to their different radiation characteristics. Fig 6 shows the 
radiative power loss rate Lz of some important elements in tokamak 
plasma as a function of temperature at a fixed ne (~1020m-3) 
calculated from the non-local thermodynamic equilibrium (NLTE) 
collisional radiative (CR) model by FLYCHK code [13].We can see 
that N radiation peak is at Te ~10-30eV, it’s a good divertor radiator 
for EAST. The first radiation peak of Ar is almost at the same Te with 
N, and there is another higher radiation peak at Te ~ 100-500eV. That 
suggests Ar is a good radiator for both divertor and core region
simultaneously, it may be suitable for ITER or DEMO to reduce the 
power enter into SOL region. We also can find that N has the similar 
Lz with C, it seems to be a C-like radiator. That would be the reason 
why N seeding can recover some or all the loss of H98 in metallic wall 

FIG 3. The radiative power ratio 
of edge to core is plotted as a function
of radiation power loss fraction with 
N and Ar seeding.

FIG 5. The radiative power ratio of 
edge to core is plotted as a function
of radiation power loss fraction with 
N and Ar seeding.

FIG 4. The effective charge at CEI 
against frad with N and Ar seeding.
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tokamaks to the level of C wall observed in ASDEX-U and JET [4, 14]. 

4. Conclusions
We have simulated an L-mode double null discharge with N

and Ar seeding from lower dome. The simulations indicate that
both N and Ar puffing can effectively reduce the peak heat flux 
load and electron temperature Te at divertor targets similarly.  N
seeding can reach a higher radiative loss fraction (~85%) than Ar 
case (~75%), and N radiates power in divertor region mianly, 
while the radiative power inside separatrix for Ar seeding is also 
significant. The maximum radiation power loss fraction frad
(=Prad,tot/Pin) ~85% in N seeding is higher than in Ar case with
frad ~75%. N radiates power in divertor region mianly, while the 
radiative power inside separatrix for Ar seeding is also 
significant. For both N and Ar seeding, the radiation ratio of 
edge to core region increases as the total radiation increasing,
and reach the max value and then the radiation region move into 
the separatrix. The divertor get detachment when the impurity 
gas puffing reach a high level for both N and Ar seeding. We also found that Zeff at CEI is totally larger in N
seeding than in Ar seeding at a fixed frad, and Ar impurity puffing results in a faster decrease of Psep than N. Those
indicate that Ar may be not a good radiator for confinement with the heating power close to the L-H transition
threshold. It seems N is well suited and even better than Ar for current discharge parameters. This may because
that the majority of radiative peak for N is at lower temperature which corresponds to divertor region. Further
studies of the compatibility and mechanism of high confinement with impurity seeding will be performed to
optimize the choice of radiators.
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Abstract

To study an isotope effect in dissociation processes of deuterated molecules from doubly excited states,

scattered electron-ion coincidence experiments were performed. The total generalized oscillator strength 

distribution (GOSD) and the ionic GOSDs of molecular deuterium (D2) under 200 eV incident electron 

energy at a scattering angle of 6 degree were determined and were compared with those of molecular 

hydrogen (H2). The total GOSD of D2 was similar to that of H2, and there is also little difference between 

both ionic GOSDs. However, the D+ formation by dissociative ionization was completely different from 

that of H+. The partial ionic GOSD of D+ was half of that of H+ in magnitude. Besides, it was found that the 

estimated ratios of the dissociative ionization to neutral dissociation have much difference. When doubly 

excited molecules were decayed by dissociation from the Q1
1

g
+(1) state, the ratio of the dissociative 

ionization to neutral dissociation in the case of H2 was 3:7, while that of D2 was 1:9. It seems that this is 

so-called isotope effect.

Keywords: electron scattering, doubly excited states, dissociative recombination, dissociative ionization, 

neutral dissociation, isotope effects, hydrogen, deuterium, generalized oscillator strength, cross sections 

1. Introduction

Dissociative recombination(DR) processes which are one of the important process in divertor plasma

originate from doubly excited states produced by electron capture with low energy electron-molecular ion 

collision. In general, doubly excited states are dissociated by either the neutral dissociation or the 

dissociative ionization. In these dissociation processes, it is expected that isotope effects are observed. 

Information on isotope effects is very important for predicting the performance of the future fusion reactor. 

Therefore, it is necessary to know how doubly excited molecules dissociate; i.e. branching ratios and 

cross sections. We chose molecular deuterium (D2) among deuterated molecules as the first step 

for the study of an isotope effect in dissociation processes.

The potential curves on the molecular hydrogen (H2) involving both the doubly excited states of Q1 and 

Q2 are shown in Fig.1. Their potential curves are the results calculated by Sharp [1] and Sánchez et al. [2] 

Within the Franck-Condon region, the doubly excited states lie above the first ionization threshold. The Q1

26



and Q2 doubly excited series of states converge to 

the first and second excited states of H2
+ and have 

the electronic u)(nl) and 

u)(nl), respectively. In the case of D2,

although its potential curves are the same as those 

of H2, the Franck-Condon region is slightly 

narrow (~16%). 

Most of the experimental studies on the 

doubly excited states of H2 have involved 

photo-impact experiments, there were few 

experimental studies performed by electron 

impact except for the Co-EELS experiments by 

Odagiri et al. [3]. 

In this study, the total generalized oscillator strength distribution (GOSD) and the ionic GOSDs of D2

were determined by the scattered electron-ion coincidence (SEICO) experiment, and were compared with 

our previous results of H2 [4], to investigate an isotope effect in dissociation processes of D2 from doubly 

excited states.

2. Experimental set-up and procedure

The electron-ion coincidence spectrometer used in this experiment [4,5]. Briefly, the spectrometer 

consisted of a pulsed electron gun, an electron energy analyzer, and two Willy–McLaren time-of-flight 

(TOF) mass spectrometers, as shown in Fig.2. One of the mass spectrometer was a long system with high 

(mass) resolution, while the 

other was a short system 

with high collection 

efficiency for fragmented 

ions. However, we used only 

the short TOF mass

spectrometer for this study.

The duration of the electron 

beam pulses was 100 ns, and 

the repetition rate was 200

kHz. After the scattered

Fig.1  Potential curves of H2 and H2
+ [1,2].

Fig.2 Schematic of the scattered electron-ion coincidence spectrometer 

collision region, the resulting ions were extracted to the TOF mass spectrometer using a pulsed electric 

field (pulse intensity: 100 V/cm ; pulse rate: 200 kHz; pulse width: 3. The extracted ions were then 

accelerated in a secondary region using a dc-electric field of 470 V/cm, and the ions travelled through a 

free drift region, before being detected using a microchannel plate (MCP) detector, where their mass was 

determined based on the flight time. Scattered electrons were analyzed with the electron-energy analyzer,
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and the excitation energy of target molecules were selected every collision event.

To determine the GOSDs, we used a mixed gas method [5, 6]. In the mixed gas method, helium (He) 

was used as a standard reference gas in a certain ratio and mixed with the target gas. An electron 

energy-loss spectrum of He showed a remarkable 21P peak that corresponded to the transition from (1s)2 to

(1s)(2p) at 21.2 eV under a few hundred eV electron impact and small scattering angle. The spectra 

observed by experiments involving H2 and D2 had no structures around that region and showed a 

continuum state, because their ionization energies were generally below 15 eV. Therefore, the 21P

excitation peak overlapped on the continuum state of the target atoms and molecules, in the He mixed gas 

spectrum. Because the differential cross section (DCS) is well known, we can use the excitation peak of He 

as a normalization standard to obtain the DCS of an excitation target of interest. A mixture of 51.6 % D2

and 48.4 % He was used.  

3. Results and Discussions

The total GOSDs of H2 and D2

determined for a 200 eV incident electron 

energy and a scattering angle of 6 degrees 

are shown in Fig.3(a). The magnitude of 

the momentum transfer, K2, for the given 

experimental conditions is shown in the 

upper horizontal axis. The large peak 

around 12eV was associated with 

excitations g) 1
u)

g) 1
u), corresponding to the 

B1 +
u and C1

u states, respectively. 

Although the GOSD of D2 g) 1

ionization threshold was slightly smaller 

than that of H2, the behavior against the 

electron energy-loss was almost similar. 

The partial ionic GOSDs of H2
+ and 

increased from the first ionization 

g) 1 at 15.4 eV, which has a 

maximum value at about 18 eV. After the 

energy-loss value exceeded the peak, both 

the ionic GOSD decreased gradually with 

further increase in the energy-loss values. 

There was little difference in their ionic 

GOSDs. However, the D+ formation by 

dissociative ionization was completely different from that of H+, as can be seen from Fig. (c). The partial
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ionic GOSD of D+ was half of the H+ one in magnitude. In particular, the GOSD of D+ was very small in 

the energy-loss region of 18 to 22e V. This mechanism is being considered at present.  

Figure 4 shows the ratios of of H+/H2
+ and 

D++/D2
+, respectively. Although the threshold 

energy of D+ formation is 18.16 eV, molecular ion 

formation is dominant and the D+ fragment were 

rarely observed in energy-loss region from 

threshold to about 25 eV. The GOSD of H+

formation from the Q1
1

g
+(1) state was about 8

10-4 eV-1, whole that of D+ was about 2 10-4 eV-1,

at around 28 eV. We estimated the ratio of the

dissociative ionization to neutral dissociation, from

these results and ionization efficiency. When

doubly excited molecules were decayed by

dissociation from the Q1
1 +(1) state, the ratio in

the case of H2 was 3:7, while that of D2 was 1:9.

4. Conclusions

The absolute GOSDs of D2, D2
+, and D+ were obtained by the scattered electron-ion coincidence 

measurements for 200 eV incident electron energy and a scattering angle of 6 degrees, and were compared 

with the case of H2. As a result, we found that an isotope effect appeared in dissociation processes on D2. In

particular, when doubly excited molecules were decayed by dissociation from the Q1
1 +(1) state, the 

neutral dissociation was more dominant than that of dissociative ionization in the D2 case.
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Abstract

The dipole ( , ) method, which is the inelastic x-ray scattering operated at a negligibly small

momentum transfer, is newly developed to determine the absolute optical oscillator strengths of the 

valence-shell excitations of atoms and molecules. This new method is free from the line saturation effect, 

and the Bethe-Born conversion factor of the dipole ( , ) method varies much more slowly with the 

excitation energy than that of the dipole (e, e) method. Thus the dipole ( , ) method provides a reliable 

approach to obtain the benchmark optical oscillator strengths of the valence-shell excitations for gaseous 

atoms and molecules, and it is demonstrated by the measurements of absolute optical oscillator strengths

for gaseous helium, argon, nitrogen and carbon monoxide.

Keywords: optical oscillator strength, photoabsorption cross section, dipole ( , ) method

1. Introduction

The absolute optical oscillator strength (OOS), or the equivalent quantity of photoabsorption cross 

section, of an atom or molecule represents the transition probability between initial and final states and is 

essential in describing and understanding the physical processes involving the photon absorption and 

emission, which widely exist in plasma, interstellar space, planetary atmosphere, and energy deposition. 

Meanwhile, the precise experimental OOSs can be used to test the theoretical models and calculational 

codes rigorously. 

Many experimental techniques, including the photoabsorption method [1], electron energy loss

spectroscopy (EELS) [2], dipole (e, e) method [3], lifetime method [4], self-absorption [5] and etc, have 

been used to measure the absolute OOSs of atoms and molecules. Among them, the photoabsorption 

method and the dipole (e, e) method are most commonly used. However, the photoabsorption method is 

influenced by the line saturation effect which can seriously limit the accuracies of the measured OOSs for 

the discrete excitations. Although the dipole (e, e) method is free from the line saturation effect, the rapid 

variation of its Bethe-Born conversion factor may bring considerable uncertainties. Therefore, developing 
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new general experimental technique and cross-checking the OOSs determined by different methods are 

valuable, and can promote the corresponding fields greatly.

Recently, the nonresonant inelastic x-ray scattering (IXS) technique, which is extensively used in 

condensed matter physics, was extended to measure the dynamic parameters in momentum space for 

gaseous atoms and molecules [6,7]. The very low cross section of the IXS was partly resolved by 

increasing the target’s density for gaseous atoms and molecules by utilizing the high penetrating power of

hard x-ray. When the IXS is operated at the negligible momentum transfer, i.e., q2 0 which is the so-called 

dipole approximation condition, it can be used to simulate the photoabsorption process as well as to 

measure the OOSs of atoms and molecules, and we call this method as dipole ( , ) method [8]. As a new 

experimental method to determine the OOSs of atoms and molecules, the dipole ( , ) method is realized by 

our group for the first time [8]. Then the OOSs of the valence discrete excitations of gaseous helium, argon, 

nitrogen and carbon monoxide were determined by this method [8-11].

2. Experimental method

The dipole ( , ) method was realized by using the Taiwan Beamline BL12XU at SPring-8. In brief, a 

Si (333) monochromator and a Si (555) spherical analyzer were applied to achieve a high energy resolution 

of about 70 meV. During the experiment, the analyzer energy of the scattered photon was fixed at about 

9900 eV, while the incident photon energy varied, from which the energy loss can be easily determined. 

The target and the helium samples were sealed in a gas cell with Kapton windows and put on the 

experimental platform for the measurement in turn, herein the helium sample was used for normalization. 

The pressures in the gas cell were maintained at about 1 MPa relying on the samples. In addition, the actual 

transmissivities of two sample gases were measured and all the spectra of helium and target were measured 

at room temperature. 

From the measured experimental spectra, the OOSs of the target were absolutized by referencing the 

OOS of the 21P of helium which has been investigated with a high accuracy both experimentally and 

theoretically. The details of the normalization procedure can be found in Refs. [8-11]. 

The experimental errors of the OOSs determined by dipole ( , ) method come from the contributions 

of the Bethe–Born conversion factors, the statistical counts, the transmissivity and the pressures of both 

target and helium, as well as the OOS of the 21P of helium. Among them the main contribution of the 

experimental errors is due to the statistical counts which depending on the definite transition. This 

statistical error can, in principle, be greatly reduced by accumulating the counts although it is hard to obtain 

a long beam time. The contributions from other sources is negligibly small [8-11]. To the best of our 

knowledge, the dipole ( , ) is free from any systematic error. 

3. Results and Discussions

Considering that helium is the simplest multi-electron system and its calculated OOSs of the 

valence-shell excitations have reached a very high accuracy we choose the helium to demonstrate the 

validity of the presently proposed dipole ( , ) method. The OOSs of the excitations of 1s2 1S0 1snp1P1

series (n= 3 7) of helium were measured by the dipole ( , ) method and shown in Fig. 1 along with the 
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previous experimental and 

theoretical OOSs. It is clear 

from Fig. 1 that most of the 

latest calculations give 

nearly identical results, and

the present OOSs 

determined by the dipole ( , 

) method agree excellently 

with these sophisticated 

calculations. Within the 

experimental errors, all of 

the present dipole ( , ) 

results are in excellent

agreement with those 

measured by the dipole (e, e) method and EELS method as well as the selfabsorption results. The present 

results provide a rigorous test of the theoretical methods and confirm the validity of the high resolution 

dipole ( , ) method.

After the demonstration of the 

validity of the dipole ( , ) method, it 

is used to measure the experimental 

benchmark OOSs of argon, nitrogen 

and carbon monoxide which have 

extensive applications in astrophysics 

[9-11]. As an example, the OOSs of 

the C(0) and E(0) transitions of carbon 

monoxide are shown in Fig. 2. 

Generally speaking, the OOSs 

determined by the dipole ( , ) method 

are in good agreement with the 

previous EELS and dipole (e,e) results,

while the photoabsorption method give lower values, especially for the strong discrete transitions, which is 

the typical line saturation behavior. 

The cross-check of the oscillator strengths measured by the present dipole ( , ) method, the dipole (e,e)

method, and the extrapolating method based on the EELS give us con dence that the dipole ( , ) OOSs can 

serve as benchmark data because the experimental techniques, experimental conditions, and normalization 

procedures used are distinctly different. For example, the target pressure in the present dipole ( , ) method 

are about 1 MPa, while it is about 0.01 Pa in the dipole (e,e) method and the EELS. We use the OOS of the

21P of helium to absolutize OOSs of the target, while the dipole (e,e) method uses the TRK sum rule to

normalize their data. The good agreement of the dipole ( , ) results and those of the dipole (e,e) and the 
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Fig. 1 The OOSs of the n1P1 (n= 3 7 from up to down) of helium 

measured by the present dipole ( , ) method along with the previous 

experimental and theoretical results [8].
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Fig. 2 The OOSs of C(0) and E(0) of carbon monoxide 

measured by the present dipole ( , ) method along with the 
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extrapolating methods excludes the possibility of any systematic error. Therefore, it is reasonable to think 

that the lower OOSs of the strong transitions determined by the photoabsorption method are in uenced by 

the line-saturation effect.

4. Summary and Conclusion

The dipole ( , ) method is proposed and realized based on the third generation synchrotron radiation, 

and its validity is demonstrated by the OOS measurement of helium. The benchmark OOSs of the 

valence-shell excitations of argon, nitrogen and carbon monoxide have been determined by the dipole ( , ) 

method. It is worth mentioning that every experimental technique has its own merits and demerits. 

Although for the strong transitions the photoabsorption method is in uenced by the line-saturation effect, it 

has the highest energy resolution to determine the oscillator strengths of the rotational states. Although the 

present dipole ( , ) method, the dipole (e,e) method, and the extrapolating method with the moderate 

energy resolution of tens of meV can only measure the OOSs of the vibronic states at the present stage, 

they are free from the line-saturation effect. The dipole (e, e) method has the advantage of a large cross 

section, which can achieve a good signal-to-noise ratio and a good statistical count, while the rapid 

variation of its Bethe-Born conversion factor may bring some uncertainties. The accurate Bethe-Born

conversion factor of the dipole ( , ) method can avoid this problem, and the only limitation of the dipole 

( ,  ) method is its low cross section, which results in the poor statistical counts for the weak transitions.

However, the dipole ( , ) method is free from any systematic error, to the best of our knowledge. Thus it is 

possible to achieve a higher precision for the oscillator strengths with the dramatic progress of the third 

generation synchrotron radiation and the free electron laser.
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Abstract

We present extreme ultraviolet spectra of highly charged Fe ions observed with a

compact electron beam ion trap as a function of monoenergetic electron beam energy.

For 3s3p - 3s3d lines in Fe XV, strong intensity enhancement at a specific electron energy

is confirmed. The enhancement is assigned as the resonant excitation via dielectronic

capture followed by autoionization. The resonance contribution to line intensity ratio,

which is important for the diagnostics of astrophysical plasmas, is discussed.

Keywords: EBIT, iron ions, EUV spectroscopy, resonant excitation

1.Introduction

Spectra of highly charged Fe ions in the extreme ultraviolet (EUV) range are impor-

tant for the spectroscopic diagnostics of astrophysical hot plasmas such as solar corona

[1]. In such diagnostics, plasma parameters, such as electron temperature and density,

are determined through the comparison between the observed spectra and theoretical

spectra calculated with a collisional radiative (CR) model. For accurate diagnostics, the

model spectra should thus be examined by laboratory benchmark spectra obtained with

a well-defined condition. We have been studying EUV spectra of highly charged Fe ions

with an electron beam ion trap (EBIT), which can realize well-defined plasma consisting

of a quasi-monoenergetic electron beam and trapped ions with a narrow charge state dis-

tribution [2, 3, 4]. In our previous study [3], the electron density dependence of the

intensity ratio was measured for several density-sensitive emission lines in Fe XIII, XIV,

and XV with a compact EBIT called CoBIT [5]. Although good quantitative agreement

was obtained between the experiment and our model calculation for Fe XIII and XIV, a

significant discrepancy was found for the intensity ratio between the 3s3p 3P2 - 3s3d 3D3

(233.9 Å) and 3s3p 1P1 - 3s3d
1D2 (243.8 Å) transitions in Fe XV. The discrepancy for this

line ratio has also been found so far from solar observations (for example, see Ref. [6]),
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and line blending has often been pointed out as the origin of the discrepancy [6, 7, 8].

However, the possibility of line blending has been ruled out by high resolution observation

in our previous study [4]. In this paper, we study the electron energy dependence of the

line ratio whereas the density dependence was the main subject of interest in the previous

studies. Resonant excitation contribution to the line ratio is also observed and discussed.

2. Experiment

Experiment was performed with a compact EBIT, called CoBIT [5]. Highly charged

Fe ions were produced by successive ionization of iron injected as a vapor of ferrosen

(Fe(C5H5)2 by a 500 eV electron beam. After a “cooking” time of 1600 ms, the electron

energy was swept between 400 and 500 eV for 10 ms (probing time), and kept at 500 eV

for 10 ms (keeping time) for preserving the charge distribution. After the probing and

keeping time was repeated 100 times, the ions were dumped and the cycle was started

again from the cooking time. The electron beam current was 10 mA throughout the

measurement.

The EUV emission from the trapped Fe ions was observed with a grazing incidence flat

field grating spectrometer [9] employing a 1200 gr/mm concave grating with 13450 mm

radius of curvature (Hitachi 001-0660). The diffracted EUV photon was detected by a

position sensitive detector (PSD) consisting of five micro channel plates and a resistive

anode (Quantar Technology Inc. model 3391). The front of the micro channel plate was

coated by CsI for enhancing the sensitivity. When a photon was detected, the position

on the PSD, pulse height, and the electron energy were recorded on PC in list mode.

3. Results and discussion

A result of about 80 hrs data acquisition is shown in Fig. 1. In this wavelength range,

lines from Fe XIII to XV were observed with a few lines from impurity ions. Fe XV lines

of present interest are 3s3p 3P2 - 3s3d 3D3 at 234 Å and 3s3p 1P1 - 3s3d 1D2 at 244 Å. As

seen in the figure, intensity enhancement was observed at an electron energy of 420 eV for

both the lines whereas no energy dependence was confirmed for almost all the other lines

in the present electron energy and wavelength ranges. This enhancement is considered to

be due to excitation realized by dielectronic capture followed by autoionization:

e + Fe14+ (3s2) → Fe13+ 2p−13s23p3d → Fe14+ 3s3d+ e. (1)

This is a resonant process that have a sharp dependence on electron energy. Except for
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the resonant energy at 420 eV, there can be found no strong energy dependence even for

the lines of interest.

Figure 1: EUV spectra of highly charged Fe ions observed with a compact EBIT as a
function of electron energy. The intensity is represented by color (blue to red). The
wavelength scale was calibrated with well-known Fe lines, and the electron energy was
calibrated with the theoretical resonance energy calculated with HULLAC [10]. The
spectrum integrated for whole electron energy range is shown in the upper panel.

It is noted that the electron energy scale was calibrated with the theoretical resonance

energy calculated with HULLAC [10]. The electron beam energy in an EBIT is primarily

determined by the potential difference between the electron gun and the middle electrode

of the ion trap. However, the actual interaction energy between the electron and the

trapped ions is affected by the space charge potential, which is generally difficult to know

experimentally. In the present study, the difference between the energy estimated from

the potential difference and the calibrated energy was about 15 eV, which may be due to

the space charge potential.

Figure 2 shows a closeup view for the lines of present interest at the electron energy

range where the resonance was observed. Spectra at on- and off-resonance energies are also

shown. The observed intensity ratio of 234 Å to 244 Å lines is 0.5 and 0.9 (preliminary)

at off- and on-resonance, respectively. As confirmed in this example, not only intensity

but also intensity ratio is strongly affected by the resonance. It is thus important to take

the resonance contribution into account for estimating the ratio by CR model calculation.

However, the resonance contribution cannot account for the discrepancy between the

experiment and the model found in the previous study [3]. The observation in the previous

study was done at the electron energy corresponding to the present cooking energy, which
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is well above the resonance. In the present study, it is confirmed that the line ratio for

the off-resonance region is 0.5 - 0.6 almost independently of electron energy for the 400 -

500 eV range and thus higher than the CR model ratio, which is 0.3 [3], obtained for the

typical electron density of CoBIT (1010 cm−3).

Figure 2: Similar to Fig. 1 but for the wavelength and energy ranges of present interest.
The yellow lines represent the on-resonance spectrum at 420 eV and the off resonance
spectrum at 412 eV.

The amount of intensity enhancement at the resonance should be proportional to the

resonant excitation cross section. Although it is rather difficult to obtain absolute cross

section, relative cross section can be deduced from the present observation. The analysis

for the cross section is in progress, and will be published elsewhere.
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Abstract

EAST tokamak has been equipped with upper tungsten divertor since 2014 to improve the 

divertor heat load capability. In order to study the tungsten behavior in long pulse discharges, 

tungsten spectra have been measured at 20-140Å with a newly installed extreme ultraviolet (EUV) 

spectrometer fulfilled a fast time response charge-coupled detector (CCD) of 5ms/frame. It is found 

that emission lines from highly ionized W ions of W40+ to W45+ can be easily observed with strong 

intensities in longer wavelength range of 120-140 Å when the central electron temperature exceeds 

2.5keV. In this work, the isolated line from W45+ (3d104s 2S1/2 – 3 d104p 2P1/2) at 126.998Å is used 

for the quantitative evaluation based on the absolute intensity measurement. The tungsten 

concentration is also evaluated from tungsten radiation power coefficient based on the total 

radiation loss measurement. The requirement of atomic data is described and results are compared 

between the two approaches.

Keywords: EAST tokamak, tungsten, EUV spectroscopy, ADAS database 

1. Introduction

ITER has adopted tungsten as the divertor material for the D-T operation. In order to improve the 

divertor heat load capability, the tungsten mono-block has been equipped on upper divertor of EAST 

tokamak at 2014 [1]. The tungsten accumulation has been often observed in NBI-heated H-mode 

discharges suggesting a sufficient improvement of tungsten ion confinement [2], which is one of the critical 

issues to achieve long pulse H-mode discharges. Then, a quantitative analysis on the tungsten behavior is 

urgently desired for maintaining high-performance plasmas in EAST.

In order to study the tungsten behavior in long pulse discharges, tungsten spectra have been measured 

at 20-140Å with a newly installed extreme ultraviolet (EUV) spectrometer fulfilled a fast time response 

CCD of 5ms/frame [3]. In 2014 and 2015 campaigns, the tungsten spectra, e.g. unresolved transition array 

(UTA) at 45-70 Å, were always observed with strong intensity during H-mode phase in NBI-heated 

discharges, whereas EAST was operated with lower single null (LSN) configuration. The density profile
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during H-mode phase is peaked due to an improved particle confinement, while the central electron 

temperature is relatively low, e.g., Te(0)<2.0keV. It was then difficult to observe highly ionized tungsten 

ions of W43+ -W45+.  In 2016 spring campaign, EAST has been operated with upper single null (USN) 

configuration to improve the divertor heat load capability. Additionally installed 4.6GHz LHW and ECRH 

heating systems contribute to increase the Te up to 4keV. Then, highly ionized tungsten ions of W40+ to 

W45+ can be easily measured with strong intensity. An isolated line from W45+ (3d104s 2S1/2 – 3 d104p 2P1/2) at 

126.998Å is used for the quantitative evaluation based on the absolute intensity measurement. The tungsten 

concentration is also evaluated from tungsten radiation power coefficient based on the total radiation loss

measurement.

2. Methods for evaluation of W concentration and required atomic data

2.1  Method 1: qualitative analysis based on line intensity measurement

Figure 1 shows a cross section of EAST tokamak and line of sight (LOS) of the EUV spectrometer.

The chord-integrated line intensity of W ions in ionization stage of q is written by equation (1). The W

concentration, cW, can be evaluated from equation (2). Here, the value of cW is defined as a ratio of the 

total number of tungsten particles to electrons. 

(1)

, (2)

where IWq+, nWq+, PECWq+, cW (r), fCw and FAWq+ are the chord-integrated line intensity from Wq+ , the 

density of Wq+, the photon emissivity coefficient of line from Wq+, the density profile of W, the normalized 

density profile of W and the fractional abundance of Wq+ under ionization equilibrium (see Figure 2),

respectively. In the analysis the PEC of W line and FA of W ions are utilized as the atomic data. In practice, 

the effective ionization and recombination coefficients from Atomic Data and Analysis Structure (ADAS) 

database are used in a set of rate equations to calculate the FA in EAST parameters including electron 

temperature and density and their profiles. An effect of the impurity transport is also considered. 

Meanwhile, the PEC is directly obtained from ADAS database (arf40_ic series) and compared with that 

from HULLAC as shown in Figure.3.

Fig. 1. EAST cross

section and LOS of

EUV spectrometer. 

Fig. 2. Example of calculated FA of W ions in

EAST plasmas. 

Fig. 3. PEC of W45+ at 126.998Å from 

ADAS and HULLAC databases. 
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2.2  Method 2: qualitative analysis based on total radiation loss measurement 

The cooling rate, LW, is calculated with equation (3). The radiation power loss from W ions can be then

evaluated from equation (4), in which Lw
q+ is the radiation power coefficient of Wq+ calculated from ADAS 

database. The LW calculated with Lw
q+ from average ion model [4] and ADAS database [5] are compared in 

Figure 4. The calculated Lw is then compared with experimentally obtained ones in Ref. [6].

(3)

(4)

When the cw is analyzed with this method for a target shot, another calibration shot with similar Te

profile to the target shot is required, and a sudden increase in the radiation power loss caused by the cw

increase in the calibration shot. Radiation power loss is experimentally measured by bolometer system [7].

For the calibration shot, the cooling rate calibrated from the power loss is calculated with equation (5). The 

Prad and IW-UTA/ne are shown in Figure 5. For the target shot, the radiation power loss caused by W can 

be described by equation (6). The cW can be then evaluated with equation (7).

(5).

(6)

(7)
              

3. Results

The time evolution of absolute intensity of several emission lines for shot #62946 is plotted in Figure 6.

In the analysis, the cW is evaluated at 3.8s during steady state H-mode phase. The Te and ne profiles are 

obtained experimentally as shown in Figure 7. The profiles of W transport coefficients are assumed as

shown in Figure 8. The calculated profiles of W ion density with the method in Sec. 2.1 are plotted in 

Fig. 5. Sudden increase in radiation 

power loss caused by W

Fig. 4. Comparison of LW calculated with Lw
q+

from average ion model and ADAS database.

Fig. 6. Time evolution of absolute intensity of emission lines from Li2+, C5+,

N6+, O6+, Fe22+, Cu25+, Mo31+ and W45+ at 134.99 Å, 33.73 Å, 24.78 Å, 21.6 Å,

132.85 Å, 111.186 Å, 127.868 Å and 126.998Å, respectively. The vertical

dashed line indicates t=3.8s.
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Figure . The comparison of evaluated cW with the two methods is shown in Table 1. It is found that during

the steady state H-mode phase in this shot, the cw is in the order of 10-5, and the cw evaluated with W 

cooling rate is 4 times higher than that evaluated with PEC.

4. Summary

Tungsten spectra have been measured in EAST discharges using newly installed EUV spectrometers.

The tungsten behavior has been studied with quantitative analysis. Methods for evaluation of cw based on 

the cooling rate of tungsten ions and the PEC at 126.998Å of W45+ ions are introduced with required atomic 

data.  It is found that the cw from W cooling rate is roughly 4 times bigger than that from PEC.  It 

suggests further detailed work is necessary for the quantitative evaluation of tungsten ion density. 

Acknowledgements

This work was supported by the National Magnetic Confinement Fusion Science Program of China 

(Grant Nos.2014GB124006, 2013GB105003,2015GB101000), National Natural Science Foundation of 

China (Grant Nos. 11575244, 11275231, 11305207), and was partly supported by the JSPS-NRF-NSFC A3 

Foresight Program in the field of Plasma Physics (NSFC: No. 11261140328, NRF : 

No. 2012K2A2A6000443) 

References

[1] B. N. Wan, et al., Nucl. Fusion 55 (2015)104015.

[2] L. Zhang, et al., submitted to Nucl. Mat. Energy.

[3] L. Zhang, et al., Rev. Sci. Instrum. 86 (2015)123509.

[4] D Post, et al., At. Data Nucl. Data Tables 20 (1977) 397.

[5] T Pütterich, et al., Nucl. Fusion 50 (2010) 025021.

[6] I Murakami et al., Nucl. Fusion 55 (2015) 093016.

[7] Y. M. Duan, et al., Plasma Sci. Technol. 13 (2011) 546.

Table 1. Results of evaluated cW

Fig. 7. Te and ne profiles. Fig. 8. Assumed profiles of W

transport coefficients.

Fig. 9. Calculated profiles of

density of W ions using PEC.

41



VUV spectroscopy for tungsten WIV-WVII line emissions in Large Helical Device 

T. Oishi1,2, S. Morita1,2, X. L. Huang1, H. M. Zhang2, Y. Liu2, M. Goto1,2

and the LHD Experiment Group1 

1National Institute for Fusion Science, National Institutes of Natural Sciences, Toki 509-5292, Gifu, Japan 
2Department of Fusion Science, Graduate University for Advanced Studies , Toki 509-5292, Gifu, Japan

Abstract 

Spectroscopy diagnostics is conducted to measure spectra of emissions released from tungsten ions 

in Large Helical Device (LHD) for steady state operations of current-free plasma discharges.  The 

tungsten ions are introduced in the LHD plasma by injecting a coaxial tungsten impurity pellet.  VUV 

spectroscopy using a high-resolution 3 m normal incidence spectrometer has been applied to measure 

VUV lines from tungsten ions at lower ionization stages.  Many tungsten lines of WIV-WVII are 

successfully observed just after the tungsten pellet injection as the first observation of line emissions 

from low-ionized tungsten ions in magnetically-confined fusion plasma experiments.  Five WVI lines 

at 605.93 Å (5d-6p), 639.68 Å (5d-6p), 677.72 Å (5d-6p), 1168.15 Å (6s-6p) and 1467.96 Å (6s-6p) 

have the highest intensity and are entirely isolated from other intrinsic impurity lines. 

Keywords: plasma spectroscopy, vacuum ultraviolet, magnetically confined fusion, impurity 

transport, tungsten ions in lower ionization stages 

1. Introduction

 Tungsten is regarded as a leading candidate material for the plasma facing components (PFCs) 

in ITER and future fusion reactors because of its high melting point, low sputtering yield, and low 

tritium retention.  One of major concerns on the tungsten PFC is that the tungsten ion causes a large 

radiation loss due to its large atomic number of Z = 74 when it is contaminated into plasmas. 

Considering transport processes of tungsten impurity in plasma confinement devices with tungsten PFCs, 

firstly neutral tungsten atoms are sputtered and released from the divertor plates.  A line emission from 

the tungsten neutrals has been measured using visible spectroscopies as an indicator of the sputtering 

yield.  On the other hand, tungsten ions at higher ionization stages are distributed in a core region 

of high-temperature plasmas. Th  emissinons in the wavelength range of extreme ultraviolet (EUV) and 

soft X-ray (SX) have been most intensively measured to evaluate core tungsten accumulation 

phenomena.  However, diagnostics for tungsten ions at lower ionization stages which are expected to be 

distributed in edge and divertor plasmas is quite insufficient even though it is necessary for accurate 

evaluation of tungsten influx and comprehensive understanding of the tungsten impurity transport in 

high temperature plasmas.  In this study, vacuum ultraviolet (VUV) spectra of emissions released 

from tungsten ions are measured in the Large Helical Device (LHD) for contribution to the 

tungsten transport study in edge plasmas of ITER and other tungsten-divertor fusion devices and for 

the expansion of experimental database of tungsten line emissions. 
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2. Tungsten pellet injection experiments in LHD

 Tungsten ions are distributed in the LHD plasma by injecting a pellet consisting of a small piece of 

tungsten metal wire enclosed by a carbon or polyethylene tube.  The length and diameter of a W wire can be 

selected in ranges of 0.5 ~ 1.0 mm and 0.02 ~ 0.2 mm, respectively.  Then a pellet is made up of 

approximately 1 × 1016 ~ 2 × 1018 W atoms and accelerated by pressurized He gas of 10 ~ 20 atm.  The 

pellet injection orbit is located on the midplane of the plasma having a 12° angle from the normal to the 

toroidal magnetic axis.  Figure 1(a) shows a typical waveform of the tungsten pellet injection experiment 

with hydrogen discharge with magnetic axis position, Rax, of 3.60 m at toroidal magnetic field of Bt, of 

2.75 T.  Here, the minus sign of Bt means inverse direction, i.e., counter-clockwise direction.  The 

plasma was initiated by the electron cyclotron heating, and further heated by the neutral hydrogen beams. 

At the timing of the tungsten pellet injection of 4.0 s, the total port-through power of the neutral beam 

injection (NBI) for heating, PNBI, is 12 MW and the central electron density, ne0, is 2 × 1013 cm-3.  After the 

pellet injection, the central electron temperature, Te0, and the plasma stored energy evaluated from the 

kinetic energy of electrons, Wpe, quickly decrease, while ne0 increases.  After Te0 reaches the minimum 

value around 0.2 keV, Te0 and Wpe start to recover due to continuous neutral beam heating.  We have found 

that plasmas can be survive after the tungsten pellet injection with high PNBI and low ne0 as shown in Fig. 1 

(a) (so-called “OK” shots).  However, depending on experimental conditions, plasmas collapse suddenly

just after the pellet injection (so-called “collapse” shots).  Figures 1 (b) and (c) shows waveforms of

“collapse” shots with high ne0 of 4 × 1013 cm-3 and low PNBI of 6 MW at the pellet injection, respectively.

In these cases, the neutral beam heating cannot afford to sustain plasmas with high power loss by ionization,

excitation, and radiation due to high electron density.

Figure 1.  Port-trough NBI power, PNBI, central electron temperature, Te0, central electron density, ne0, and 

electron kinetic energy, Wpe, in typical waveforms of W pellet injection experiments in LHD.  (a) “OK” 

shot in which plasmas can be survive after the tungsten pellet injection with high PNBI and low ne0.

Plasmas collapse just after the pellet injection due to (b) high ne0 and (c) low PNBI at the pellet injection, 

respectively, which are called “Collapse” shots. 
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As shown in Fig. 1, success in the tungsten pellet injection depends on both the NBI heating power and 

the electron density.  Figure 2 shows the results of the pellet injection as “OK” or “collapse” as a function 

of PNBI and the averaged electron density, ne.  We can select the number of atoms enclosed in a pellet, NW, 

by changing the size of the pellet.  In Fig. 2, open circle and closed circle means “OK” and “collapse” shot, 

respectively, and the size of circles corresponds NW.  Figure  (a) shows the result with Rax = 3.60 m. 

The pellet injection successes in the range of high PNBI and low ne while it fails in the range of low PNBI and 

high ne.  When nW is small, plasma can survive in low PNBI and high ne range.  We conducted the 

experiments with three kinds of Rax of 3.60 m, 3.75 m, and 3.90 m.  Large Rax value means that a position 

of the magnetic axis is shifted outward.  Figures 2 (b) and (c) shows the “OK” and “collapse” plot with 

Rax = 3.75 m and 3.90 m, respectively.  Parameter space for “OK” shot is limited to lower ne range in more 

outward-shifted configuration.  It means that robustness against tungsten injection depends on the 

magnetic configurations. 

3. VUV diagnostics for tungsten line emissions

A 3m normal incidence VUV spectrometer (McPherson model 2253) is installed on an outboard

midplane diagnostic port which is the same as the impurity pellet injector [1].  A back-illuminated CCD 

detector (Andor model DO435-BN: 1024 × 1024 pixels) is placed at the position of the exit slit of the 

spectrometer.  A high wavelength dispersion of 0.037 Å/pixel enables measurements of the Doppler 

profiles of the impurity lines in the working wavelength range of 300-3200 Å. The viewing angle covers 

entire vertical region of LHD plasma at a horizontally-elongated poloidal cross section.  In this study, the 

“full-binning” measurement was employed for detailed observations of spectra of line emissions in which 

time resolution is 50 ms and all 1024 vertical pixels are replaced by single channel.  We conducted VUV 

measurements by scanning the wavelength shot by shot between the wavelength ranges of 495-1475 Å. 

Figure 3 shows examples of tungsten spectra measured in the time frame just after the tungsten pellet 

injection in hydrogen discharge in LHD.  Observed tungsten lines are indicated by solid arrows in this 

figure.  Among many tungsten lines of WIV - WVII observed in this experiment, it was found that WVI 

Figure 2.  Results of the pellet injection as “OK” or “collapse” as a function of PNBI and the averaged 

electron density, ne, with Rax = (a) 3.60 m, (b) 3.75 m, (c) 3.90 m.  The size of circles corresponds the 

number of atoms in a pellet, NW.  Open and closed circle means “OK” and “collapse” shot, respectively. 
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lines emitted with the brightest intensities.  We successfully observed five bright WVI lines at 605.93 Å 

(5d-6p), 639.68 Å (5d-6p), 677.72 Å (5d-6p), 1168.15 Å (6s-6p) and 1467.96 Å which were entirely 

isolated from other intrinsic impurity lines [2].  In addition, WV lines were observed in a wide wavelength 

range of 715-1370 Å. 

4. Summary

VUV spectroscopy using a high-resolution 3 m normal incidence spectrometer has been applied to

measure VUV lines from tungsten 

ions at lower ionization stages in 

LHD.  We successfully observed 

several bright WVI lines.  The result 

strongly suggests that those lines will 

be useful for the spectroscopic study 

in ITER and other tungsten-divertor 

devices. 
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Abstract

We present direct observation of the M1 transition between the fine structure split-

ting in the 4f 135s25p6 2F ground state of W VIII. The observed wavelength 574.44±0.05

nm (air) (preliminary), which corresponds to the fine structure splitting of 17403±2 cm−1

(preliminary), shows reasonable agreement with the previously reported value 17410 ± 5

cm−1 obtained indirectly through the analysis of EUV spectra [Ryabtsev et al., Atoms 3

(2015) 273].

Keywords: EBIT, tungsten ions, visible spectroscopy, plasma diagnostics

1.Introduction

Tungsten will be used as a plasma-facing material in ITER, and thus is considered

to be the main impurity ions in the ITER plasma [1]. In order to suppress the radiation

loss due to the emission of the impurity tungsten ions, it is important to understand

the influx and the charge evolution of tungsten ions in the plasma through spectroscopic

diagnostics. There is thus a strong demand for spectroscopic data of tungsten ions. In

particular, it has been recently pointed out that the diagnostics and control of the edge

plasma are extremely important for steady state operation of high-temperature plasmas.

Thus the atomic data of relatively low charged tungsten ions are growing significance in

the ITER plasma diagnostics [2].

Recently, Ryabtsev and co-workers [3, 4, 5] observed EUV spectra of W VIII excited

in vacuum spark and made detail analysis of the spectra with the aid of a line identifica-

tion program [6, 7]. Through their efforts, it has been confirmed that the ground state

configuration of W VIII is 4f 135s25p6, which had been uncertain in the previous experi-

mental [8] and theoretical [9, 10] studies due to the competition with 4f 145s25p5. They

also determined the fine structure splitting in the ground state (2F5/2 and 2F7/2) to be

17410± 5 cm−1.

We have been using an electron beam ion trap (EBIT) to observe previously unreported

lines of tungsten ions [11, 12]. An EBIT produces highly charged ions through successive

ionization of trapped ions by a quasi-monoenergetic electron beam. It is thus possible to

produce selected charge state ions by tuning the electron beam energy, and thus to obtain

simple spectra which are useful to identify previously unreported lines. In this paper, we
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present observation of the M1 transition between fine structure splitting in the ground

state 4f 135s25p6 2F of W VIII.

2. Experiment

The experimental setup and the method of the present measurements were essentially

the same as those used in our previous studies [13, 12]. Multiply charged tungsten ions

were produced with a compact electron beam ion trap (called CoBIT) at the University

of Electro-Communications in Tokyo. The detailed description on the device is given

in the previous paper [14]. In the present study, tungsten was introduced into the trap

through a gas injector as a vapor of W(CO)6. Visible emission was observed with a

commercial Czerny-Turner type of visible spectrometer. A biconvex lens was used to focus

the emission on the entrance slit of the spectrometer. The diffracted light was detected

with a liquid-nitrogen-cooled back-illuminated CCD. The wavelength was calibrated using

emission lines from several standard lamps placed outside CoBIT. The uncertainty of the

wavelength calibration was estimated to be 0.05 nm (preliminary) including systematics.

Emission in the EUV range was also observed to help the identification of visible lines. A

grazing-incidence flat-field spectrometer [15] consisting of a 1200 g/mm concave grating

and a Peltier-cooled back-illuminated CCD was used.

3. Results and discussion

Figure 1 shows the visible and EUV spectra obtained simultaneously at electron energies

of 90, 100, 115, and 130 eV. In the previous study with the Livermore EBIT, the EUV

spectra of tungsten ions were observed with wavelength and electron energy ranges similar

to the present study, and the several transitions of W VII and VIII were identified [2].

Our spectra shown in Fig. 1 are generally consistent with their spectra; thus, through the

comparison with their spectra the lines of W VII and VIII can be identified as shown in

the figure. Based on the energy dependence, a cluster of lines near 19nm can be assigned

to W IX although there were not identified in the previous Livermore spectra.

In the visible spectra, the line observed at 574 nm shows the same electron energy

dependence as the W VIII lines in the EUV spectra. Thus it can be assigned to the

transition between the fine structure splitting of the 2F ground state in W VIII. The

wavelength is consistent with the energy interval 17410 cm−1 previously obtained from

the high resolution EUV spectra of vacuum spark [3]. The visible spectra shown in Fig. 1

were observed with a low dispersion grating (300 g/mm brazed at 500 nm) to cover a
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Figure 1: Spectra of tungsten ions in (a) the EUV range and (b) the visible range,
obtained simultaneously at electron energies of 90 (black), 100 (red), 115 (blue), and 130
eV (magenta).

wide visible wavelength range (350 to 620 nm). We have confirmed that in the observed

wavelength range, the line at 574 nm is the only prominent line that can be assigned

to W VIII. It is reasonable considering the energy level of W VIII. According to the

calculation by Ryabtsev et al. (See Fig. 2 of Ref. [3]), the two configurations 4f 145p5

and 4f 135p6 compete for the ground state, and the other configurations have excitation

energies of larger than 300,000 cm−1, which would make transitions in the EUV range.

The two lowest configurations both have a doublet structure (2P1/2,3/2 for 4f 145p5 and
2F5/2,7/2 for 4f 135p6), but the energy splitting for 4f 145p5 2P is too large to be observed

in the visible range, so that the transition between the doublet levels of 4f 135p6 2F is

considered to be the only transition that fall in the visible range. It may also be possible

to have more visible transitions if we can observe transitions between high excited levels.

However, there is less chance to observe such transitions in the low density EBIT plasma.

In order to obtain the transition wavelength, we have observed the visible spectrum

with a higher resolution using a 1200 g/mm grating brazed at 400 nm. The experimental

wavelength obtained from the higher resolution observation is 574.44±0.05 nm (air) (pre-

liminary), which corresponds to a fine structure splitting of 17403±2 cm−1 (preliminary).

Our present value shows reasonable agreement with the previous experimental value by

Ryabtsev et al. [3]. It is noted that the Ryabtsev value was obtained through the analysis

of the EUV spectrum containing a lot of transitions arising from highly excited states to
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the ground configurations. On the other hand, the present experiment is the first direct

observation of the transition between the fine structure splitting. The present result has

confirmed the reliability of the analysis done by Ryabtsev et al.
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Abstract
The extreme ultra violet (EUV) optical transitions of lanthanide highly charged ions have

been observed in LHD plasmas as one of the NIFS collaborative research projects. The structure
of unresolved transition array (UTA) from the inter sub-shell transitions in N -shell open ions
has been investigated theoretically to facilitate their comparison to the data. Atomic structures
and optical transition rates have been calculated by using GRASP92 and RATIP including the
interactions between the configurations 4p54dw+1 and 4p64dw−14f in the excited states with
w = 2 to 9.
Keywords: MCDF, EUV, lanthanide ions, UTA

1 Introduction
The spectral data and the knowledge on the dynamics of extreme ultraviolet (EUV) optical

emissions from highly charged heavy ions are of recently growing needs in a variety of fields
such as the development of shorter wavelength light sources for semiconductor lithography [1],
the development of microscopes using shorter wavelength light sources [2], or the exploration of
tools for the diagnostics of nuclear fusion plasmas [3] in magnetic confinement as well as inertial
confinement fusion reactors.

Generally speaking, the valence shells of highly charged atomic ions are mostly of partially
filled open shells regardless if they are in the ground or excited states. In the case of N , open
sub-shells, dd − pf type configuration interaction is significant. In N sub-shells, the binding
energies of single electron orbitals are larger in the order of 4s, 4p, 4d, 4f . If we replace a 4d
electron by a 4p electron with oposite parity and larger binding energy and another 4d electron
by a 4f electron with oposite parity and smaller binding energy at the same time in a 4d2

configuration, we may have a 4p4f configuration that has the same total symmetry with small
difference of total binding energy in unperturbed orbital energy basis. We may expect that
the interactions between these two configurations are substantially strong to modify the states,
which may cause the drastic change of the spectral feature in the EUV region for highly charged
heavy atomic ions.

Extensive studies of EUV emissions from lanthanide ions have been performed in laser pro-
duced plasmas [4–6], in vacuum spark discharges [4, 7], and in tokamak [8–11]. Recently sys-
tematic studies on EUV spectra from highly charged heavy ions have been carried out in the
Large Helical Device (LHD) plasmas at National Institute for Fusion Science (NIFS) by our
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group [3, 12–17]. And, further on, charge-separated spectroscopy measurements for Gd and Dy
ions have recently been carried out in electron beam ion traps (EBIT) [18–20].

The wavelengths of the 4d − 4f transitions are reported to be, for example, 7.9 nm for Nd
(Z = 60), 7.0 nm for Eu (Z = 63) , and 6.8 nm for Gd (Z = 64) [21]. The 4d − 4f transitions
of Tb (Z = 65) at 6.5 nm has been investigated theoretically by Sasaki et al [22]. To study the
EUV light emissions from highly charged heavy ions in connection to their atomic structures,
it is quite effective to investigate in thin plasma conditions. We have proposed the use of
the LHD plasmas for the spectral measurement of lanthanide elements. We have presently
covered almost the whole range of the atomic number in lanthanide atoms, say, for atoms
with Z = 58, 60, 62, 64, 65, 66, 67, 68, 69, 70, 71, and 72 [3, 23]. The present accumulation of the
spectral data is now enabling our investigation on the Z-dependence of the spectral features
in lanthanide elements. We are continuing the spectral analysis using the available data. We
have made elaborate atomic structure calculations based on a Multi-Configuration Dirac-Fock
(MCDF) approximation to compare the results with the experimental data.

We describe the theory and the method of numerical procedure in the next section. In section
3, we describe and discuss the representative results of the present calculation. And finally, in
section 4, we give concluding remarks.

2 Theory and numerical procedure
We carry out the Multi-Configuration Dirac-Fock (MCDF) calculations of electronic state

structures of the ions with wide range of charge states q+ for heavy atomic ions Aq+; in those
ions the N -shells are mostly partially filled in their ground states and this causes the complexity
of the electronic structures. We take the following Dirac-Coulomb Hamiltonian HDC to perform
the MCDF procedure; that is

HDC =
∑

i

hi +
∑

i>j

1

rij
, (1)

where, hi is the Dirac Hamiltonian of a single electron atomic ion for the i’th electron, and rij is
the distance between the electrons i and j. We use the atomic units e = m = h̄ = 1 throughout
the paper unless otherwise specified. In MCDF calculations, we optimize the individual single
electron atomic orbitals in ASF, Ψ, which consists of the linear combination of CSF’s, Φα,
numerically by means of the self-consistent field (SCF) iterative procedure, where α is the set of
quantum numbers to specify the configuration. The Breit interaction and the QED corrections
are included as perturbation using the results of MCDF calculation. The ASF Ψ is represented
by

Ψ =
∑

α

cαΦα, (2)

where, cα is the expansion coefficient, which reflects the interactions between the CSF’s, and
can be called the mixing coefficient due to the configuration interactions (CI). Both the mixing
coefficients cα and the single electron orbitals are optimized simultaneously in the MCDF pro-
cedure. We may find the optimum shape of the single electron atomic orbitals that fits to the
multi-configuration state under consideration. We can avoid the excessive expansion of ASF in
terms of many CSF’s which contain the variety of single electron orbitals; this feature gives us
the chance to implement the realistic physical characteristics to the individual single electron
orbitals.
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We employed the General purpose Relativistic Atomic Structure Program 92 (GRASP92) [24]
for the electronic structure, and the Relativistic Atomic Transition and Ionization Properties
(RATIP) code [25, 26] for transition wavelengths and strengths. We have made the MCDF
calculations for all the lanthanide atomic species for ions with the number of electrons from 27
to 59. In the present calculations, we included all the CSF’s with one electron excitations to the
sub-shell orbitals in the N -shell from the N -shell orbitals in the ground states. For instance, to

calculate Gd26+1s22s22p63s23p63d104s24p64d2 = [Ni]4s24p64d2, we considered all the possible
one electron excitations from 4s24p64d2 to 4d and 4f orbitals. We calculate wavelengths and
the strengths of electric dipole (E1) transitions for all the possible combinations of the ASF’s

that are obtained by the MCDF procedure. In the case of Gd26+ ions, for instance, we calculate
the transitions to the ground states 4s24p64d2−4s24p64d4f , and 4s24p64d2−4s24p54d3, as well
as between the excited states 4s24p64d4f − 4s24p54d24f , 4s24p54d3 − 4s4p64d3, 4s24p54d24f −
4s4p64d24f , 4s24p54d24f − 4s24p54d3, and 4s4p64d24f − 4s4p64d3. Although we can consider
the orbital relaxations in RATIP, we adopt the common basis orbital sets in both the states
before and after the optical transitions. The accuracy requirement is not as high as to urge us
to adopt such a sophisticated method. And further on, by using the common basis orbitals, we
can avoid the risk to face at large errors in the energy offset that come from the core electrons.

3 Numerical results and discussion
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Figure 1: (color on line) Synthesized EUV photoemission spectra of Lanthanide atomic ions

for the region of 4p− 4d,4d− 4f UTA. The distribution of weighted Einstein coefficients ( gA-
factors ) for transitions between N sub-shell states of Ce (Z = 58) to Lu (Z = 71) for ions with

a configuration [Ni]4s24p64dw(w = 2 ∼ 8) in the ground state. Holizontal axis: Wavelength of

the emitted photons in units of Å. Vertical axis: Sums of the weighted Einstein coefficients in
units of 1/s. The sums of all the calculated gA-factors have been convoluted by the Lorentzian

function of full width at half maximum (FWHM) 0.10 Å and the triangular function of FWHM
0.10 Å. The dotted line under the curves indicate the wavelengths of the spectral peak position.

Fig.1 shows the distribution of weighted Einstein coefficients, i.e., gA-factors, for transitions
between N sub-shell states of cerium (Ce, Z = 58) through lutetium (Lu, Z = 71) for
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ions with a configuration [Ni]4s24p64dw in the ground state, where, w runs from 2 to 8. The
sums of all the calculated gA-factors have been convoluted by the Lorentzian function of full
width at half maximum (FWHM) 0.10 Å and the triangular function of FWHM 0.10 Å to
synthesize the actual UTA emission spectra in plasmas or other media. Although the kinetic
population analyses are desirable to compare the theoretical atomic structure calculations to
the experimental spectra, the simple sum of gA-factors is still comparable if the plasmas are
thin enough. We can see, in Fig.1, that the UTA spectral peaks are enough narrow compared
to the term splittings of the excited states; the spread of the gA-factor distribution has been
suppressed due to the interference between the 4p−4d and 4d−4f simultaneous transitions. The
dotted line under the curves in Fig.1 indicate the wavelengths of the spectral peak position. We
find that the wavelength that gives spectral peak position shifts towards the shorter wavelength
region. Ohashi et al [27] has recently pointed out that the peak position obeys the Moseley type
formula. We secondly give the numerical results of Yb (Z = 70) ions. In Fig.2, we illustrate
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Figure 2: (color on line) Ionic charge dependence of the distribution of gA-factors in Yb ions.
Vertical bars: the weighted Einstein coefficients for 4d − 4f and 4p − 4d transitions for
individual ionic charges from Yb25+ with 4d9 to Yb33+ with 4d1. Horizontal axis: wavelength
of emitted photons in units of Å. Vertical axis: weighted Einstein coefficients in units of 1/s.

ionic charge dependence of the distribution of gA-factors by bar diagrams for each Ybq+ ion with
q = 25 to 33. On the right hand side of each spectral entry, the charge state q+ is indicated
and the corresponding occupation number of 4d electrons is given on the left hand side. The
spectral profiles clearly shows doubly peaked nature especially near to the ions with half filled
4d sub-shells such as 4d5 or 4d6. The distance between the double peaks is about 10 Å and
it stays almost constant for all the ionic charge states. The spectral profile shifts towards the
shorter wavelength region by about 3 Å from q = 33 to 25. Then we may expect that the
doubly peaked spectral nature will not be smeared out by their superposition over the different
charge states. It would also be noteworthy that the spectral features at longer wavelength side
are prominent at lower charge states whereas the shorter wavelength side are rather predominant
at higher charge states. We will be suggested from this feature, that the 4d − 4f and 4p − 4d
UTA spectrum may show up a shift of the appearance of the spectral peak position depending
on the temperature of the source plasmas.

53



4 Conclusion
The accurate theoretical calculations of the atomic structures and dynamics that include the

relativistic effects and the electron correlation effects provide us with a good base for precision
analysis of highly charged atomic ions in plasmas or other media. To investigate the EUV optical
emissions of lanthanide highly charged ions in the region of intra N shell UTA spectrum, we
have carried out the MCDF calculations using the smallest possible numbers of atomic orbitals,
which allow us to discuss the effect of electron correlations in the UTA spectrum on the basis
of the characteristics of the single electron atomic orbitals. The detailed comparisons of the
present numerical calculations to the existing experimental data are seriously desired, which
will be issued in our forthcoming papers.
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Abstract

 We have performed the ion beam collision experiments using multiply charged tantalum ions and 

observed EUV (extremely ultra-violet) emission spectra in collision of ions with molecular targets, namely 

N2 and O2. The broad UTAs (un-resolved transition arrays) from multiply charged Ta ions and the sharp 

emission lines from multiply charged fragment atomic ions are observed for the first time. The mechanism 

of the multiply charged fragment atoms are discussed.

Keywords: tantalum, EUV, charge exchange, UTA, ion-molecule collision, molecular dissociation

1. Introduction

Tungsten will be used as a component of plasma-facing devices in the International Thermonuclear 

Experimental Reactor (ITER). For the plasma diagnostic with the spectroscopic method and the 

understanding of impurity transport in the plasma, spectroscopic data of multiply charged tungsten is 

necessary indeed. However, as the review articles on the available data for tungsten emission lines has 

pointed out, the spectroscopic data for W IX – W XXVII ions are quite poor [1-3]. Therefore, a number of 

both experimental and theoretical studies for spectroscopic properties of highly charged tungsten ions have

been reported in this decade. For example, extremely ultra-violet (EUV) emission spectra from W VIII – W 

XXVIII ions in the 20 nm region have been observed in the Large Helical Device (LHD) at the National 

Institute for Fusion Science (NIFS) following pellet injection into the plasma [4].  

Charge exchange spectroscopy (CXS) is a powerful method used to observe emission lines of highly 

charged ions and to measure charge transfer cross sections in collisions of highly charged ions with neutral 

atoms/molecules. We had performed this type of spectroscopy on multiply charged Xe and Sn ions to 

provide the atomic data for the next-generation of semiconductor lithography [5, 6]. Through the series of 

experiments and theoretical analysis, we are convinced that the CXS is useful to observe not only the 

resonance transitions, which are the transitions from the excited states to the ground state, but also optical 

transitions between excited states.

In this work, we report new emission spectral date in charge exchange spectroscopy in collisions of 

multiply charged Ta ions with neutral gases. As tungsten has five isotopes of the mass numbers from 180 to 

186, it is not suitable for the ion beam experiment with charge state separation after an analyzing by a 

dipole magnet. On the other hand, tantalum has Ta-181 with the natural abundance of 99.988%, then almost 

single isotope should be considered for tantalum. Because the atomic number of tungsten is 74 and that of 
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tantalum is 73, we can regard that the electronic structure and transitions are extremely similar between two 

of them. Therefore, we have decided to use Ta ions instead of W ions in our experiments.

2. Experiments

We had inserted a Ta sheet into a plasma chamber of a 14.25 GHz electron cyclotron resonance ion

source (ECRIS) where an oxygen plasma of about 106 K had been confined by a magnetic field. Produced 

multiply charged Ta ions in the plasma were extracted with an electric potential of 15 kV, and the 

charge-state of ions was selected by using a double-focusing dipole magnet. The ion beam with single

charge state was introduced into a collision cell filled with a target gas, and photon emissions from the 

collision cell in an EUV region were observed at the magic angle. A typical ion beam intensity was 1-10 nA 

at the most down-stream of the beam line, and a gas pressure in the cell was kept around 2x10-2 Pa. EUV 

emission spectra were measured by a compact grazing-incident spectrometer equipped with a gold-plated 

cylindrical mirror for light condensing and a variable-line-spacing (ca. 1200 lines/mm) grating. A CCD 

camera with a Peltier cooling system was installed in the spectrometer to observe emissions in the 

wavelength region of 5-30 nm. Because of the extremely weak intensity of EUV emissions, exposure times 

were 120 min.  

Fig. 1. EUV emission spectra observed in collisions of multiply Ta ions with N2 target.
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3. Results and Discussion

Fig. 1 shows typical EUV emission spectra observed in collisions of multiply charged Ta ions with N2

gas target in the wavelength from 10 to 27 nm. We can see very broad unresolved transition arrays around 

17-18 nm. As the single electron capture is generally dominant in collisions of multiply charged ions with

neutral targets, the charge state of emitting ions might be one smaller than that of the incident ions. The

peak positions of the UTAs depend on the charge states, and the wavelengths are shorter for higher charge

states. This tendency is quite familiar for the UTAs of highly charged ions. The electronic configuration of

the ground state Taq+ ion is [Kr]4d104f27-q for q = 16-26. Therefore, the UTA might correspond to the 4f - 5d

and/or 4f - 5g transitions. To make the identification definite, we need theoretical calculations with atomic

structure code.

Fig. 2. EUV emission spectra observed in collisions of multiply Ta ions with O2 target.

Not only the broad UTAs but also sharp emission lines have been observed in these spectra. The 

wavelengths of these lines are 20.9 and 24.7 nm are independent on the charge states of the incident ions. 

Therefore, these might be due to the emissions from the targets. EUV emission spectra in collisions of Ta 

ions with O2 target have been shown in Fig. 2. As can be seen in these spectra, UTAs are quite similar for 

the cases of N2 target. But, the sharp lines at 17.3 and 19.3 nm are completely different transitions from 

those observed in collisions with N2. After the comparisons with the atomic spectra database, these line

emissions can be regarded as N V 2s-3p (20.9 nm), N IV 2s2-2s3p (24.7 nm), O VI 2p-3d (17.3 nm), and O 

V 2s2p-2s3d (19.3 nm) transitions. Production of highly charged fragment ions by ion collisions have been 

reported [7-9]. In these previous works, they have measured kinetic energy release (KER) spectra for each 

fragmentation channel. However, as far as I know, this is the first time of the observation of EUV photo 

emissions from fragment atoms in collisions of multiply charged ions with molecular targets. Usually, in 

slow collisions of highly charged ions, multiply electron capture has extremely small cross sections. 
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Therefore, we must consider the possibility of an inner-shell ionization, because the cross sections of the 

inner-shell electron capture are also negligibly small. On the other hand, in the experiments of the 

inner-shell ionization of N2 molecules by the synchrotron radiation facility, they observed only lower 

charge states of fragment atomic ions [10]. Therefore, we consider that the multiply charged atomic 

fragment ions might be produced in an inner-shell ionization and outer-shell capture by close collisions of 

highly charged ions.

4. Conclusion

We observed UTAs of highly charges Ta ions. However, at present, the identification of each transition 

have not been performed yet. We will identify the transitions corresponding to observed emission of 

transitions in the EUV region of multiply charged tantalum ions after the comparison with theoretical 

calculations as the same as Sn and Xe ions. And we believe such data is useful to understanding of the 

transitions of tungsten ions for the fusion plasma research.
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Abstract

We report the current status of our two ongoing projects using high-energy electron projectile. One is 

development of an experimental technique that is called time-resolved electron momentum spectroscopy 

(TR-EMS) and aims to take a series of snapshots of molecular orbitals, in momentum space, changing 

rapidly during a chemical reaction. The other is development of an experimental technique that is called 

time-resolved atomic momentum spectroscopy (TR-AMS) and aims to measure in real time how and how 

much change of atomic motions in a transient species are brought about by the preceding change of 

electron motion. It is discussed that a joint use of TR-EMS and TR-AMS would be a completely new, 

momentum space approach to studying ultrafast chemical reaction dynamics.

Keywords: electron momentum spectroscopy, atomic momentum spectroscopy, chemical reaction dynamics,

ultrafast pump and probe technique, high-energy electron collision

1. Introduction

One of the goals in the field of chemical reaction dynamics is to watch reaction in real time. Indeed 

there have been a number of proposals and even some excellent experiments that seek to observe real time 

chemical reactions. For instance, the time resolved electron/X-ray diffraction technique [1, 2] has made it 

possible to visualize the structural dynamics during chemical reaction. The experiments can now show the 

decisive moments in the life of molecules, that is, the breaking and formation of chemical bonds between 

atoms. Nevertheless, there still remains the challenge to explore why the atoms are dancing in such a way. 

Since chemical reactions are driven by the change of electron motion, one may desire to have a pair of new 

experimental techniques. Namely, one is a technique that takes a series of snapshots of molecular orbitals 

changing rapidly during chemical reaction. The other is its complementary technique to measure in real 

time how and how much change of atomic motions in transient species are brought about by the preceding 

change of electron motion. These new techniques could be developed by advancing electron momentum 

spectroscopy and atomic momentum spectroscopy respectively, as discussed in the following sections.

2. Time-resolved electron momentum spectroscopy

 Time-resolved electron momentum spectroscopy (TR-EMS), an advanced form of EMS, employs 

ultrashort laser and electron pulses in a pump-probe scheme. Basically, EMS is a sort of (e, 2e)

spectroscopy and involves coincident detection of the two outgoing electrons produced by impact 

ionization of a continuous beam of electrons having 1 keV or higher energy at large momentum transfer, so 

that it enables one to look at individual molecular orbitals in momentum space [3, 4]. 
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The experimental set-up of TR-EMS [5] is schematically shown in Fig. 1. Briefly, the 800 nm output 

from the 5-kHz femtosecond laser is split into a pump path and an electron-generation path. 90% of the 

output is used to yield the pump laser pulse, which excites the molecule in the target gas beam to initiate a 

photo-induced unimolecular chemical reaction, after the 5-kHz repetition rate being halved by an optical 

chopper. On the other hand, 10% of the output is frequency tripled to produce electron pulses via the 

photoelectric effect. The photocathode is made of a silver film that is negatively biased to accelerate the 

electron pulses up to 1.2 keV. The resulting electron pulses of 1 ps temporal width are then used to induce 

EMS scattering. The EMS events are detected by an EMS spectrometer for which an exceptionally large 

spherical analyzer is employed.

The first TR-EMS experiment has been reported in 2015 [6], for the outermost, 3s Rydberg orbital of 

deuterated acetone molecule in its second excited singlet, S2 (n, 3s) state with a lifetime of 13.5 ps [7]. 

Although the data quality was low, this work has been recognized as the first to demonstrate that EMS 

experiments on short-lived transient species are feasible, opening the door to time-resolved orbital imaging

in momentum space [8, 9]. The second TR-EMS experiment has recently been conducted for the toluene 

molecule in its S1 ( , *) state. Since the lifetime of the toluene S1 state is 86 ns [10] and is much longer 

than the current experimental time resolution of ±35 ps, a TR-EMS experiment without any contributions 

of the following intramolecular relaxation processes [11] has been made while the whole valence electronic 

structure being covered. Although statistics of the experimental data leave much to be desired again, this 

work has shown through comparisons with molecular calculations that TR-EMS has an inherent capability 

to observe spatial distributions, in momentum space, of not only the outermost orbital but also all other, 

more tightly bound orbitals of a molecular excited state [12].  

Fig.1 A schematic representation of a time-resolved electron momentum spectroscopy apparatus. 

Abbreviations are: PSD for position sensitive detector, Ej and pj (j = 0, 1 and 2) for the kinetic 

energies and momenta of the incident, inelastically-scattered and ejected electrons, respectively. 
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3. Time-resolved atomic momentum spectroscopy

Measurements of atomic motions in a molecule can be made by using electron-induced atomic 

momentum spectroscopy (AMS). It is the complete electron analog for better-known neutron Compton 

scattering, as has beautifully been developed and demonstrated by Maarten Vos and his colleagues [13]. 

Here, the measurement of the energy distribution of keV electrons backscattered elastically from molecules 

reveals one or more peaks. These peaks are at nonzero energy loss and have an intrinsic width. The usual 

interpretation of these measurements is attractively simple. It assumes a billiard-like collision takes place 

between the electron and a specific atom in the molecule and the scattering atom behaves as a free particle. 

The peak position is then related to the mass of the scattering atom, and its width is a Compton profile of 

the momentum distribution of this atom in the molecule. 

In order to attempt a real-time measurement of atomic motions in chemical reactions, however, higher 

instrumental sensitivity would be desired. We have therefore developed a multi-channel AMS apparatus

[14]. Briefly, a continuous incident electron beam of 2-keV collides with a gaseous target from a gas nozzle. 

Outgoing electrons making a scattering angle of 135° are dispersed by a spherical analyzer and detected by 

one large-area position-sensitive detector.

We have conducted an experiment on the CF4 molecule by using the developed AMS apparatus, and 

compared with the results in literature [15]. It has been found that although our energy resolution is a little 

bit poor compared to the existing AMS apparatus, the signal count rate, normalized in terms of energy 

resolution, incident electron beam current and data accumulation time, has been improved by a factor of 

2000 or more [14]. This value may be considered large enough to go towards time-resolved AMS 

(TR-AMS) measurements in a pump-probe scheme.

Fig.2 A schematic representation of a highly-sensitive atomic momentum spectroscopy apparatus.
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4. Summary

 The TR-EMS experiments on the acetone and toluene excited molecules have represented the first 

time that measurements of electron momentum densities for short-lived molecular excited states are 

feasible, opening the door to time-resolved orbital imaging in momentum space or filming a molecular 

orbital movie that makes it possible to directly access the driving force behind chemical reaction. In 

addition, we have successfully developed a multichannel AMS spectrometer. The instrumental sensitivity 

achieved may be considered high enough to extend the use of this technique for time-resolved 

measurements of atomic motions in a decaying system. We believe a joint use of TR-EMS and TR-AMS 

would provide a completely new, momentum-space approach to studying chemical reaction dynamics. 
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Abstract

We have reproduced the solar wind charge exchange collision of hydrogen-like O7+ ions with He gas 

at collision energies of 42 keV in the laboratory. According to the classical over barrier model, the 

dominant electron capture level in the collision of O7+ with He is the principal quantum number n = 4. The 

populations of 1s2s and 1s2p states become large due to cascades from the higher excited states, so the 

main emission lines following the charge exchange are short-lived allowed transition of 1s2 1S0 - 1s2p 1P1

and long-lived forbidden transition of 1s2 1S0 - 1s2s 3S1. By using a Kingdon ion trap, we succeeded in 

observing of the forbidden transitions from the helium-like O6+ ions produced by single electron capture. 

The measured X-ray spectrum had a peak at 560 eV which correspond to the forbidden emission of 1s2 1S0

- 1s2s 3S1 in O6+ ion.

Keywords: solar wind charge exchange, forbidden transitions, soft X-ray, ECR ion source, Kingdon trap 

1. Introduction

In 1994, the soft X-ray emission whose intensity varied in cycles of several days was observed by an 

observatory satellite, ROSAT (ROntgen SATellit, an X-ray observatory launched in 1990)  [1]. This 

emission came from where there was no particular hot object, so it remained mysterious. In 1996, the soft 

X-ray emission from Comet Hyakutake was observed by also the ROSAT [2]. It was also mysterious and

surprising that the comet which composed mainly of ice and dust emitted the soft X-ray. Following this

observation, soft X-ray emissions were observed from various comets and it was suggested that these

emissions were caused by charge exchange reactions between highly charged ions included in the solar

wind and cometary neutrals [3]. Now it has been recognized that a part of soft X-ray background emissions

stems from the charge exchange collision of the solar wind ions with the neutrals in the heliosphere, and

this phenomenon is called Solar Wind Charge eXchange (SWCX).

According to the observation by the Suzaku satellite, it proved that the forbidden transitions (1s2 1S0 - 

1s2s 3S1) in metastable O6+ ions produced by the charge exchange were main emissions in the SWCX [4, 5].

The absolute values of emission cross sections are needed for astrophysics in order to analyze the X-ray

spectra, but the forbidden lines following the charge exchange reactions with the energy of tens of keV 

have not been observed yet in the beam-based experiments due to the long lifetimes of the excited states. In 

our laboratory, we have observed the soft X-ray emissions in the SWCX process for the electric dipole 

allowed transitions with very short lifetime [6, 7]. In this time, we succeeded in the laboratory observation 

64



of the long-lived forbidden transitions by trapping of metastable O6+ ions after the SWCX reaction of 

O7+(1s) 6+(1snl) + He.

2. Experimental setup

The highly charged Oq+ ions were produced with a 14.25 GHz electron cyclotron resonance ion source 

(ECRIS) with the introduction of O2 gas into a plasma chamber [8]. They were extracted by an electric 

potential of 6 kV and then only hydrogen-like O7+ ions were selected with a 110° double focusing dipole 

magnet. After the charge-state separation, the ion beam profile was optimized with adjustable x-y slits, an 

einzel lens, and an electric quadrupole lens. With a switching magnet, the ions were provided to a 

spectroscopy beam-line and fed into a collision gas cell. The target He gas was introduced into a collision 

cell and the absolute He pressure in the collision cell was kept approximately 5.3×10-3 Pa, which was 

measured with a capacitance manometer. Two pairs of electrostatic lenses were mounted in the collision 

cell in order to prevent the ion beam from diffusing. By applying high voltage to the collision cell, we can 

achieve the solar wind ion speed (0.2 - 4.2 keV/u). A trap chamber was located behind the collision 

chamber. We installed a microchannel plate (MCP) and a silicon drift detector (SDD) in order to detect the 

trapped ions and the soft X-ray emission from the trapped metastable ions, respectively. Our SDD was a 

window-less type, so we didn't need to take the transmission into account. The DC O7+ ion beam current of 

about 5 nA was obtained from the ECRIS, which was measured with a faraday cup located at the most 

downstream of the beam-line.

The details of the Kingdon ion trap and the experimental technique used in the ion trapping 

measurements have been previously described [9], so only brief description is given in this paper. The 

Kingdon ion trap consists of a central wire electrode, a cylinder electrode, and two end-cap electrodes. Ions 

are trapped in a logarithmic and a harmonic potentials produced by the electrodes. The cylinder electrode 

has four apertures for ion passing and soft X-ray observation. For reducing the disturbance of the electric 

field, the apertures were covered with a gold coating tungsten mesh.

A timing sequence of the ion trapping experiment is shown in figure 1. The ion beam was 

injected into the Kingdon ion trap when the wire electrode was biased to higher potential than the other 

electrodes. Then the wire potential was rapidly switched to lower potential than others by a high voltage 

push-pull switching unit. At the same time, the ion beam was turned off with a deflector to avoid colliding 

with the trapped ions. The timing of the switching of the wire potential and the beam-off was a start for a 

storage time of the ions, and while trapping the ions the soft X-ray from the metastable ions was observed 

with the SDD. Just after the start of the trapping measurement, the ions trapped in unstable trajectories lost 

quickly and collided with the electrodes. This collision caused the background emissions with the broad 

energy range in the forbidden line measurements, so the detection of soft X-ray started with a delay to 

reduce the background. After a pre-determined storage time, the trapped ions were ejected by raising the 

wire potential. A fraction of the ejected ions was detected with the MCP.
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Fig.1 A timing sequence of the ion trapping experiment and the forbidden emission observation. The 

observation time of the soft X-ray in one cycle was set to 2 ms, and the net accumulation time was 1.92 

hours. 

3. Soft X-ray spectra of He-like oxygen

The forbidden line spectra in collisions of O7+ ions with He gas at collision energy of 42 keV is shown in

figure 2(a). The peak at 560 eV corresponds to 1s2 1S0 - 1s2s 3S1 transitions of O6+ ions. High energy ta and

a part of low energy ta  are background signals caused by collisions of the trapped ions with the trap 

electrodes. The other part of low energy ta is due to background signals caused by the soft X-ray detector.

As the low energy ta  is the sum of the two kinds of background signals, the spectrum has an asymmetric

structure. 

The resonance line spectra in collisions of O7+ with H2 gas at the same collision energies as the 

forbidden line measurements is shown in figure 2(b). During the resonance line measurement, the H2 gas 

pressure in the trap chamber was kept 3.0×10-2 Pa, and DC O7+ ion beam was injected. We didn’t operate

the ion trap in this measurement, so only short-lived allowed emissions following the charge exchange 

were observed. This spectrum consists of a dominant peak and two small peaks. They correspond to three

transitions of 1s2 - 1s2p (574 eV), 1s2 - 1s3p (666 eV), and 1s2 - 1s4p (698 eV), and it can be distinguished 

by deconvolution using Gaussian functions with a full-width at half-maximum of 73 eV for each transition.

The transitions of 1s2 - 1s2p might include not only the resonance line (1s2 - 1s2p 1P1, 574 eV) but also the 

inter-combination line (1s2 - 1s2p 3P1, 569 eV), but the contribution of the inter-combination line can be 

neglected because of the long lifetime of s. As well as the forbidden line observations, the low energy ta is

due to the background signal derived from collisions of the ions with the wire electrode. Figure 2(c)

shows the comparison of the forbidden and the resonance line spectra. As the counting rate of the 

resonance emission was much greater than that of the forbidden transitions, the spectra are normalized with 

their peak intensities obtained by Gaussian fittings. We can find significant and reasonable difference 

between two peak positions.

According to the classical over barrier model [10] and the two-center atomic orbital close coupling 

method [11], the dominant electron capture level in collisions of O7+ with He is the principal quantum 

number n = 4. By the cascade from the upper states to the lower states, the populations of 1s2s and 1s2p 
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states become large, and then the main emission lines following the charge exchange are the transitions of 

1s2 - 1s2s/1s2p. 

Fig.2 Soft X-ray emission spectra of (a) Forbidden transition, (b) Resonance transitions and (c) both for 

comparison. In the (c) spectra, their intensities are normalized.
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by proton impact on polycrystalline tungsten surface 

Hiroyuki. A. Sakaue1, Daiji Kato1,2, Izumi Murakami1,2, Shouta Mineta3, 
Kenji Motohashi4 and Yasuhiro Sakai3 

1National Institute for Fusion Science, National Institutes of Natural Sciences, 

322-6 Oroshi-cho, Toki 509-5292, Japan
2Department of Fusion Science, SOKENDAI (The Graduate University for Advanced Studies), 

322-6 Oroshi-cho, Toki, Gifu 509-5292, Japan
3Department of Physics, Toho University, 2-2-1 Miyama, Funabashi, Chiba 274-8510, Japan 

4Department of Biomedical Engineering, Faculty of Science and Engineering, Toyo University, 

2100 Kujirai, Kawagoe, Saitama 350-8585, Japan 

Abstract 

     We observed H  line from the reflected hydrogen atoms when the protons were irradiated to the 

polycrystalline tungsten surface at 35keV. The spatial intensity distribution and polarization degree of H  

line from reflected H* were observed. From these experimental results, it was shown that H  line is aligned 

to the reflected direction of hydrogen atom. 

Keywords: H , tungsten, polarization 

1. Introduction

     Tungsten is planned to use as material for the divertor plates in ITER because of the high sputtering 

threshold energy for light ion bombardment, the highest melting point among all the elements, and less 

tritium retention compared with carbon-based materials [1-3]. Divertor plates in a fusion device are 

exposed to high intensity heat fluxes of energetic particles. Many experiments indicate that tungsten retains 

tritium and deuterium due to their bombardment of hydrogen isotope plasma. The resultant retentions of the 

isotopes raise to the safety and economic problems, and should be minimizes for future fusion reactor 

operations. Thus, many efforts are being made to predict hydrogen isotopes retention in various forms of 

tungsten under the actual fusion reactor condition. The retention, reflection, recycling, sputtering of 

hydrogen isotope atom in tungsten surface attracts extensive attention from the viewpoint of estimating the 

inventory of tritium atoms in a nuclear fusion device. We paid attention to the reflection processes of the 

hydrogen atoms by the proton irradiation to the tungsten surface, and then we measured spatial intensity 

distribution of the H  line from reflected hydrogen and the degree of polarization distribution. 
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2. Experimental apparatus

  The experiment was performed in a beam line connected with a medium-current ion implanter 

(ULVAC IM-200MH-FB) at the National Institute for Fusion Science (NIFS), as shown in figure 1. 

Details of the ion source and beam line are described elsewhere [4]; hence, they will be only briefly 

explained here. The H+ ion beam, accelerated to 35 keV, was introduced into a vacuum chamber after 

mass/charge separation. The ion beam transmitted through a 5-mm-diameter aperture hole entered 

normally on a polycrystalline tungsten surface, supported by a linear-motion manipulator. A bias voltage 

of ~100 V was applied to the disk, with the aperture hole used to retard secondary electrons emitted from 

the tungsten surface. The pressure of the vacuum chamber was maintained at ~1 10 6 Pa without 

introducing the ion beam, whereas it reached ~3 10 5 Pa under ion-beam irradiation of the tungsten 

surface. The ion beam entered perpendicular onto the tungsten surface. The polarizer was installed 

between quartz window and H  band-pass filter. After passing through a quartz window, H  band-pass 

filter and condenser lens, the H  image from the reflected H* atoms was projected on the 

two-dimensional (2D) charge coupled device (CCD).  

Fig.1. Experimental apparatus 

3. Result and discussion

  We measured the spatial distribution of H  line intensity from reflected H* atoms under irradiation of 

H+ ion-beam (35keV). Figure 2 shows the two-dimensional spatial H  line intensity distributions. The 

polycrystalline tungsten surface is located at Z = 650 (pixel). Reflected hydrogen atoms which emit H  

are strongly reflected in the direction of 180 degrees with respect to the incident protons.  
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Fig.2. The spatial intensity distribution of H  radiation from reflected H* atoms. 

Using the analysis of decay curve, we estimated the mean vertical velocity component in direction normal 

to the surface. The intensity decay follows the well-known relation, 

Where Iok is the intensity from a particular transition k at the surface (z =0), v is the vertical velocity 

component normal to the surface, k is the lifetime of the excited state. Figure 3 shows the decay curve of 

H  line intensity. From this decay curve, the mean vertical velocity was estimated at 775.4km/s 

(3.14keV). 

Fig.3. The decay curve of H  line intensity. 
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     Next, we measured the polarization degrees of H  line from reflected H* atoms. The polarization 

with respect to surface is expressed as,  

,

where  and  are H  line intensities polarized along the surface and perpendicular to the surface, 

respectively. In fig.4, we show the polarization degrees of H  line at Z=644, with emission lines intensities 

 and . The degree of polarization of H  line from the hydrogen atom, which is reflected in the 

direction perpendicular to the tungsten surface, becomes negative. And, as for the H  line from reflected 

H* atoms which have a parallel velocity component to the tungsten surface, the degree of polarization 

becomes positive value. In other word, this experimental result shows that the H  lines are aligned to the 

reflected direction of H* atoms. 

Fig.4. The polarization degrees P and intensity of H  radiation from reflected H* atoms at z=644 (pixels). 
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Abstract 

We present a comparative study on the hydrodynamic behavior of plasmas generated by material 

ablation by the irradiation of nanosecond extreme ultraviolet (EUV or XUV) or infrared laser pulses on solid 

samples. It was clarified that the difference in the photon energy deposition and following material heating 

mechanism between these two lights result in the difference in the plasma parameters and plasma expansion 

characteristics. Silicon plate was ablated by either focused intense EUV pulse ( =9–25 nm, 10 ns) or laser 

pulse ( =1064 nm, 10 ns), both with an intensity of ~ 109 W/cm2. Both the angular distributions and energy 

spectra of the expanding ions revealed that the photo-ionized plasma generated by the EUV light differs 

significantly from that produced by the laser. The laser-generated plasma undergoes spherical expansion, 

whereas the EUV-generated plasma undergoes planar expansion in a comparatively narrow angular range. It 

is presumed that the EUV radiation is transmitted through the expanding plasma and directly photo-ionizes 

the samples in the solid phase, consequently forming a high-density and high-pressure plasma. Due to a steep 

pressure gradient along the direction of the target normal, the EUV plasma expands straightforward resulting 

in the narrower angular distribution observed. 

Keywords: laser plasma source, EUV, ablation 

1. Introduction

 Recent progress on extreme ultraviolet (EUV) light sources enables us to utilize shorter wavelength of 

few to few tens of nanometer for micro machining of materials [1]. Since EUV photon energy exceeds 100 eV 

and corresponding photon energy is beyond the solid density, the ablation behavior, due to difference in energy 

deposition mechanism, is quite different from that of laser ablation in such a way that EUV light penetrates 

through ablation plasma and directly heats material of original density by photo-ionizing the inner orbit 

electrons. Although differences in ablation characteristics in EUV and laser ablation are reported [2], many 

aspects in the physics of EUV energy deposition and transportation remain unclear.  

Material ablation by infrared (IR), visible, or ultraviolet (UV) lasers has been widely used for several 

industrial applications such as surface machining, pulsed laser deposition (PLD), and material analysis. 

Furthermore, the mechanisms and characteristics of ablation have been investigated. For example, Russo et al. 

extensively studied influences of wavelength on material ablation used for inductively coupled plasma mass 

spectrometry [3]. The process of material heating with a conventional long wavelength (UV to IR) laser can 
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be explained as follows: First, a shallow material surface is partially ionized due to Ohmic heating via energetic 

electrons accelerated by a laser field or multi-photon absorption processes. The laser field then further 

accelerates these free electrons (inverse bremsstrahlung absorption), and the acquired kinetic energy is 

transferred to other electrons and ions via Coulomb collisions. The absorption is followed by energy relaxation 

to orbital electrons, thermal diffusion, and energy transfer to the lattice as a result of electron phonon coupling. 

Due to heating of the material, the surface plasma expands toward the low-pressure side, forming an ablation 

plasma. Because the critical density for a Nd:YAG laser ( =1064 nm) is 9.9x1020 cm3 (well below that of solid 

material), the laser absorption region also expands away from the surface of the material. Therefore, material 

ablation from the solid region is maintained by thermal conduction from the absorption region to the ablation 

front. However, the mechanisms of material ablation are expected to be completely different in the case of 

EUV. The atoms or molecules are photoionized by the EUV radiation. The photo-ionized electrons or 

subsequently generated Auger electrons then transfer their energy to neighboring electrons (free or bound 

electrons). During expansion of the ablation plasma, although the EUV light is partially absorbed by the bound 

electrons of the expanding ions, most of the EUV radiation is transmitted to the high-density region due to the 

critical density for EUV wavelength region that exceeds the solid density. In order to validate these steps in 

the described ablation mechanisms, the ablation behavior of both laser- and EUV heated matter was 

investigated. The goals of this study are: (1) to improve understanding of the EUV ablation mechanism, and 

(2) to characterize EUV ablation by comparing it to laser ablation.

2. Experiments and analysis

An intense laser produced plasma EUV source at ILE Osaka University was used in the experiments

(see Fig. 1). EUV emission from a solid xenon target ranging 11-20 nm was focused onto the sample material 

with an intensity of ~5 x 109 W/cm2. A Nd:YAG laser was used for laser ablation experiments [4].  

A charge collector array with four charge collectors was used to measure the angular distribution of ion 

number and energy spectra. The species of expanding particles were measured by the Thomson parabola 

mass and charge analyzer. The experimental results showed noticeable difference between EUV and laser 

ablation in the angular distribution, energy spectra, and abundance of ionization stages [5]. The spectrum 

Fig. 1  EUV irradiation system. EUV light from the Xe plasma generated with Nd:YAG laser is focused 

on a sample with an elliptically toroidal mirror [4].  
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for EUV ablation followed exponential decay curve having high kinetic energy component, and that for 

laser ablation showed convex spectrum having drastic cut off near 100 eV. The angular distribution of 

expanding ions from EUV ablation plasma shows narrower distribution than that from laser ablation plasma. 

The time-of-flight (TOF) spectrum of the ions in the expanding plasma was measured by a charge collector 

array consisting of four charge collectors located 210 mm away from the ablation spot at angles  of 0, 15, 

30, and 45 degrees from the sample surface normal. The time evolution of the ion current flowing into each 

charge collector (i.e., the TOF spectrum) was measured and converted into an energy distribution dN/dE . 

The expanding ions were also measured separately by a Thomson parabola mass-charge ion analyzer. It was 

confirmed that singly charged ions were the dominant ionic species present for both the Si and Al samples 

regardless of EUV or laser ablations. Angular- and energy-resolved measurements of the expanding ions 

were performed for both EUV and laser ablation. As shown in Fig. 2, the angular distribution of the Si ions 

produced by EUV ablation is narrower than that of ions produced by laser ablation. The angular distributions 

were well fitted with a cosn  distribution. The multipliers n are n=1.5 for laser ablation and n=2.7 for EUV 

ablation. The results clearly show forward directed expansion in EUV ablation. The dN /dE energy spectra 

(N is the ion number density per unit energy, and E is ion kinetic energy) at the target normal angle for the 

Si sample are shown in Fig. 3. These spectra were compared with an isothermal expansion model [6] given 

as  where  represents the geometry of expansion;  =1 corresponds to one-

dimensional (1D) planar expansion, =2 to 1D cylindrical expansion, and =3 to 1D spherical expansion. In 

the equation above,  expresses the geometrical influence on the plasma cooling rate, while 0 is the 

characteristic energy that determines ion expansion property. In the case of EUV ablation, the energy 

spectrum is described well by a planar or cylinder expansion, while for laser ablation at 1064 nm it is more 

closely described by a spherical expansion. 

Fig. 2. A normalized angular distributions of expanding Si ions for EUV and laser plasmas. A narrower 

distribution is seen for the case of extreme ultraviolet (EUV) ablation [5]. 
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The results were also compared and discussed using ablation parameters simulated by STAR 1D code 

[7]. The ablation process is considered to take place in three steps; material heating by the photon-matter 

interaction, plasma formation associated with plasma heating, and plasma cooling via expansion. In the case 

of EUV ablation, the radiation passes through a low density expanding plasma; therefore, the EUV energy is 

transferred primarily to the high-density plasma or solid material, resulting in more ion formation. Due to the 

steep pressure gradient, the disc-shaped plasma expands along the target normal into vacuum resulting in 

straightforward expansion. Furthermore, because the EUV plasma expansion is one dimensional, the plasma 

cooling is slow, and the kinetic energy tends to be high. However, in the case of laser ablation, the “outer” 

low-density region of the plasma is heated due to inverse Bremsstrahlung absorption along the pathway of 

the incident laser, and the plasma expands spherically along the radial direction. 
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Fig. 3. Energy spectra of expanding Si ions for (a) EUV and (b) laser ablations at the target normal [5]. 

They are compared with theoretical predictions [6]. 
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As interest has increased in the interaction
between plasma and materials, the role of mod-
eling and simulation of low temperature plasmas
has become important in understanding the ef-
fects of charged particles and radicals in plasma
applications. Also, in fusion plasma and in fusion
plasma diagnostics, plasma-material interaction
(PMI) processes determine the erosion rate and
lifetime of plasma-facing materials. Therefore
there is a continuing need for better understand-
ing and improved data for atomic, molecular and
plasma-material interaction processes and prop-
erties in fusion devices and plasma processing,
especially in semiconductor manufacturing.

In fusion plasma community, the principal
constituents of fusion plasma are ions of H (H,
D, T) and He and electrons. The most basic
data needs are those for a plasma of H and He,
inculding data for the transition to neutral gas.
Then come data needs for impurities and their
collision processes with (H, He, e−) and finally we
may need data for some collision processes among
impurities. Thus, a number of different and in-
creasingly sophisticated databases are available
or are bing developed. For ITER and to ensure
data consistency in the analysis of the experi-
mental results, it is desirable to move towards
production of validated and internationally rec-
ommended standard database that combines the
best features of the available databases.

In early development of plasma reactors in
low temperature plasma, processing has been
achieved through trial and error. However, in-
creasing demand to shrink the feature dimen-
sions and demand for diminished defect density,
it is now generally accepted that the traditional
method of meeting these requirements by trial
and error has reached the point of diminishing
returns. Thus, plasma process modeling now be-
comes a necessary engineering tool in the design
of new semiconductor equipment and in process
control, and also, the high cost of developing

both the plasma equipment and processes has
motivated development of less-empirical meth-
ods, and modeling/simulation in particular, to
speed the time to market and to reduce costs.
Such plasma are complex environments in which
a multitude of atomic and molecular processes
occur and many of these processes are initiated
by electron impact and an understanding of these
precursor reactions is critical to a broader under-
standing of the dynamics of the discharge.

Absolute electron scattering cross sections
for molecular targets, including their daughter
radicals, are important in developing models of
plasma reactors and testing the efficacy of var-
ious plasma processing gases. Low-energy elec-
tron collision data for these gases are generally
quite sparse and, in many cases, only a limited
range of cross section data is available. This is
particularly the case for many of the important
reactions e.g., dissociation, dissociative attach-
ment , which lead directly to the production of
those reactive species in the plasma which are
responsible for the surface modification or depo-
sition. As an important aspect of the operation
and development of plasma processing reactors
is the ability to model the atomic and molecu-
lar processes that take place, we must inevitably
draw upon scattering theory, in many cases, to
provide the important collision data.

The plasma community is a rapacious user
of atomic and molecular data but is increasingly
faced with a deficit of data necessary to both in-
terpret observations and build models that can
be used to develop the next-generation plasma
tools that will continue the scientific and tech-
nological progress of the late 20th and early 21st
century. It is therefore necessary to both compile
and curate the A&M data we do have and thence
identify missing data needed by the plasma com-
munity (and other user communities). Such data
may then be acquired using a mixture of bench-
marking experiments and theoretical formalisms.

1E-mail: jsyoon@nfri.re.kr
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X-ray absorption and emission properties
of hot/warm dense plasmas have important roles 
in inertial confinement fusion, magnetic 
confinement fusion and astrophysics. A series 
of experiment studies on the x-ray absorption 
and emission spectra of hot/warm plasmas using 
the intense x-ray radiation generated by laser-
plasma interactions have been presented, which 
include radiative opacity of hot plasma, K-shell 
absorption spectrum of warm dense matter and
x-ray spectra of plasmas in intense radiation
field. For the opacity experiment, the opacity of
Fe plasma of about 75eV has been measured
and compared with simulations of several
models, such as STA, DCA and DTA [1]. It is
shown that the DTA model gives better
calculations for the 2p-3d absorptions due to its
inclusion of configuration interactions. For the
K-shell absorption spectrum experiment, the K-
shell absorption edge shifts and broadening of a
warm dense matter with ion-ion couple
parameter of about 65 were achieved by using a
specific target design and were compared with
the simulations. Both the temperature derived
from the measured K-edge broadening and the
observed K-edge shifts are in agreement with

the simulations [2, 3]. For the x-ray emission
experiment, high resolution x-ray spectra of the 
Al plasmas in intense radiation have been 
measured. It was shown that the satellites q, r
and a-d of the He- resonance line is much 
higher than the satellite j, k, l. The x-ray spectra 
were also simulated and compared with the 
simulations. It was found that the large ratio of 
the satellites q, r and a-d to j, k, l caused by the 
intense radiation rather than the high plasma 
density [4-6]. 
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     Tungsten is one of the most plausible 
plasma-facing materials and used for wall and
divertor plates in fusion devices. Even though 
the sputtering yield of tungsten by proton is low, 
tungsten is sputtered by impurity ions and 
transported into plasma. For examining tungsten 
behavior in plasma, the ionization and 
recombination rates of tungsten ions are highly 
required to solve impurity transport equations. 
There are some studies carried out to obtain the 
ionization and recombination rates (e.g. [1,2]),
however, all charge states are not covered yet 
because of the complexity of electron structures 
of tungsten ions.

We constructed a collisional-radiative (CR) 
model for tungsten ions of which electron states 
were determined by a computer algorithm [3, 4].
A set of electron states is generated 
systematically descending the charge state. For 
example, the excited states of Pd-like ion (W28+)
are generated by adding one electron to the 
excited states of Rh-like ion (W29+), which have 
a significant population and are expected to 
contribute to the dielectronic recombination 
(DR) process. Using this CR model, we 
calculated the fractional ion abundance of 
tungsten ions and the mean charge in ionization 
equilibrium [4]. The calculated abundance ratio 
of W45+ and W44+ ions agreed with the 
measurements in JT-60U [5].

We use this CR model to obtain effective
ionization and recombination rate coefficients 
of tungsten ions with charge q = 11-63. Atomic 
data used in the CR model are calculated using 
the HULLAC code [6] and empirical formulae. 
Details of the model are described in Ref. [3,4].
Dielectronic capture, autoionization, and 
radiative decay for autoionizing states are 
explicitly included in the model. Here, we 
considered neighboring 7 ions in the model to 
solve the rate equations to obtain effective 
ionization and recombination rates.

  Figure 1 shows the effective recombination 
rate for W29+ ion as a function of electron 

temperature with electron density 1014cm-3 and 
other available rates are plotted for comparison. 
ADAS [7] has the effective recombination rates, 
acd50_w.dat, obtained from their CR model and 
original recombination rates in the model are 
modified ADPAK data by Pütterich et al. [8]. 
The DR rate obtained by Li et al. [9] is also 
plotted. Difference between these data is mainly 
due to different sets of electron states 
considered in the model.

Fig. 1. Effective recombination rates for W29+ ion with 
electron density 1014cm-3 of this work (solid line) and  

ADAS (long dashed line) [7], and DR rate by Li et al. [9].
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     The behavior of the highly-charged ion 
(HCI) in heavy ion element plasmas is currently 
of major interest and has been motivated by 
their application in a number of high profile 
areas of science and technology, such as W-
inclusion as plasma-facing components (PFCs) 
in magnetic confinement fusion, plasmas as 
source for EUV lithography as well as 
laboratory plasma light sources [1]. After two 
decades of research, the semiconductor industry 
is about to introduce lithography sources 
operating at an
that have sufficient in-band power for high-
volume manufacturing (HVM).  These sources 
are based on emission from resonance 4p-4d
and 4d-4f transitions in tin (Sn) laser produced 
plasmas (LPPs) in stages from Sn9+-Sn13+whose 
emission is optimized at a plasma electron 
temperature of Te = 30 50eV. Higashiguchi and 
coworkers demonstrate that an in-band EUV 
source diameter as low as 18 m was produced 
due to short scale length of the sub-ns duration 
laser-produced plasma (LPP) [2].

Development of EUV/SXR sources with
emission at wavelengths less than 10 nm has 
moved from being a subject of interest for next 
generation semiconductor lithography to one for
both nanoscale surface patterning and imaging.
From studies of rare earth spectra, it is well 
known that the same transitions emit strongly 
near 6.7 nm in Gd and Tb [3]. 
irradiation, a conversion efficiency (CE) of 
0.6% of laser pulse energy into ‘in-band’ EUV 
emission at 6.76 nm was observed from a Gd

plasma source [4]. Subsequently, a 
highermeasured CE of 0.8% into 0.6% 
bandwidth at the same wavelength was obtained 
by multi-beam irradiation [5]. Alternatively, we
report on the usefulness of germanium (Ge) and 
gallium (Ga) plasmas as potential extreme 
ultraviolet (EUV) sources at both 6.x and 
13.5nm [6]. 

We carried out a detailed calculation on 
dielectronic recombination rate coefficients of 
Ne-, Rh-, Pd- and Ag-like W [7]. Excellent 
agreement has been found for Ne-like W while 
a large discrepancy was found for Pd-like W,
which implies that more ab initio calculations 
and experimental measurements are badly 
needed. 
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     Magnetic-dipole (M1) lines of ground-
state highly charged tungsten ions in near-UV
and visible ranges have diagnostic usefulness for 
D-T burning ITER plasmas. M1 lines in these
wavelength ranges enable the use of fiber optics,
and absolute intensity calibration of
spectrometers is facilitated with standard lamps.
A large number of previously unreported visible
emission lines of tungsten ions 

are measured by using low-energy electron
beam ion traps [1,2]. Some of them are identified
as the ground-state M1 lines of in accord
with theoretical predictions. We succeeded in
observing an M1 line at 389.4 nm of ground-state

ions produced in Large 
Helical Device (LHD) [3]. Since then, a number 
of near-UV and visible M1 line emission from 

have been observed at the 
LHD [4].

A collisional-radiative (CR) model is 
developed to calculate the M1 line spectra. 
HULLAC code is used to generate atomic data 
(energy levels, radiative transition rates, electron 
collision strengths). In the present study, proton 
collision effects on the line spectra are 
investigated theoretically. The electric quadruple 
approximation is used for calculations of proton 
collision (de)excitation rate coefficients of 
ions. In this approximation, polarization of target 
ions induced by the proton is neglected at all, and 
the cross section is expressed simply by the 
electric quadruple transition rate of isolate 
ions, , 

where is the reduced mass of a proton and a target 
ion, and are velocities of incident and scattered 
protons, respectively. is a function given by 
assuming hyperbolic orbit for the proton in the 
Coulomb filed centered at the nucleus of [5].
The electric quadruple transition rates are calculated 
using HULLAC code. 

In the present study, it is found that 
fractional population distributions are drastically 
changed by proton collision effects (see Fig. 1). The 
proton collision facilitates redistribution in 
populations of quasi-degenerate excited levels in
single configurations, which causes depopulation of 
meta-stable levels in the sub-valence excited

configuration. Fractional populations of 
the ground state are, therefore, increased via 
allowed transitions from the excited configuration 
resulting in an enhancement of the ground-state M1 
line intensities. It is noted that the EUV 
emission line intensities are also increased. Based on 
the present calculations, Wq+ ion densities in LHD 
core plasmas are obtained from experimental 
measurements of the M1 line intensities.

Fig. 1. Fractional populations of levels. 
cm-3 and keV are assumed.
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Recombination has been found to be a 
significant fraction of the total ion sink towards 
plates under detached divertor conditions1-7. The 
recombination occurs in regions where Te ~ 1 
eV and ne 1020 m-3. The distribution of the 
populations of excited states of deuterium in a 
plasma depends on both excitation and 
recombination processes. Excitation tends to 
preferentially populate the low lying excited 
states and recombination the high lying ones. 
Thus, the process of recombination may be 
identified from the ratio of the excited state 
populations, particularly in the Balmer series8.
Currently, the upper graphite divertor on EAST
have been replaced with ITER-like tungsten 
monoblock divertor to support higher divertor 
heat flux up to 10 MW/m2. During 2015 
campaign, in the upper single null geometry, 
detachment was obtained during L-mode 
density ramp discharges. Measurements of the 
spatial distribution of the recombination are 
presented. There are two OSMA spectrometers  
used to measuring deuterium Balmer series line 
emissions, D , D , D , D , etc. The start of 
recombination is closely correlated with the 
onset of detachment. The spatial distribution of 
the D /D ratios indicate that the recombination 
takes place close to the separatrix strike point.
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     The plasmas are usually in partially ion-
ized states for most experiments of the stopping 
power for ions in plasmas. As far as we know, 
the first relevant experiment was done more 
than 30 years ago [1], where the stopping of 
1MeV deuterons in warm Al plasmas was 
measured and found enhanced compared with 
the cold targets. Last year [2] the energy loss of 
15MeV protons in both cold and warm dense 
Be matters were measured in high accuracy, 
which showed an increasing relative to cold 
matter. The related theoretical investigation was 
started about 36 years ago [3] for fast protons in 
hot Au target. After that some phenomenal 
models [4] were suggested to estimate the stop-
ping power for energetic ions in intermediate or 
high-Z plasmas. In recent time an ab initio
model [5] was developed by us to study the 
problem based on the average atomic model 
(AA model) [6], where some bound electrons 
may distribute at excited states in hot plasmas 
so that the excitation and ionization as well as 
their reverse processes have contribution to the 
inelastic stopping.  

In the present talk we will introduce some of 
our recent progresses in the field mainly focus-
ing on the influence of inelastic process upon 
the stopping power in partially ionized plasmas, 
which is also called as inelastic stopping. The 
method for the calculation is first-order relativ-
istic plane wave Born approximation with all 
the possible transitions considered. It is found to 
work well for the projectile energy E
100keV/u of deuterons by comparison of excita-
tion cross sections of Al ions from solving the 
time-dependent Schrödinger equation.  

First it is found that the inelastic stopping is 
considerably weakened due to the strong influ-
ence from the reverse processes of the excita-
tion and ionization in Al plasmas. The Bethe 
equation is found to overestimate the inelastic 
stopping by at least 10%. Comparison of some 
different models indicates that our model is to-
tally in good agreement with the experiment [1] 
and the main reason for this is that our results 

for the inelastic processes should be the most 
reliable. Since the isolated ion model where all 
the bound electrons are assumed in ground state 
also agrees well with the experiment [7], the 
inelastic stopping is studied for deuterons in the 
Al plasmas with a fixed density at 7 different 
charge states, where the comparison of the iso-
lated ion model with ours is made and a new 
experiment is suggested to verify which model 
is more reliable.  

For both cold solid Be and warm dense mat-
ter Be only 1s state is occupied by the bound 
electrons where excitation by projectile is for-
bidden. The stopping powers of proton with 
very high velocity in cold and warm Be mat-
ters are obtained which are in good agreement 
with the experiment [2] and recommended 
data by Ziegler’s[8]. For cold matter we con-
sider both ionization of bound electrons and 
elastic collision of free electrons. For warm 
matter included are both ionization and plasma 
wave of free electrons. 
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A+M Data play an important role in a vari-
ety of systems ranging from gas discharge, elec-
tron beam lasers, and plasma processing devices
to aurora and solar plasma. Low-temperature
plasmas are used in the semiconductor industry
for etching, depositing materials and cleaning re-
action chambers. The electron impact cross sec-
tion data for molecules and atoms relevant to
such environments would give a better under-
standing and insight regarding the different phe-
nomena occurring in these areas of sciences. In
this presentation, I would like to introduce the
main activities of four field of the A+M Data
Center in National Fusion Research Insstitute.

The first field of research is generated the
collision data of atomic and molecular and the
physical and chemical properties of the molecules
required for plasma data analysis. I will show
our experimental system and theoretical method
to obtain data. The second field of research is
the development of simulators for plasma analy-
sis and process analysis[2].

Fig. 1. The plasma simulator concept

The third field of research is to diagnose the char-
acteristics of the plasma generated in a variety of

conditions.

Fig. 2. Plasma diagnostics

The last field of research is to establish a
platform for data dissemination and to evaluate
data[1] for user. we already establish electron
collision for atomic and molecular 26,514 recode.

Fig. 3. Plasma DB
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With the application of x-ray free electron
lasers (XFEL) such as the Linac Coherent Light
Source (LCLS) and SACLA, which are ex-
panding the light-matter interaction from long-
wavelength to short-wavelength region [1]. Irra-
diated by such high intense hard x-rays, the inner
shell electrons of atoms are easily excited or ion-
ized leading to the formation of core hole states,
which are followed mainly by Auger decay and
different charge states are formed consequently.

We developed a model to simulate the dy-
namics of level populations and charge state
distributions of neon plasmas interacting with
ultraintense x-ray pulses by solving a time-
dependent rate equation (TDRE) in the detailed
level-accounting (DLA) approximation [2, 3, 4].
It is shown that:

1. Inner-shell resonant absorption (IRA) can
play an important role on the population dynam-
ics [5]. Take neon and an x-ray pulse with pho-
ton energy of 1050 eV as an example. The 1050
eV photon can not ionize 1s electron of Ne6+ and
higher charge stages. However, it can be effec-
tively resonantly absorbed by 1s → 4p of Ne6+

and 1s → 3p of Ne7+ leaving a K hole which
can further decay. Only when the IRA effects
are properly taken into account can we correctly
explain the experimental CSD [1].

2. In the framework of the DLA formal-
ism, we studied the effects of double Auger de-
cay (DAD) on charge state distribution. The
DAD rates are obtained by using the developed
method under the assumption of shake off and
knock out processes [6, 7]. After the 1s pho-
toionization of neon atom, the DAD processes
give accessible decay channels from the K-shell
hole state of Ne+ to levels of Ne3+, resulting in
an increase of the population fraction of Ne3+

and a decrease of that of Ne2+. Compared with
the results without considering the DAD effects,

better agreement is obtained between theory and
experiment.
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Fig. 1. Charge state distribution of neon plasma at

ion density of 1018, 1019 and 1020 cm−3: compari-

son with experiment [1].
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Dissociative recombination(DR) processes 
which are one of the important process in 
divertor plasma originate from doubly excited 
states produced by electron capture with low 
energy electron-molecular ion collision. In 
general, doubly excited states are dissociated by 
either the neutral dissociation or the dissociative 
ionization. In these dissociation processes, it is 
expected that isotope effects are observed. 
Information on isotope effects is very important 
for predicting the performance of the future 
fusion reactor. Therefore, it is necessary to 
know how doubly excited molecules dissociate; 
i.e. branching ratios and cross sections.

In this study, absolute generalized oscillator 
strength distributions(GOSDs), total and partial 
ionic GOSDs of hydrogen(H2) and deuterium(D2) 
were investigated. The experiments were performed 
with the scattered electron ion coincidence (SEICO) 
spectrometer in our laboratory[1,2]. The total 
GOSDs of H2 and D2 determined for a 200 eV 
incident electron energy and a scattering angle of 6 
degrees are shown in Fig.1(a). The magnitude of the 
momentum transfer, K2, for the given experimental 
conditions in shown in the upper horizontal axis. 
The large peak around 12eV was associated with 
excitations mainly from (1s g) 1(2p u) and  (1s g) 1 
(2p u), corresponding to the B1 +

u and C1
u states, 

respectively. Although the GOSD of D2 around 
(1s g) 1 ionization threshold was slightly smaller 
than that of H2, the behavior against the electron 
energy-loss was almost similar.  

The partial ionic GOSDs of H2
+ and D2

+ are 
shown in Fig.1(b). Both GOSDs increased from the 
first ionization threshold (1s g) 1 at 15.4 eV, which 
has a maximum value at about 18 eV. After the 
energy-loss value exceeded the peak, both the ionic 
GOSD decreased gradually with further increase in 
the energy-loss values. There was little difference in 
their ionic GOSDs. However, the D+ formation by 
dissociative ionization was completely different 
from that of H+, as can be seen from Fig.1(c). The 
partial ionic GOSD of D+ was half of the H+ one in 
magnitude. In particular, the GOSD of D+ was very 
small in the energy-loss region of 18 to 22e V. This 
mechanism is being considered at present. Besides, 

we estimated the ratio of the dissociative ionization 
to neutral dissociation. When doubly excited 
molecules were decayed by dissociation from the 
Q1

1 g+(1) state, the ratio in the case of H2 was 3:7, 
while that of D2 was 1:9. It seems that this is so-
called isotope effect. 
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GOSDs of H+ and D+, respectively. 

†,1 E-mail: sakai@ph.sci.toho-u.ac.jp 

(a)

(b)

(c)

96



97



98



Optical oscillator strengths of valence-shell excitations of atoms and
molecules determined by the newly developed dipole (γ, γ) method
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The absolute optical oscillator strength
(OOS), or the equivalent quantity of photoab-
sorption cross section, of an atom or molecule
represents the transition probability between two
quantum states and is essential in describing
and understanding the physical processes involv-
ing the photon absorption and emission, which
widely exist in plasma, interstellar space, plane-
tary atmosphere, and energy deposition. Very
resently, a new experimental method, i.e., the
dipole (γ, γ) method, has been proposed and
realized by our group to determine the OOSs
of atoms and molecules. In the dipole (γ, γ)
method, the high energy photon impact (∼10
keV) at the dipole approximation condition of
q2 ≈ 0 (i.e.,the small scattering angle) is used to
simulate the photoabsorption process.

Using the dipole (γ, γ) method, the absolute
OOSs of valence-shell excitations of helium, ar-
gon, nitrogen and carbon monoxide were deter-
mined and compared with the previous experi-
mental and theoretical results [1, 2, 3, 4]. These
results show that the dipole (γ, γ) method pro-
vides a reliable approach to obtain the bench-
mark data of the OOSs of the valence-shell exci-
tations for gaseous atoms and molecules.

It is worth to mention that every experi-
mental technique to determine OOSs of atoms
and molecules has its own merits and demerits.
The photoabsorptionmethod is influenced by the
line-saturation effect, at the same time, it has the
highest energy resolution to determine the oscil-
lator strengths of the rotational states. Consid-
ering the moderate energy resolution of tens of

meV, the present dipole (γ, γ) method and the
dipole (e, e)method can onlymeasure the oscilla-
tor strengths of the vibronic states at the present
stage, while they are free from the linesaturation
effect. The dipole (e, e) method has the advan-
tage of a large cross section, which can achieve
a good signal-to-noise ratio and a good statisti-
cal count, but the rapid variation of its Bethe-
Born conversion factor may bring considerable
uncertainties. The Bethe-Born conversion fac-
tors of the dipole(γ, γ) method, which can be ac-
curately determined by simulating the light path
directly, can avoid this problem. Actually, the
only shortage of the dipole (γ, γ) method is its
low cross section and limited single-to-noise ra-
tio, to some extent, it can be solved by improv-
ing the density of the target. Furthermore, the
dipole (γ, γ) is free from any systematic error,
to the best of our knowledge. Thus it is possi-
ble to achieve a higher precision for the oscilla-
tor strengths with the dramatic progress of the
third generation synchrotron radiation and the
free electron laser.
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A new model to calculate electron-electron coulomb energy 
based on electron density 

LONG Feiyun*,1, YAN Jun*,2

* Institute of Applied Physics and Computational Mathematics, Beijing 100088, China

Traditional density functional theory based on 
independent-electron approximation divides the 
Electron-electron coulomb energy into three parts: 
the Hartree term, the exchange term and the 
correlation term. The exact exchange term, 
originated from the antisymmetry of the 
wavefunction, demands accurate orbitals. And the 
correlation term, existed mainly in overlapping of 
the orbitals, is too complicated to describe. Both of 
the two terms are generally fitted from various data 
under known physical conditions [1]. 

Here we propose a new method to calculate the 
electron-electron coulomb energy with the 
conditional probability distribution, which is unique 
for the ground state. In coulomb system, the 
conditional probability distribution is generally 
continuous and differentiable except at the 
boundaries. With the unique and continuous 
properties, the conditional probability is determined 
by the boundaries, which are profoundly related to 
the kinetic functionals. 

Recently, three-dimensional spin-polarized 
homogeneous electron gas has been studied by 

quantum Monte Carlo method [2]. As a first step, 
we suppose and use their simulated radial 
distribution function for the boundary of 
inhomogeneous case. The conditional probability 
distribution is obtained by solving a set of integral 
equations. To test our method, we calculate the 
electron-electron coulomb energy of Be, Ne, Ar, Kr 
atoms from given electron density, and our results 
agree well with those of configuration-interaction 
method. 
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The dipole polarizabilities, dipole hyper-
polarizabilities, quadrupole moments, and
quadrupole polarizabilities of the 5s2 1S and
5s5p 3P o states of In+ and Sr are calculated by
using the finite field method. The electron corre-
lation effect and the basis set convergence are in-
vestigated in the relativistic coupled-cluster and
configuration interaction calculations in order to
obtain polarizabilities of high accuracy. Com-
parative study of the fully and scalar relativistic
calculations reveals the effect of the spin-orbit
coupling on the dipole polarizabilities of In+ and
Sr. The blackbody-radiation shifts of the clock
transition 5s2 1S0 - 5s5p 3P o

0 due to the dipole

polarizabilities, quadrupole polarizabilities, and
dipole hyperpolarizabilities are evaluated to be
0.017, 8.33×10−10, and 1.93×10−17 Hz for In+

and 2.09 and 5.82×10−8, and 1.69×10−15 Hz
for Sr. The blackbody-radiation shifts from the
quadrupole polarizabilities and dipole hyperpo-
larizabilities are significantly less than that from
the dipole polarizabilities and therefore can be
safely omitted for the quoted ×10−18 uncertainty
of the optical frequency standard of In+ and Sr.
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Observation of resonant excitation of Fe14+
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Spectra of highly charged Fe ions in the 
extreme ultraviolet (EUV) range are important 
for the spectroscopic diagnostics of 
astrophysical hot plasmas such as solar corona 
[1]. In such diagnostics, plasma parameters, 
such as electron temperature and density, are 
determined through the comparison between the 
observed spectra and theoretical spectra 
calculated with a collisional radiative (CR) 
model. For accurate diagnostics, the model 
spectra should thus be examined by laboratory 
benchmark spectra obtained with a well-defined 
condition. We have been studying EUV spectra 
of highly charged Fe ions with an electron beam 
ion trap (EBIT), which can realize a well-
defined plasma consisting of a quasi-
monoenergetic electron beam and trapped ions 
with a narrow charge state distribution. In the 
previous studies [2-3], the dependence on the 
electron density was the main subject of interest. 
On the other hand in the present study, the 
dependence on the electron energy is studied. 

Experiment was performed with a compact 
EBIT, called CoBIT [4]. Highly charged Fe 
ions were produced by injecting a ferrocene gas 
into CoBIT with an electron beam energy of 
500 eV. After a “cooking” time of 1600 ms, the 
electron energy was swept between 400 and 500 
eV for 10 ms (probing time), and kept at 500 eV 
for 10 ms (keeping time) for preserving the 
charge distribution. A preliminary result is 
shown in Fig. 1, where the intensity 
enhancement due to resonant excitation is 
confirmed. Comparison between the 
experimental results and theoretical resonant 
emission cross sections is given.
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Fig. 1. Electron energy dependence of Fe XV 3s3p - 3s3d lines observed 
with CoBIT: 3P1-3D2 (227 Å), 3P2-3D3 (234 Å), and 1P1–1D2 (244 Å).
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Since the tungsten upper divertor was installed 
on EAST in 2014, three grazing incidence flat-
field extreme ultraviolet (EUV) spectrometers 
have been developed [1-2] successively to 
measure tungsten spectrum, monitor the tungsten 
behavior and study the tungsten transport in EAST 
plasma. Two of them working at 10-130Å 
(EUV_Short) and 20-500 Å (EUV_Long) 
respectively measure the tungsten spectrum with 
fast time response of 5ms/frame, which have been 
operated routinely. The third one also working at 
20-500 Å (EUV_Long2) measure space-resolved
tungsten spectrum, which will finish its system
commissioning until next EAST campaign.

In 2014 and 2015 campaign, EAST was 
operated with lower single null (LSN) 
configuration, tungsten spectra with strong 
intensity were measured during the H-mode phase 
heated by neutral beam injection (NBI) indicating 
the occurrence of central tungsten accumulation. 
However, in this case the density peaking 
combined with impurity accumulation resulted in 
the limitation of electron temperature (Te) and the 
ionization stage of tungsten ions. In 2016 spring 
campaign, EAST was operated with upper single 
null (USN) configuration to improve its capability 
of power/particle handling in divertor, and 
tungsten spectra with strong intensity were 
measured during H-mode phase in multiple
heating schemes, which provided the opportunities
for measurement of the tungsten spectra at Te up
to 4keV and studying the tungsten behavior under 
wide-range conditions. At present, the line 
analysis of tungsten spectra are being carried on 
and the potential experimental approaches to 
suppress the tungsten accumulation are being 
explored [3]. 

More importantly, since tungsten accumulation
during H-mode phase always caused a periodic 
disappearance of H-mode or even plasma 
disruption due to the large radiation power loss, 
the quantitative analysis of tungsten behavior is 
urgently desired in EAST discharges. Tungsten 
density evaluation is now being attempted [4] with 
two approaches by using tungsten cooling rate and 

combined with the measurement of radiation 
power loss and the photon emissivity coefficients 
(PECs) of line emission from W45+ (126.998Å)
combined with the absolute measurement of 
emission intensity, respectively. The preliminary 
results show several times of different between 
each other and large uncertainties for themselves,
thus the requirement of these atomic data is of
high priority.

The potential collaboration between EAST 
experiment and atomic physics research in the near 
future could be considered on the following topics: 
(1) Database of energy-resolved cooling rate as a

function of Te for tungsten and other metallic
impurity.

(2) The achievement of accurate PECs for W45+

lines.
(3) The application of tungsten spectra measured in

EBIT device to the decomposition and
identification of tungsten spectra measured in
EAST plasma.

(4) Measurement, identification and quantitative
analysis of line emissions from tungsten ions
with low ionization stages in EUV region, e.g.
W6+-W19+ .

(5) Measurement, identification and quantitative
analysis of line emissions from tungsten ions
with high ionization stages in EUV region, e.g.
W46+.

(6) Proposals on uncertainty assessment and
benchmark experiments for atomic data.
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VUV spectroscopy for tungsten WIV-WVII line emissions 
in Large Helical Device 
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Tungsten is regarded as a leading candidate 
material for the plasma facing components in 
ITER and future fusion reactors.  Considering 
tungsten impurity transport in ITER, the 
following three transport processes need to be 
evaluated: (1) release of neutral tungsten atoms 
from the divertor plates; (2) transport of 
tungsten ions at lower ionization stages in the 
edge plasmas; and (3) accumulation of tungsten 
ions at higher ionization stages in the core 
plasmas.  However, tungsten ions in lower 
ionization stages have not been measured 
sufficiently even though it is necessary for 
accurate evaluation of tungsten influx and 
comprehensive understanding of the tungsten 
impurity transport.  Therefore, we conducted 
spectroscopy diagnostics to measure spectra of 
emissions released from tungsten ions in Large 
Helical Device (LHD) with superconducting 
magnetic coils for steady state operations of 
current-free plasma discharges. 

The tungsten ions are externally introduced 
in the LHD plasma by injecting a coaxial 
tungsten impurity pellet.  VUV spectroscopy 
using a high-resolution 3 m normal incidence 
spectrometer has been applied to measure VUV 
lines from tungsten ions at lower ionization 
stages.  Many tungsten lines of WIV-WVII are 
successfully observed just after the tungsten 
pellet injection as the first observation of line 
emissions from low-ionized tungsten ions in 
magnetically-confined fusion plasma 
experiments.  As shown in Fig. 1, it is found 
that five WVI lines at 605.93 Å (5d-6p), 639.68 
Å (5d-6p), 677.72 Å (5d-6p), 1168.15 Å (6s-6p) 
and 1467.96 Å  (6s-6p) have the highest 
intensity and are entirely isolated from other 
intrinsic impurity lines [1].  The result strongly 
suggests that those lines will be useful for the 
spectroscopic study in ITER and other tungsten 
divertor devices.  

This work was partially conducted under the 

LHD project financial support 
(NIFS14ULPP010), Grant-in-Aid for Young 
Scientists (B) 26800282, and the JSPS-NRF-
NSFC A3 Foresight Program in the field of 
Plasma Physics (NSFC: No.11261140328, 
NRF: No.2012K2A2A6000443). 

Fig. 1. VUV spectra including WVI emission lines 
observed in LHD. 
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Observation of visible and EUV emission spectra of tungsten ions 
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Tungsten will be used as plasma facing 
material in ITER, and thus is considered to be 
the main impurity ions in the ITER plasma. In 
order to suppress the radiation loss due to the 
emission of the impurity tungsten ions, it is 
important to understand the influx and the 
charge evolution of tungsten ions in the plasma 
through spectroscopic diagnostics. The charge 
states span a wide range such as neutral or 1+ 
near the edge up to neonlike (64+) or higher 
near the core. There is thus strong demand for 
spectroscopic data of tungsten ions for a wide 
range of charge state. 

We have been using an electron beam ion 
trap (EBIT) to observe previously unreported 
lines of tungsten ions [1]. An EBIT produces 
highly charged ions through successive 
ionization of trapped ions by a quasi-
monoenergetic electron beam. It is thus possible 
to produce selected charge state ions by tuning 
the electron beam energy. 

In this talk, we present visible and extreme 
ultraviolet (EUV) spectra of W5-8+. These 
moderate charge states are important for the 
diagnostics of the ITER plasma near the edge. 
In particular, W6+ has a closed shell structure 
(Er-like, 4f145p6) so that its population is 
considered to be dominant for a wide area. 

Furthermore, these ions attract attention also 
from the fundamental physics point of view. 
Recently, visible transitions in highly charged 
ions are suggested as potential candidates for a 
precise atomic clock that can be used to test the 
time variation of the fundamental physical 
constant, such as the fine structure constant [2]. 
Some transitions in W7+ and W8+ are also named 
as candidates in recent theoretical study by 

Berengut et al. [3]. However, it has not been 
identified yet by experiment. 

Fig. 1 shows an example of EUV spectra 
obtained with an electron energy of 150 eV. 
Emission lines from W5-7+ can be identified as 
indicated in the figure based on the previous 
observation by Clementson et al. [4]. By 
comparing the energy dependence between 
simultaneously obtained visible and EUV 
spectra, we identify the emission charge state in 
visible spectra. 
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Fig. 1. An example of EUV spectra of tungsten ions 
obtained with CoBIT. The W5+ line at 23.8 nm may be 
blended with an impurity ion line.
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As tungsten will be used as a component
of plasma-facing devices in the International
Thermonuclear Experimental Reactor (ITER), a
number of spectroscopic studies have been re-
ported in this decade. The review articles on
the available data for tungsten emission lines has
pointed out that the spectroscopic data for W8+–
W26+ ions are relatively and quite poor [1, 2, 3].
Recently, EUV emission spectra from W7+–
W27+ ions in the 20 nm region have been re-
ported in the Large Helical Device (LHD) at the
National Institute for Fusion Science (NIFS) fol-
lowing pellet injection into the plasma [4].

In this work, we report new emission spec-
tral date in charge exchange spectroscopy in col-
lisions of multiply charged Ta ions with neutral
gases. As tungsten has five isotopes of the mass
numbers from 180 to 186, it is not suitable for
the ion beam experiment with charge state sep-
aration after an analyzing by a dipole magnet.
On the other hand, tantalum has 181-Ta with
the natural abundance of 99.988%, then almost
single isotope should be considered for tantalum.
Because the atomic number of tungsten is 74 and
that of tantalum is 73, we can regard that the
electronic structure and transitions are extremely
similar between two of them. Therefore we have
decided to use Ta ions instead of W ions in our
experiments.

We had inserted a Ta sheet into a plasma
chamber of a 14.25 GHz electron cyclotron reso-
nance ion source (ECRIS) and producedmultiply
charged Ta ions. After the charge-state separa-
tion, we had confirmed the production of Ta11+–
Ta24+ ions. The beam with one selected charge
state was introduced into a collision cell filled
with a target gas, and photon emissions from the
collision cell in an extreme ultra-violet (EUV)
region were observed by a compact glancing in-
cident spectrometer equipped with a electrically
cooled CCD camera.

Fig. 1 shows an typical EUV emission spec-
trum in the wavelength from 8 to 24 nm. We
can see two strong unresolved transition arrays

around 11 and 14 nm with many shape peaks.
Widths of most of sharp peaks are much wider
than the resolution of this spectrometer, 0.03 nm,
then these sharp peaks are also overlapping of
several line transitions.

We also observed similar spectra for different
charge states of Ta ions. However, at present, the
identification of each transition have not been
performed yet. We will identify the transitions
corresponding to observed emission of transitions
in the EUV region of multiply charged tantalum
ions after the comparison with theoretical calcu-
lations as the same as Sn and Xe ions [5, 6]. And
we believe such data is useful to understanding
of the transitions of tungsten ions for the fusion
plasma research.

Fig. 1. EUV emission spectrum in collisions of

Ta18+ ions with O2 gas at energy of 1.57 keV/u.
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Towards time-resolved imaging of  
electron and nuclear motions in momentum space
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We have recently developed a new 
experimental technique, which is called time-
resolved electron momentum spectroscopy (TR-
EMS) and employs ultrashort laser (0.1 ps) and 
electron (1 ps) pulses in a pump-probe scheme
[1]. This technique can be recognized as an 
advanced form of binary (e, 2e) spectroscopy or 
EMS that enables one to look at the spatial 
distributions of individual molecular orbitals in 
momentum space [2, 3]. Although there are 
ample rooms for improvement, the potential 
ability of TR-EMS has already been 
demonstrated through molecular orbital imaging 
of a short-lived (13.5 ps), second excited 
molecular state [4], an EMS study on the 
electronic structure of a relatively long-lived 
(80 ns), first excited molecular state [5], and an 
attempt at a product vibrational analysis of a 
photo-induced chemical reaction [6]. We are 
going further towards one of the goals of TR-
EMS, that is, to film molecular orbital movies 
of chemical reactions, which would enable one 
to pierce straight to the heart of the reactions.  

Under the above-mentioned circumstances, 
we are, in parallel, going to start or design two 
new projects. One is to develop a new 
experimental technique to afford a real-time 
measurement of nuclear motions in chemical 
reactions. The other is to extend the reach of 
TR-EMS from targets in field free space to 
those in external fields.  

Measurements of nuclear motions in 
molecules can be made by using electron-
induced atomic momentum spectroscopy 
(AMS). It is the complete electron analog for 
neutron Compton scattering, in which the 
nuclear motion causes a Doppler shift in the 
energy of elastically scattered electrons, as has 
beautifully been developed and demonstrated 
by Maarten Vos and his colleagues [7]. In order 
to attempt a real-time measurement of nuclear 
motions in chemical reactions, however, higher 
instrumental sensitivity would be desired. We 
have therefore developed a multi-channel AMS 
spectrometer [8], which has improved the 

instrumental sensitivity by a factor of 2000 or 
more compared to the existing spectrometer [7]. 
Our next step in this project is to develop, based 
on the achieved high sensitivity, time-resolved 
AMS (TR-AMS) with which one might be able 
to experimentally investigate how and how 
much the change in nuclear motions are brought 
about by the change in electron motion during 
chemical reactions.

Atoms and molecules in external fields also 
are one of the attractive targets in atomic and 
molecular science. For instance, we have 
theoretically found that the reaction coordinate 
dynamically switches to another coordinate 
with the increase in total energy of a system in 
crossed electric and magnetic fields [9]. Having 
such a different underlying motivation also, we
have started examining the experimentally-
feasible conditions for laser-assisted EMS (LA-
EMS) that Konstantin Kouzakov and his 
colleagues have suggested and formulated 
theoretically [10, 11]. LA-EMS experiments would 
surely be possible if one can use the latest version 
of commercially available high power lasers.
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In this 30 years, soft x-ray emissions have been 
observed by X-ray observatory satellites in the 
solar system [1]. Now it has been recognized that 
a part of these emissions stems from charge 
exchange collisions between highly charged ions 
in the solar wind and neutrals in the solar system 
[2]. These reactions are called solar wind charge 
exchange (SWCX). In the SWCX spectra, the 
forbidden transition from the metastable O6+

(1s2s 3S1) to the ground state (1s2 1S0) has been
observed as the main component [3]. In order to 
analyze the spectra quantitatively, absolute values 
of cross sections in the SWCX processes, in 
particular X-ray emission cross sections, are 
needed for astrophysics. 

In those contexts, some SWCX processes have 
been reproduced in the laboratory, and X-ray 
emissions following them have been observed for 
the electric dipole allowed transitions [4,5]. 
However, it is very difficult to observe the 
forbidden transitions with a long lifetime of 
millisecond from the ions having the solar wind 
velocity of 300-900 km/s in the laboratory. 
Nonetheless we succeeded in the observation of 
the long-lived forbidden transition with ion 
trapping technique for the metastable O6+ ions 
after the charge exchange reactions of O7+(1s) + 

6+(1snl) + He+. 
The hydrogen-like O7+ ion beam was produced

by a 14.25 GHz electron cyclotron resonance ion 
source with an acceleration voltage of 6.0 kV,
and injected into a collision cell filled with target 
helium gas. After the charge exchange collision, 
only O6+ were trapped in a Kingdon ion trap [6], 
and soft X-ray emissions from the metastable 
O6+(1s2s 3S1) ions were observed with a window-
less silicon drift detector (SDD). 

Figure 1 shows an observed forbidden 
transition (solid line). By fitting of the spectrum 
using the Gaussian function, the peak energy and 
the FWHM of the spectrum are determined. The 
FWHM of 73 eV was a typical value of the 

energy resolution of this SDD. The peak energy 
of 560 eV is corresponded to the transition of 1s2

1S0 - 1s2s 3S1 of O6+ ions. We had also observed 
the resonance/intercombination lines of O6+ with
the same set-up (dotted line). The peak energy is 
determined as 570 eV, which is corresponded to 
the transitions of 1s2 1S0 - 1s2p 1P1/3P1. In this 
figure, the intensities are normalized at the peaks,
and we can see the reasonable energy difference 
of about 10 eV between two peaks. 
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Fig. 1. Forbidden and resonance line spectra
from O6+ ions.
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Dielectronic Recombination Studies Related to Fusion Plasmas
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     Dielectronic recombination (DR) is a 
prominent process in collisions of electrons 
with highly charged ions. Due to the high 
intensity of DR resonances and their high 
strengths, this process often dominates the 
recombination rates in plasmas and generates 
intense x rays that effectively cool the plasmas. 
Normally, the DR process populates doubly 
excited states that decay via emission of DR 
satellite lines which are usually well resolved 
and have little contribution from other processes. 
The intensity ratio of a DR satellite line to the 
main line can be used for diagnostics of the 
plasma temperature. It is also sensitive to the 
plasmas density over a broad range of values. 
Moreover, qualitatively different information 
about the plasma state can be inferred from the 
linear polarization of the DR satellites, which is 
highly sensitive to the directionality of the 
recombining electrons. In fact, the directionality 
of anisotropic plasma electrons not only results 
in polarized DR lines, but also in anisotropic x-
ray emission. 

In this talk, we present the measurements of 
anisotropy [1, 2], resonance strength [3, 4]  and linear 
polarization [5] of DR x-ray lines. Measurements of 
the DR resonant strength and the x-ray emission 
asymmetry identified strong contribution of the 
Breit interaction, especially in heavy gold ions, the 
Compton linear polarimetry gives a higher 
sensitivity to this intrinsically relativistic effect, 
even in the much lighter xenon ions. As 
demonstrated in the measurements at the EBITs, the 
Compton polarimetry work opens a large
exploration space, in particular allowing one to
access the quantum electrodynamics corrections of
the generalized Breit interaction. Apart from the
fundamental implications, our experimental results
opens numerous possibilities for polarization 
diagnostics of hot anisotropic plasmas, which may
reveal a presence of energetic directional electrons,

Fig. 1. Scheme of the polarization experiment on the 
Heidelberg electron beam ion trap.

for instance in relativistic jets of active galactic 
nuclei and laser-produced plasmas. Moreover, the 
polarization and anisotropy measurements may also 
be necessary for accurate temperature and density 
diagnostics of such plasmas.
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    Tungsten is planned to use as material for the 
divertor plates in ITER because of the high 
sputtering threshold energy for light ion 
bombardment, the highest melting point among all 
the elements, and less tritium retention compared 
with carbon-based materials [1-3]. Divertor plates 
in a fusion device are exposed to high intensity heat 
fluxes of energetic particles. Many experiments 
indicate that tungsten retains tritium and deuterium 
due to their bombardment of hydrogen isotope 
plasma. The resultant retentions of the isotopes 
raise to the safety and economic problems, and 
should be minimizes for future fusion reactor 
operations. Thus, many efforts are being made to 
predict hydrogen isotopes retention in various 
forms of tungsten under the actual fusion reactor 
condition. The retention, reflection, recycling, 
sputtering of hydrogen isotope atom in tungsten 
surface attracts extensive attention from the 
viewpoint of estimating the inventory of tritium 
atoms in a nuclear fusion device. We paid attention 
to the reflection processes of the hydrogen atoms by 
the proton irradiation to the tungsten surface, and 
then we measured spatial intensity and degree of 
polarization distributions of the H  line from 
reflected hydrogen. 

   The experiment was performed in a beam line 
connected with a medium-current ion implanter 
(ULVAC IM-200MH-FB) at the National Institute 
for Fusion Science (NIFS), as shown in figure 1. 
Details of the ion source and beam line are 
described elsewhere [4]; hence, they will be only 
briefly explained here. The H+ ion beam, 
accelerated to 35 keV, was introduced into a 
vacuum chamber after mass/charge separation. 
The ion beam transmitted through a 
5-mm-diameter aperture hole entered normally on
a polycrystalline tungsten surface, supported by a
linear-motion manipulator. A bias voltage of ~100
V was applied to the disk, with the aperture hole
used to retard secondary electrons emitted from
the tungsten surface. The pressure of the vacuum

chamber was maintained at ~1 10 6 Pa without 
introducing the ion beam, whereas it reached ~3
10 5 Pa under ion-beam irradiation of the tungsten 
surface. The ion beam entered perpendicular onto 
the tungsten surface. The polarizer was installed 
between quartz window and H  band-pass filter. 
After passing through a quartz window, polarizer, 
H  band-pass filter and condenser lens, the H  
image from the reflected H* atoms was projected 
on the two-dimensional (2D) charge coupled 
device (CCD).  

Fig.1. Experimental apparatus 

    We measured the spatial distribution of H  
line intensity from reflected H* atoms under 
irradiation of H+ ion-beam (35keV). Using the 
analysis of the line intensity decay curve, we 
estimated the mean vertical velocity component in 
direction normal to the surface. And we measured 
the spatial distribution of H  polarization degree. 
From these experimental results, it was shown that 
H  line is aligned to the reflected direction of 
hydrogen atom. On this conference, the details of 
the spatial distribution of the intensity and 
polarization degree are explained. 
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Characterization of material ablation with intense extreme ultraviolet (EUV) 
light generated with laser 
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Recent progress on extreme ultraviolet (EUV) 
light sources enables us to utilize shorter wavelength 
of few to few tens of nanometer for micro machining 
of materials [1]. Since EUV photon energy exceeds 
100 eV and corresponding photon energy is beyond 
the solid density, the ablation behavior, due to 
difference in energy deposition mechanism, is quite 
different from that of laser ablation in such a way 
that EUV light penetrates through ablation plasma 
and directly heats material of original density by 
photo-ionizing the inner orbit electrons. Although 
differences in ablation characteristics in EUV and 
laser ablation are reported [2], many aspects in the 
physics of EUV energy deposition and transportation 
remain unclear.  

An effective approach to understand the material 
ablation is to study the expanding plasma because the 
energy spectrum of isothermal expansion during 
material heating is preserved even after the 
irradiation is stopped. This study aims 1) to 
understand the EUV ablation mechanism, and 2) to 
clarify the unique characteristics of EUV ablation by 
comparing with conventional laser ablation. 

An intense laser produced plasma EUV source at 
ILE Osaka University 1  was used in the 
experiments(see Fig. 1) [3]. EUV emission from a 
solid xenon target ranging 11-20 nm was focused 
onto the sample material with an intensity of ~5 x 109 
W/cm2. A Nd:YAG laser (1064 nm) was used for 
laser ablation experiments. A charge collector array 
with four charge collectors was used to measure the 
angular distribution of ion number and energy spectra. 
The species of expanding particles were measured by 
the Thomson parabola mass and charge analyzer. 

The experimental results showed noticeable 
difference between EUV and laser ablation in the 
angular distribution, energy spectra, and abundance 
of ionization stages. The spectrum for EUV ablation 
followed exponential decay curve having high kinetic 
energy component, and that for laser ablation showed 
convex spectrum having drastic cut off near 100 eV. 
The angular distribution of expanding ions from 
EUV ablation plasma shows narrower distribution 
than that from laser ablation plasma. The results were 
compared with a theoretical expansion model [4] and 
discussed using ablation parameters simulated by 

* nishimu@ile.osaka-u.ac.jp

STAR 1D code [5]. Detailed discussion [6] and 
presumed ablation mechanisms will be presented in 
the presentation. 
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Fig. 1 EUV irradiation system. EUV light from the Xe 
plasma generated with Nd.YAG laser is focused on a 
sample with an elliptically toroidal mirror.  
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Since the tungsten upper divertor has been 
installed on EAST in 2014, two fast-response 
extreme ultraviolet (EUV) spectrometers working 
at 10-130Å (EUV_Short) and 20-500 Å
(EUV_Long) [1-2] respectively have been 
developed to measure tungsten spectra and 
monitor the tungsten behavior in plasma. The 
tungsten spectra with strong intensity were 
recorded during NBI H-mode phase with lower 
single null (LSN) configuration and H-mode 
phase in multiple heating schemes with upper 
single null (USN).  The analysis of tungsten 
spectra is carried out as follows: 
(1) The tungsten unresolved transition array
(UTA) at 20-40 Å with high spectral resolution
measured by EUV_Short is compared with the
tungsten spectra measured from CoBIT device[3]
as shown in Fig.1.
(2) The tungsten lines from W27+-W45+ in
UTA at 45-70 Å with low and high electron
temperature (Te) are identified based on NIST
database as shown in Fig. 2(a).
(3) The 2nd order of tungsten lines from W27+-
W45+ in UTA at 90-140 Å at low and high electron
temperature(Te) are identified.
(4) The isolated W40+-W45+ lines at 120-140 Å
with high Te are identified based on NIST
database as shown in Fig. 2(b).

The time traces of line emission intensity from 
tungsten ions with different ionization stages during 
sawtooth and sudden impurity sputtering [4] events 
are plotted to check the results of identification of 
tungsten lines.  

Finally, based on the results of tungsten line 
analysis, the temperature threshold for the appearance 
of tungsten ions with different ionization stages is
investigated and compared with simulation result. 
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Fig.1. W-UTA at 20-40Å measured by EUV_Short

Fig.2. (a) W-UTA at 45-75 Å, (b) Isolated W lines at 
120-140 Å, measured by EUV_Long
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Fine-structure photoelectron spectra from the excited states 3𝑝53𝑝
of sodium atoms
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Photoionization is a fundamental atomic pro-
cess in which an ion is formed as a result of the
interaction of a photon with an atom. The un-
precedented spectral capabilities and sensitivity
of experimental highintensity have opened the
door for quantitatively accurate studies of atomic
structure and dynamics [1]. The main informa-
tion about the observable universe is carried by
photons, which can be detected by man-made or-
bital observatories. For example, the absorption
lines of a neutral or ionized gas illuminated by
a continuous background electromagnetic spec-
trum can provide detailed knowledge about the
atomic abundances in the gas and about its den-
sity and temperature.

As quasi-one-electron systems with a sin-
gle electron outside the closed-shell core, alkali
atoms have proven to be an important and inter-
esting testing ground for developing the many-
electron theory of the photoionization process.
In particular, medium and heavy alkali atoms are
of interest for exploring correlation and relativis-
tic effects in the photonelectron interaction and
for use in photoelectric cells [2]. By utilizing the
high resolution of electron spectrometers and the
high brightness of third-generation synchrotron
radiation sources, the fine structure of the pho-
toelectron lines can be resolved. Recently, high-
resolution photoelectron spectra from the ground
and laser-excited states of sodium atoms were
obtained experimentally [3]. Parallel to the ex-
perimental developments, theoretical investiga-
tions of the 2p photoionization processes have
also been performed.

In the present paper, we demonstrate that
the electron correlation of the 2p hole can clearly
change the photoelectron spectra. The rela-
tivistic effects, which produce substantial change
in the intensity distribution, are considerably
less important for the corresponding photoioniza-
tion thresholds. Furthermore, this study demon-

strates the information that may be obtained re-
garding the relativistic effects in sub-valence pho-
toionization processes, and the conclusions are by
no means limited to excited sodium atoms.
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Fig. 1. The calculated 2𝑝53𝑝 photoelectron spectra

with wave functions from the single-configuration

approximation. The solid lines are the relativistic

calculated spectra, and the (red) dashed lines are

the nonrelativistic spectra.
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Influence of the magnetic interactions on angular distribution of electron 
emission from highly charged Be-like ions
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An atomic autoionizing state created by a 
beam of electron is aligned in the direction of 
the incident beam if the total angular 
momentum of the excited state is greater than 
1/2. The alignment results from the fact that the 
excitation cross section has different values for 
different projections of the total angular 
momentum of the ion on the beam direction and 
independent of the sign [1-2]. The alignment of 
the ions can be revealed by studying its 
subsequent decay by ejection of the Auger 
electrons and characteristic x-ray emission. On 
the other hand, from the analysis of the Auger 
electron or photon, valuable information can be 
obtained for both the dynamical process and the 
magnetic sublevel population of the excited 
states, which is a very important supplement to 
the conventional observables [3]. 

The influence of the Breit interaction, typically 
appears as a relativistic correction to the Coulomb 
repulsion acting among the electrons, on the 
alignment (i.e. the population of the magnetic 
sublevels) and the angular distribution of electron 
emission from the excited state have been
investigated systematically. Figure 1 shows the 
angular distribution for the electron emission of the 
1s2s22p3/2

3P2
22s 2S1/2 autoionization of 

beryllium-like ions with projectile energies Ee =
2.0u, 4.0u, and 5.0u, following the electron-impact
excitation from their 1s22s2 1S0 ground state. Results 
are shown in the rest frame of three beryllium-like 
projectiles with charges Z = 54, 74 and 92 and in 
two approximations. Angular distributions with 
only the Coulomb repulsion incorporated into the 
Auger amplitudes (blue dashed lines, C only) are 
compared with those where the complete e–e
interaction is taken into account (black solid lines,
C+B). A rather strong interference between the 
Coulomb and the magnetic terms in the e–e
interaction arises especially at low projectile 

energies, and gives rise to a double-peak 
structure in the angular distributions as well as 
to a 10% reduction of the electron yield in the 
forward direction if the nuclear charge of the 
projectiles is increased from Z = 54 to 92. 
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Fig.1. The angular distribution for the electron emission 
of the 1s2s22p3/2

3P2 1s22s 2S1/2 autoionization of
beryllium-like ions with projectile energies Ee = 2.0u, 
4.0u, and 5.0u, following the electron-impact excitation 
from their 1s22s2 1S0 ground state.
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The realization of the dipole (γ, γ) method and its application to
determine the absolute optical oscillator strengths of helium
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Absolute optical oscillator strength of atom
or molecule has important applications in many
fields such as plasma, interstellar space, and
planetary atmosphere. Therefore, exploring new
experimental method to determine OOS is very
signaficant. Herein we proposed the dipole (γ, γ)
method to determine the absolute OOSs of atom-
s and molecules with high accuracy for the first
time. In the dipole (γ, γ) method, the high en-
ergy photon impact (∼10 keV) at the dipole ap-
proximation condition of q2 ≈ 0 (i.e., at the small
scattering angle) is used to simulate the photoab-
sorption process. The experimental arrangement
is that a beam of monochromatic x-ray photon
collide with gaseous atoms or molecules and the
scattered photons are analysed by a spheric grat-
ing at the scattering angle of 2◦ tomake sure that
the squared momentum transfer satisfies the re-
quirement of q2 < 10−2 a.u..

The experiment was carried out at Taiwan
beamline in SPring-8, and the absolute OOSs of
valence-shell excitations of atomic helium were
determined by the present dipole (γ, γ) method
and compared them with the previous experi-
mental and theoretical results, which are shown
in Table 1. It can be seen that the present high-
resolution dipole (γ, γ) measurements are in ex-
cellent agreement with the results obtained by

dipole (e, e) method and the ones of different the-
oretical calculations, while the photoabsorption
method gives slightly lower value than present
result of 21P transition. Thus the dipole (γ, γ)
method provides a reliable approach to obtain
the benchmark data of OOSs of valence-shell ex-
citations for gaseous atoms and molecules.

Tab. 1. The OOSs of the 1s2
1
S0 → 1snp1P1 tran-

sitions in helium.

11S → 31P 41P 51P 61P

This work [1] 0.0740 0.0295 0.0156 0.0089
[2] 0.0739 0.0304 0.0154 0.0093
[3] 0.0741 0.0303 0.0152 0.0089
[4] 0.0717
[5] 0.0731 0.0299 0.0151 0.0086
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Tungsten(W) has become the focus of atten-
tion in fusion research, being considered as a
main candidate for the cover of plasma-facing
component in the next generation magnetic con-
fined fusion devices like ITER, due to its excel-
lent physical and chemical properties. However,
tungsten ions will inevitably be introduced as im-
purity into the fusion plasma by the plasma-wall
interaction and plasma transportation. A thor-
ough knowledge of the atomic energy level struc-
ture and transition properties of various tungsten
ions would be helpful formonitoring the tungsten
impurity flux and to diagnosing the plasma pa-
rameters. Meanwhile, the tungsten is a heavy
element where the relativistic effects would be
very important.

In this paper, the energy levels, E1, M1,
E2, M2 transition wavelength and probability
as well as the lifetime of the excited states of
the ground configuration 3p63d2 and low-lying
excited state 3p53d3 of Ca-like W ion were cal-
culated by using Multi-Configuration Dirac-Fock
(MCDF) method and GRASP2K code. The
restricted active space method was applied in
the present calculation. The most importan-
t Valence-Valence, Core-Valence and Core-Core
correlation were taken into account. The Breit
and QED effects are also included in the present

work.

It is found in the preset work that the Core-
Core correlation contribution from 3s, 3p orbital
is important for the energy structure. The cal-
culated M1 transition wavelength and probabil-
ity among the levels of ground configuration a-
greed with previous theoretical and experimen-
tal result which implies that the validity of the
present correlation model. Based on the conver-
gence of the calculated results, other transition
parameters were calculated using the same cor-
relation model. According to the results, some
strong E1 transitions in 382-420 eV were identi-
fied and predicted. A simple collisional-radiative
model analysis was performed to explain the pre-
vious experiment observation. Some other strong
transitions in the range of 630-670 eV were pre-
dicted, which need to be identified in the future
experiment.
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