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Abstract 
The 7th Japan-China-Korea Joint Seminar on Atomic and Molecular 

Processes in Plasma (AMPP2018) was held on July 24 – 26, 2018 at Institute 
of Plasma Physics in Hefei, China, as one of the activities of Post Japan-China 
Core University Program, JSPS-NSFC-NRF A3 Foresight Program in the 
field of Plasma Physics “Study on Critical Physics Issues Specific to Steady 
State Sustainment of High-Performance Plasmas”, and the NINS program of 
Promoting Research by Networking among Institutions (Grant Number 
01411702). 

Topics of AMPP2018 cover spectroscopic properties of impurity ions in 
fusion plasmas, plasma-wall interactions, diagnostics of laser induced 
plasmas, highly charged ion physics, atomic and molecular collision dynamics, 
plasma simulation and diagnostics, and application of statistical methods to 
atomic data evaluation. In the seminar, there were 34 oral talks (including 5 
talks by phD students). The total number of registered participants was 100 
(89 from China, 10 from Japan, and 1 from Korea). The present issue of the 
proceedings has collected 12 papers from the delegates of the seminar. The 
present issue includes abstracts of all presentations in the seminar, the 
scientific program, and the list of participants. 
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Preface

“If, in some cataclysm, all of scientific knowledge were to be destroyed, and only one 

sentence passed on to the next generations of creatures, what statement would contain the most 

information in the fewest words? I believe it is the atomic hypothesis (or the atomic fact, or 

whatever you wish to call it) that all things are made of atoms …” (quotes from 1. Atoms in 

Motion, Feynman Lecture on Physics). Many characteristics of plasmas can also be understood 

in terms of atomic and molecular processes taking place in the plasmas. More specifically, 

electronic, atomic, and photonic collision processes and radiative transitions play a decisive

role for atomic and molecular abundance, photon emission and absorption properties, and 

energy balance of plasmas. Emission and absorption line spectra of atoms and molecules give 

a precise measure of temperature, densities, constituent species, etc, of fusion and astronomical 

plasmas. It is, therefore, obvious that constant communications of researchers of atomic and 

molecular processes and plasma research are important for further development in applications 

of atomic and molecular data to plasma researches. New knowledge in atomic physics offers 

novel ideas to understand plasma behaviors. Collaboration with plasma researchers creates new 

applications and researches of atomic and molecular processes in plasmas. The seminar series 

of Atomic and Molecular Processes in Plasma (AMPP) has been offering a unique 

interdisciplinary meeting for researchers of atomic and molecular processes and plasma 

research in Japan, China, and Korea to discuss about these issues.

The 7th Japan-China-Korea Joint Seminar on Atomic and Molecular Processes in Plasma 

(AMPP2018) was held on July 24 – 26, 2018 at Institute of Plasma Physics in Hefei, China, as

one of the activities of Post Japan-China Core University Program, JSPS-NSFC-NRF A3 

Foresight Program in the field of Plasma Physics “Study on Critical Physics Issues Specific to 

Steady State Sustainment of High-Performance Plasmas”, and the NINS program of Promoting 

Research by Networking among Institutions (Grant Number 01411702). This seminar is the 

extension of the last six seminars that were held in 2004 in Lanzhou, China, in 2007 in 

Dunhuang, China, in 2009 in Xi’an, China, in 2012 in Lanzhou, China, in 2014 in Lanzhou, 

China, and in 2016 in Chengdu, China. Topics of AMPP2018 cover spectroscopic properties of 

impurity ions in fusion plasmas, plasma-wall interactions, diagnostics of laser induced plasmas, 

highly charged ion physics, atomic and molecular collision dynamics, plasma simulation and 

diagnostics, and application of statistical methods to atomic data evaluation. In the seminar, 

there were 34 oral talks (including 5 talks by phD students). A poster session was also organized. 

The total number of registered participants was 100 (89 from China, 10 from Japan, and 1 from 



Korea). The present issue of the proceedings has collected 12 papers from the delegates of the 

seminar. The present issue includes abstracts of all presentations in the seminar, the scientific 

program, and the list of participants.

On behalf of the organizing committee, we would like to express our sincerest thanks to

all the participants who made active contributions not only in the formal presentations but also 

in the fruitful discussions. We would like to acknowledge everybody who devoted very hard 

work for preparing the seminar. Finally, we would like to acknowledge the administrative as 

well as the financial supports from Institute of Plasma Physics, CAS and National Institute for

Fusion Science.

Ling Zhang

Institute of Plasma Physics, CAS, Hefei, China

Xiaobin Ding

Northwest Normal University, Lanzhou, China

Daiji Kato

National Institute for Fusion Science, Toki, Japan
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Soft X-ray emissions from inner-shell excited Li-like ions in charge transfer 
collisions of meta-stable He-like ions with neutral gases 

 
Hajime Tanuma* and Naoki Numadate 

 
Department of Physics, Tokyo Metropolitan University, Hachioji, Tokyo 192-0397, Japan 

 

Abstract 

We show soft X-ray emission spectra in collisions of He-like C, N, and O ions with neutral gases. 

Emissions are identified as transitions from doubly excited (inner-shell excited) Li-like ions produced in 

collisions of meta-stable He-like. Comparison with previous works and some discussion is given. 

 

1. Introduction 

In Tokyo Metropolitan University, we have performed ion-beam collision experiments using a 14.25 GHz 

ECR (electron cyclotron resonance) ion source which produces a plasma of temperature about 106 K. When 

we measured soft x-ray emissions in the collisions of helium-like O ions, O6+, with helium gas, we observed 

high energy photons of 560 and 630 eV by using of a silicon drift detector (SDD) accidentally. Since the 

ionization potential energy of O5+, which is produced in charge transfer reaction in the O6+ - He collisions, is 

138 eV, we can say that these high energy emission is not due to singly excited O5+ (1s2nl) ions.  

Therefore, we consider that the emissions from 1s2snl states produced in charge transfer collisions of 

helium-like ions in the meta-stable triplet states, 1s2s 3S1, were observed in our experiments. As it is well-

known that the helium-like ion beam produced with an ECR ion source is a mixture of the ground state and 

the long-lived excited state and has few percent of the meta-stable state, the formation of 1s2snl states might 

be possible. However, the most probable decay process of the inner-shell excited state is usually Auger 

electron emission, and the radiative emission is not strongly expectable.  

We have looked for the previous similar studies in the literature, and we found a series of experiments 

in Grenoble, France, using C4+, N5+, and O6+ ions [1, 2, 3]. In these experiments, the results with He and H2 

target gases were reported. Then we have performed the experiments with same three kinds of helium-like 

ions and various gas targets in this work. 

 

2. Experiments 

Multiply charged ions produced with this ion source were extracted with an electric potential of 15 kV 

and the charge-state of the ions was selected by using a double-focusing dipole magnet. The ion beam with 

a single charge state was introduced into a collision cell filled with a target gas, and photon emissions from 

the collision cell in an EUV (extreme ultra-violet) region were observed with a compact grazing-incident 

spectrometer equipped with a gold-plated cylindrical mirror for light condensing and a variable-line-spacing 

(ca. 1200~lines/mm) grating. A CCD (charge coupled device) camera with a Peltier cooling system was 

                                                   
* Corresponding author’s email: tanuma-hajime@tmu.ac.jp 
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installed in the spectrometer. Target gas pressures in a gas 

cell was around 1x10-2 Pa, and not only single collisions 

but also double collisions might happen. Typical ion beam 

current which had been monitored at the end section of a 

beam line was 1 µA. 

 

3. Results and Discussion 

Figure 1 show soft X-ray emission spectra in 

collisions of 60 keV C4+ ion beam with He, Ar, N2, Xe, 

and O2 target gases. The spectrum in the C4+ - He system 

is quite similar to the previous measurement [1]. The weak 

peak around 3.7 nm correspond to the 1s-3p transition 

between 1s22s 2S and 1s2s3p 2P states, and the strong peak 

around 4.5 nm might be due to the 1s-2p transition 

between 1s22s 2S and 1s2s2p 2P states. The identification 

of these transition is confirmed by the comparison with 

the theoretical calculations [4, 5]. 

In the spectra of Ar and N2 targets, the 1s-3p peak is 

prominent, and the 1s-2p peak splits to the emissions from 

the 1s2s3p 2P and 1s2s3p 4P states. Ar and N2 have very 

similar ionization potentials of 15.76 and 15.60 eV, 

respectively. It is well known that the cross sections and 

excited state distribution after the collisions of multiply 

charged ions with neutral atoms/molecules depend on the 

ionization potential of targets. Therefore it is quite 

reasonable that spectra of Ar and N2 targets are very 

similar each other.  

Since Xe and O2 have very similar ionization 

potentials of 12.13 and 12.30 eV, respectively, we expected 

that the spectra with both targets might be similar. 

However, as shown in figure 1, two spectra are 

significantly different. The reason of this finding is not understood yet. But, Xe is a very heavy atom and 

strong spin-orbit interaction might be expected. Therefor this fact might be related to the charge transfer 

mechanism involving spin-orbit interaction. 

The soft X-ray spectra measured in the collisions of N5+ ions with five different target gases are shown 

in figure 2. In these spectra, not only the 1st diffraction by a grating but also the 2nd order diffraction which 

appear at the position of two-times longer wavelengths are observed at the same time. As can be seen in these 

spectra, the 2nd order diffraction provides us better energy resolution, and it is much useful in our 

measurements. In the He target case, the 1s-3p transition has about half intensity of the 1s-2p transitions. But 
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Figure 1. Soft X-ray spectra observed in 

collisions of C4+ ions with five kinds of 

target gases. 
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in other targets, the intensity of 1s-3p transitions are 

much smaller than the 1s-2p ones. In the 1s-2p transitions, 

the 1s22s 2S- 1s2s3p 4P is always stronger than the 1s22s 
2S- 1s2s3p 2P. Concerning to the target dependence of the 

emission spectra, Ar and N2 targets show almost same 

spectra, and Xe and O2 targets have significant difference 

in the relative intensity of 1s-3p transitions, namely a 

very weak 1s-3p line observed only in collisions of N5+ 

with Xe. According to the classical over the barrier model, 

the dominant principal quantum number of captured 

electron orbital must be four in the cases of Xe and O2 

targets. Therefore the missing of 1s-3p transition means 

the dominant state produced in the single electron capture 

is 4p or 4f states, and the population of 3p state created 

by the cascade processes might be very small. The reason 

why only Xe target shows different behavior might be 

due to the strong spin-orbit interaction in the heavy 

element atom. 

 Figure 3 shows the soft X-ray emission spectra in the 

collisions of O6+ ions with five different target gases. 

Here also the 2nd order diffraction has observed with the 

1st order ones. The 1s-3p transition was observed only in 

the case of He target. And the spectra with Ar, N2, and O2 

targets are almost same, but that with Xe show a peak 

corresponding to the 1s22s 2S- 1s2s3p 2P transition. This 

target dependence also might be related to the strong 

spin-orbit interaction in the heavy element atom Xe. 

 

4. Possible Application 

 In the dense target gas, double and more multiple 

collisions of projectile ions with gas atoms/molecules will occur very frequently. Bare and hydrogen-like 

ions will become metastable helium-like ions and also inner-shell excited lithium-like ions. Since a few 

fraction of bare and hydrogen-like ions are contained in the solar wind, the soft X-ray emissions which are 

discussed in this work might be observed in the atmosphere of planets. Therefore the soft X-ray emissions 

from the inner-shell excited lithium-like ions will be a new tool for the spectroscopic analysis of the planet 

atmosphere by a X-ray observatory satellite. 

 

5. Outlook 

 In this work, the resolution of the EUV spectrometer was about 0.1 nm. But, when we optimize the 
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Figure 2. Soft X-ray spectra observed in 

collisions of N5+ ions with five kinds of target 

gases. 
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alignment and a slit width, the resolution of 0.02 nm might 

be achieved. In the preliminary high resolution 

measurement with long exposure time give much more 

narrow and weak lines. In these measurements, not only 

single electron capture but also transfer excitation, which 

produce 1s2p3l states, and two-electron one-photon 

processes, for example the transition of 1s23s 2S - 

1s2s(3S)4p, were observed. These new results will be 

submitted to a journal soon [6]. 
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Theoretical investigation of resonant multiple Auger processes  
of core-excited Ar 2p-1 

3/24s 
 

Yulong Ma1, Zhenqi Liu1, Fuyang Zhou2 and Yizhi Qu1* 
 

1School of Optoelectronics, University of Chinese Academy of Sciences, Beijing 100049, China 
2Data Center for High Energy Density Physics, Institute of Applied Physics and Computational 

Mathematics, Beijing 100088, China 

 

Abstract 

 The resonant single, double, triple and quadruple Auger decays of the core-excited Ar 2p -1 
3/24s are 

investigated using the multistep approaches, i.e., the cascade, knock-out and shake-off mechanisms within 

the framework of many-body perturbation theory. The calculated ion yields (in percentages) of Ar+ : Ar2+ : 

Ar3+ : Ar4+ = 65.3 : 31.0 : 3.6 : 0.09 are in agreement with the recent experimental values of 69 : 28 : 3 : 0.03 

[Y. Hikosaka et al., Phys. Rev. A 89, 023410 (2014)] and 66 : 30 : 4 : 0.2 [J. A. R. Samson et al., Phys. Rev. 

A 54, 2099 (1996)]. Furthermore, the Auger electron spectra are obtained, which are consistent with the 

experimental measurements. In the direct processes, the spectator processes are essential for the populations 

of final states, while the participator processes become dominant as the number of emitted Auger electrons 

increases. Besides, the shake processes also affect significantly the final states for the direct processes. 

 

1. Introduction 

 Resonant multiple Auger (RMA) decays of a core-excited state produced by exciting an inner-shell 

electron to a Rydberg orbital, may emit one, two and even more Auger electrons. The RMA decay is one of 

the important relax processes for the inner-shell excited atom upon radiationless decays, which results from 

the many-electron Coulomb interaction. Therefore, investigations of such processes could give important 

information on electron correlation effects and many-body problems in atomic processes [1,2]. As the high-

order process, RMA decay is forbidden within the independent particle model and, hence, it is a good 

candidate for testing the theoretical models that incorporate electron correlations in such process. 

In the resonant Auger decay, the Rydberg electron can: (i) remain in its orbital as a spectator, (ii) take 

part in the Auger process, (iii) be shaken up to a higher, or shaken down to a lower orbital, which refer to as 

spectator, participator and shake processes, respectively. These processes from Ar 2p-1 
3/24s can be represented 

as follows: 

2p-1 
3/23s23p64s → 2p6(3s3p)7-q4s + qe-   (spectator process)                (1) 

2p-1 
3/23s23p64s → 2p6(3s3p)8-q + qe-   (participator process)                (2) 

2p-1 
3/23s23p64s → 2p6(3s3p)7-qnl+ qe- (nl  4s)    (shake process)          (3) 

where q=1, 2,3 and 4 correspond the resonant single Auger (RSA), resonant double Auger (RDA), resonant 

triple Auger (RTA) and resonant quadruple Auger (RQA) decays, respectively. 

                                                   
* Corresponding author’s email: yzqu@ucas.edu.cn 
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In this paper, we present the theoretical study of the RMA decays for the Ar atom with a 2p3/2 hole 

following the resonant 2p3/2 → 4s photoexcitation. In particular, the spectator, participator and shake 

processes are explored for the populations of the final states. In order to obtain the Auger rates, the multistep 

approaches, i.e., cascade, knock-out (KO) and shake-off (SO) mechanisms [3] are employed. According to 

the Auger rates, we are able to present the Auger spectra and final ion yields, which are consistent with the 

experimental data [4]. 

2. Theory 

The RSA rate can be expressed as [5] 

2
1, ;

N
SA
if f T T i

p q pq

A J M
r

,                      (4) 

where i  represents the initial autoionizing state and + , ;f T TJ M   is the final ionic state +
f  

plus a continuum Auger electron with the relativistic angular quantum number κ. JT and MT are the total 

angular momentum and magnetic quantum number of the final state, respectively. 

The direct RDA rate can be obtained by the KO and SO [3], which are expressed as  
(KO)

0( )DDA SA
if im mf

m
A A ,                             (5) 

2(SO) 2+ +;DDA SA
if im f T T m

m

A A J M ,                       (6) 

respectively. Here SA
imA  is the RSA rate for the initial state Ar 2p-1 

3/24s to the intermediate Ar+ states. Ωβγ(ε0) is 

the collision strength of the inelastic scattering by the “intermediate” Auger electron with energy ε0 from the 

primary RSA process, and the matrix element 2 ;f T T mJ M  represents the overlap integral between 

the intermediate state Ar+ and final ionic state Ar2+ with the second Auger electron.  

In the cascade RDA decay, the initial state Ar 2p-1 
3/24s can undergo a RSA decay to an intermediate 

autoionizing state Ar*+, and then decay further to final Ar2+ states via the emission of another electron 

Ar 2p-1 
3/24s  Ar*+ + e-  Ar2+ + 2e-.              (7) 

Then the cascade RDA rate can be obtained from 
1CDA SA SA

if im mf m
m

A A A ,                           (8) 

where SA
imA  and SA

mfA  are the single Auger rate for the first and second steps of the cascade RDA decay, 

respectively.  is the total width of the intermediate state Ar*+. 

We propose a multistep approach to deal with the direct RTA decay with the KO mechanism. Additional 

contribution of the SO mechanism is neglected as this mechanism could be rather weak for the Auger electron 

energies below 200 eV, which was also illustrated in our previous work for C 1s-1 [6] and Ne 1s-1 [7]. In our 

approach, the direct RTA decay are decomposed into a sequence of the direct RDA process and the inelastic 

6
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scattering process within the KO mechanism: 

Ar 2p-1 
3/24s  Ar2+ + 2e-  Ar3+ + 3e-,                     (9) 

and, hence, the corresponding direct RTA rate can be obtained from the expression, 

0
( ) ( )dimEDTA DDA

if im im mf
m

A A ,                       (10) 

where DDA
imA  is the direct RDA rate from the initial state Ar 2p-1 

3/24s to the intermediate state of Ar2+ ion, 

which emits simultaneously two outgoing continuum electrons sharing the continuously distributed energy 

of Eim = Ei – Em, where Ei and Em are the energies of the initial state Ar 2p-1 
3/24s and intermediate Ar2+ state, 

respectively. is the collision strength of inelastic scattering off a bound electron of the intermediate 

Ar2+ ion by two “intermediate” Auger electrons from the primary direct RDA process. We treat the 

“intermediate” Auger electrons as the incident electron for the inelastic scattering, which has kinetic energy 

range from 0 to Eim with symmetrical U-shape distribution [8]. In order to simulate the energy distribution 

, the single energy differential cross section calculated by the binary-encounter model [9] are used. 

In the cascade RTA decay, three Auger electrons are emitted in a stepwise manner through the creation 

and decay of intermediate autoionizing states. Based on our test calculations, the important cascade process 

Ar 2p-1 
3/24s  Ar*2+ + 2e-  Ar3+ + 3e-           (11) 

is considered, in which the final states Ar3+ are attribute to a primary direct RDA decay to an intermediate 

autoionizing states Ar*2+ lying above Ar3+ threshold with a subsequent autoionization. Then the cascade RTA 

rate can be obtained with 
1CTA DDA SA

if im mf m
m

A A A ,                          (12) 

here DDA
imA is the direct RDA rate of the initial state Ar 2p-1 

3/24s to the intermediate autoionizing state Ar*2+, and

SA
mfA  represents the rate of further autoionization from the Ar*2+ states to the final state Ar3+. m is the total 

width of the intermediate state Ar*2+. 

 The direct and cascade processes are also considered for the RQA decay. Similarly to the direct RTA 

decay, the direct RQA decay is decomposed into a primary direct RTA decay and a subsequent KO mechanism 

Ar 2p-1 
3/24s  Ar3+ + 3e-  Ar4+ + 4e-.               (13) 

Besides, the cascade process 

Ar 2p-1 
3/24s  Ar*3+ + 3e-  Ar4+ + 4e-,           (14) 

is considered, which results from that primary three electrons are emitted simultaneously in the primary direct 

RTA decay populating into intermediate autoionizing states Ar*3+ with a further autoionization. 

In this work, the rates of the RSA decay were calculated using the AUGER component of the RATIP 

package [10], based on the MCDF method that is implemented in the GRASP2K program [11]. The 

autoionizing rates and collision ionization strengths as well as the overlap integrals were obtained using the 

flexible atomic code (FAC) [5] with some modifications [6,7]. 

3. Results 

7
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The calculated ion yields of Ar+, Ar2+, Ar3+ and Ar4+ ions produced by the RSA, RDA, RTA and RQA 

decays, respectively, of the Ar 2p-1 
3/24s including the cascade and direct processes are summarized in Table 1 

and in agreement with the available experimental values [4,12]. Our results imply that the contributions of 

the direct process become dominant with the increase of the number of emitted Auger electrons, as observed 

in the experiment [4]. 

 

Table 1. Ion yields (in percentages) produced by the resonant single, double, triple and quadruple Auger 

decays represented by the RSA, RDA, RTA and RQA, respectively, of the Ar 2p-1 
3/24s. The calculated ion yields 

in the fifth column with the inclusions of the cascade and direct processes are compared with experimental 

data [4,12]. 

Ions Decays 
This work Expt. 

Cascade Direct Total Ref. [4] Ref. [12] 

Ar+ RSA - - 65.3 69 66 

Ar2+ RDA 20.4 10.6 31.0 28 30 

Ar3+ RTA 1.2 2.4 3.6 3 4 

Ar4+ RQA 0.01 0.08 0.09 0.03 0.2 

 

The RMA spectra including the cascade and direct processes are presented in Figs. 1-4, which were 

obtained by convolving the Auger rates with Gaussian profile considering the energy resolving power E⁄∆E 

= 60 of the apparatus in Ref. [4]. It is found that calculated spectra agree with the experimental spectra 

obtained by multielectron coincidence spectroscopy [4]. The possible transitions with rates are indicated by 

the solid vertical lines below the plots, where the colors correspond to the configurations of the final ion that 

are associated with the spectator (4s orbital), participator (only 3s and 3p orbitals), shake-down (3d orbital) 

and shake-up (5s orbital) processes. In Fig. 1, the contributions of 3s23p44s are most important due to the 

spectator process for the RSA decay. The shake-down (3s23p43d) and shake-up (3s23p45s and 3s3p55s) give 

rise to other peaks of the RSA spectra. For the direct RDA decay in Fig. 2(a), the spectator processes are 

predominant, while the contributions of the participator processes become more important for the total RDA 

in Fig. 2(b) with the inclusion of the cascade and direct processes. Our results reveal that the cascade process 

is dominant and the contribution is determined to be 66% of the total RDA decay, which is consistent with 

the experimental estimation of ~60% [4]. The shake processes also affect significantly the populations of 

final states for the RDA decay. In Fig 3(a), the participator process forming the 3s23p3 states is more favored 

than the spectator process forming the 3s23p24s states. This indicates that the participator process becomes 

important for direct RTA, compared to direct RDA discussed above. For the total RTA decay in Fig. 3(b), the 

calculated direct RTA decay is dominant accounting for 67% of the total RTA decay, which agrees with 

experimental estimation of ~60% [4]. This is contrary to the total RDA decay, where the formations of the 

Ar2+ states are more favored by the cascade process than direct one. In the total RTA decay, the states 

belonging to the configuration 3s23p3 are most populated and, hence, the participator process forming the 

configurations 3s23p3 and 3s3p4 is dominant. Finally, the total RQA decay spectra are displayed in Fig. 4. 
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According our calculations, the contribution of the direct process is far greater than that of the cascade ones. 

The participator process forming the states of the configurations 3s23p2 and 3s3p3 is favored, and the 

contributions of the spectator and shake processes are small. 

 

 

 
Fig. 1 Theoretical and experimental [4] resonant single Auger electron spectra of the Ar 2p-1 

3/24s. The 

vertical solid lines below the plots indicate the possible transitions, where the colors correspond to 

different final-state configurations that are associated with the spectator (4s orbital), participator (only 3s 

and 3p orbitals), shake-down (3d orbital) and shake-up (5s orbital) processes. The theoretical spectra was 

shifted 1.8 eV toward low kinetic energies. 

 
Fig. 2 Same as Fig. 1, but for (a) the direct and (b) total resonant double Auger decay including the 

cascade and direct processes. 

 

 
Fig. 3 Same as Fig. 1, but for (a) the direct and (b) total resonant triple Auger decay. 
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4. Conclusion 

The RSA, RDA, RTA and RQA decays following the resonant 2p3/2 → 4s photoexcitation in neutral 

argon are investigated theoretically. The final ion yields and Auger electron spectra are obtained according 

to the Auger rates that are evaluated by using multistep approaches, namely, cascade, KO and SO mechanisms 

within the framework of MBPT, which are in general agreement with the experimental measurements [4]. 

The spectator processes are essential for the populations of final states, while the participator processes 

become dominant as the number of emitted Auger electrons increases for the direct processes. Besides, the 

shake processes also responsible for the final states during the RMA decays. 
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Abstract

New calculations of atomic structures for r-process elements in ejecta of binary neutron star coalescence 

have been conducted using HULLAC and GRASP2K codes. The results are compared and used to evaluate 

impact of accuracy in the atomic calculations to opacities of electromagnetic emission from the ejecta. 

Universality and physical properties in complex open f-shell energy level structures of Nd II and Er II are

investigated by coarse-graining methods. The energy level structures are well characterized in terms of 

statistics of the skewed normal distributions.

Keywords: neutron-star merger, r-process element, opacity of bound-bound transition, atomic structure 

calculation, coarse-graining, Kolmogorov-Smirnov test

1. Introduction

Gravitational waves by a binary neutron-star merger (NSM) have been detected on 2017 August 17 

(GW170817 [1]) for the first time. Ejecta of the neutron-star merger are considered to be the cosmic origin 

of heavy elements created by the r-process, the rapid neutron-capture process that makes half of all elements 

heavier than iron. Radioactive decays of the synthesized r-process nuclei in the ejecta cause electromagnetic 

(EM) emission which is called as kilonova. The EM emission from the ejecta is delayed and dimmer if heavy 

r-process elements such as lanthanide and actinide (open f-shell) are abundant in the ejecta. Observed light 

curves of infra-red emission counterpart to GW170817 confirm the existence of some lanthanide contents in 

the ejecta [2]. However, atomic data for lanthanide are far too insufficient in available databases, e.g. NIST 

ASD [3], VALD [4] to make detail analysis of the EM emission. Thus, atomic structure calculations for the 

lanthanide elements are carried out by several research groups [5-9].

We present our atomic structure calculations for the r-process elements using two atomic codes, 

HULLAC [10] and GRASP2K [11], and opacities of bound-bound transitions with the calculated data. It is 

also demonstrated that potential usefulness of statistical analysis for extremely complex atomic structures of 

the lanthanide elements.

                                                   
* Corresponding author’s email: kato.daiji@nifs.ac.jp 
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2. Atomic structure calculations for opacities of bound-bound transitions

In homologous expanding gas, like points on the surface of an inflating balloon, more distant 

ions go away faster, i.e. velocity gradient. Because of this, line radiations from far distant ions are 

more red-shifted. Since the radiations are absorbed in cases that the wavelengths are red-shifted into 

resonance with the adjacent lines, effective opacities of bound-bound transitions in a wavelength 

interval becomes in proportion to densities of strong (optically thick) transitions. Lanthanide 

elements (open f-shell) have enormous bound-bound transitions in infra-red region giving large 

opacities peaking in this wavelength range. This is contrast to iron (open d-shell) which gives smaller 

opacities peaking in the optical range.

For the present atomic structure calculations, two different codes, HULLAC [10] and GRASP2K 

[11] were used. The HULLAC code, which employs a Slater-type parametric potential, is used to 

provide atomic data for many elements while the GRASP2K code, which enables more ab-initio

calculations based on the multi-configuration Dirac-Hartree-Fock (MCDHF) method [12], is used to 

provide benchmark calculations for a few elements. In the HULLAC code calculations, the 

parametric potentials are optimized empirically such that the correct ground-state configuration and 

the lowest energies of low-lying excited-state configurations in agreement with those of NIST 

database are obtained. On the other hand, GRASP2K calculations are conducted by increasing the 

size of active space step-by-step. The GRASP2K calculation with the largest active space includes a 

larger number of configuration state functions than that of corresponding HULLAC calculation.

Therefore, in the results of GRASP2K configuration interactions are more extensively taken into 

account. The Breit interaction and lowest order QED effects are included in both calculations [12].

We compared calculations using two codes and available data in NIST ASD for Nd II-III and Er 

II-III. Agreement between HULLAC and GRASP2K results is reasonably good. However, Er II-III

energy levels of HULLAC are higher than those of GRASP2K, which may be reflecting accuracy of 

the GRASP2K results calculated with more extended configuration interactions. The discrepancy is 

most significant for excited-states of Er III. For Nd II, overall agreement of our calculations with 

NIST data is within 30 % which is slightly better agreement than results of Autostructure code by 

Kasen [2]. Both HULLAC and GRASP2K give the correct ground-state and ordering of excited-state 

energies, except for odd-parity states of Er II. The lowest energy of 4f116s2 excited-state of Er II is 

too high comparing with that of NIST data. It may reflect difficulty in improving electron-electron 

correlation effects evenly between different parity states. Further investigation is ongoing.

The opacities of Nd II-III and Er II-III calculated with transition data of HULLAC and 

GRASP2K codes are compared. The calculations assume the Boltzmann distribution of excited-

state populations with = 1 × 10  g cm , = 5,000 K or 10,000 K, and = 1 day
after the merger. The optical depth of rapidly expanding media is in proportion to oscillator 
strengths multiplied by the populations for lower levels of transitions. As expected from the good 

agreement in the energy levels, both results of the opacities are very similar for Nd. However, 

significant differences are seen in the results for Er as does in the energy levels. GRASP2K 

calculations give larger opacities than those of HULLAC because the populations for the lower levels
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of GRASP2K are larger. This discrepancy is most significant for the case of Er II and reaching to a

factor of about 2 at the peak of the opacity.

3. Statistical properties of atomic structures

It is practically impossible to compare the whole open f-shell energy structures level-by-level due to 

uncertainty in identification of each level and quasi continuum spectra. Effective methods for evaluating such 

complex structures are needed for a better understanding. Coarse-graining methods are useful for

understanding universal natures of complex systems and parametrization of each system. The coarse-graining 

methods have been applied in various fields of science including renormalization group theories [13], kinetic 

models of plasma turbulence [14] and molecular dynamics of complex chemical systems [15].

Figure 1 plots differential statistical-weight distributions for two excited-state configurations of Nd II

binned with the finite energy interval of 0.1 eV. Results of HULLAC and GRASP2K calculations are 

compared with available data in NIST ASD. Although the NIST data are available only at low energies, 

overall profiles of the coarse-grained distributions are apparently in good agreement indicating a universal 

structure behind. It is noted that GRASP2K results in the figure are presented up to the ionization threshold 

of Nd II (10.783 eV). Based on the HULLAC results it is found that the universal structure is well depicted

by the skewed normal distribution using the first three moments, i.e. mean , variance = ( ) ,

and ( ) , of the statistical-weight distribution (see Fig. 1).

 

Fig. 1 Differential statistical-weight distributions of 4f35d2 (upper) and 4f35d6s (lower) configurations. 

Red color stands for NIST ASD, green GRASP2K, and blue HULLAC. The results are binned with the 

energy interval of 0.1 eV. Corresponding skewed normal distribution functions are plotted by purple 

curves.
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= 1 12 3 ,
(1)

where = ( ) and = ( ) (referred to as skewness). The normalization 

constant c is determined such that the integral of the distribution function gives the total statistical-weight 

of the corresponding configuration. In the earlier works [16], the skewed normal distribution has already 

been suggested for statistical-weight distributions of the open f-shell configurations. Signs of the skewness 

parameters are positive for all configurations of Nd II and Er II we have studied. This implies that large 

angular momentum states that possess larger statistical-weights, preferably fall into the lower energy side, 

which is consistent with Hund’s rule as long as LS-coupling scheme is valid. The variances of the normal 

distributions for Er II are larger than those of Nd II, which should be related to that electron-electron 

interaction energies are larger for heavier elements due to orbital shrink in a stronger nuclear attraction force.

Thus, it is encouraging to parametrize complex lanthanide atomic structures in terms of the statistics of the 

skewed normal distribution.

In the last part of the present work, we examine statistical properties of the energy level structures for 

Nd II. The coarse-graining of the energy scale is somewhat ambiguous because we can choose arbitrary 

energy intervals. We may ask alternatively the null hypothesis as “Statistical distributions of energy levels 

obtained by stochastic sampling are the skewed normal distribution”. This is, so to speak, coarse-graining of

our knowledge (information) on the energy level structures. In order to judge the null hypothesis, 

Kolmogorov-Smirnov (KS) test [17], which is a non-parametric statistical test without binning continuous 

valued samples, is applied in this study. The KS test evaluates differences between the two distributions in 

terms of the statistic defined as,

sup| ( ) ( )|,
(2)

where cumulative probability distributions ( ) and ( ) are given for our problems, respectively, as,

( ) = 1 [ , ]( ),
(3)

and

( ) = 1 .
(4)[ , ] is the indicator function defined as,

[ , ]( ) 1, [ , ]0, [ , ].
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(5)

The null hypothesis is accepted if the KS statistic on average is smaller than a critical distance at a level 

of significance. In this study, we use the significance level of 0.05, which means that deviation of normally 

distributed samples over a given ( ) can exceed the critical distance by chance with 5% probability. In 

the Fig. 2, the average values of obtained by performing 1,000 tests for Nd II 4f35d2 are plotted with the 

corresponding critical distances at the significant level of 0.05. The critical distances can be fitted by the 

single curve, 1.34/ . All of the averaged in the figure stay below the critical distances although it is 
approaching to the critical distance at large values. Thus, the null hypothesis is accepted by the present 

KS test for Nd II 4f35d2. By increasing number of sampling , we would acquire knowledge about more 

detailed energy level structures which will not completely be depicted by the skewed normal distribution 

resulting in the averaged exceeding the critical distances.

4. Summary and Outlook

Available atomic data (energy levels, oscillator strengths, etc) for heavy r-process elements in NSM 

ejecta are very limited. New calculations of the atomic data have been conducted using HULLAC and 

GRASP2K codes. Overall agreement in the lowest energies of configurations for Nd II-III and Er II is good. 

However, a significant difference remains for excited-states of Er III; GRASP2K results are in better 

agreement with those of NIST ASD. The lowest energy of 4f116s2 excited-state of Er II is too high comparing 

with that of NIST data. The expansion opacities of Nd II-III and Er II-III obtained with transition data 

calculated using HULLAC and GRASP2K are also in good agreement. The discrepancy is most significant 

for the case of Er II and a factor of about 2 at the peak of the opacity. Extended GRASP2K calculations,

 
Fig. 2 KS statistic as a function of the number of sampling for 4f35d2 configuration. Solid squares are 

values averaged over 1,000 tests for each and open circles the critical distances at the significant 

level of 0.05. The dotted line is the fitted critical distance curve, 1.34 .
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uncertainty quantification of the atomic data, and more detailed analysis on opacities obtained with the data 

are ongoing focusing on Nd II-IV [18].

Coarse-graining methods are applied to elucidate the universal structure in complex energy level

structures of lanthanide elements. The differential statistical-weight distributions binned with a finite energy 

interval are well depicted by the skewed normal distribution. Physical properties in the energy level structures

can be characterized in terms of the statistics. The skewness of the distributions for Nd II and Er II shows 

that their energy level structures are consistent with Hund’s rule. Kolmogorov-Smirnov test is applied to 

judge whether stochastic sampling of the energy levels leads to the heuristic skewed normal distribution. This

null hypothesis is accepted for Nd II 4f35d2 at the significant level of 0.05 as long as the number of sampling 

is not too large.

Acknowledgements

This research was partly supported by JSPS Bilateral Joint Research Project, and the NINS 

program for cross-disciplinary science study. DK is grateful to the support by NINS program of Promoting 

Research by Networking among Institutions (Grant Number 01411702). GG is grateful to NIFS visiting 

professorship (7 May – 7 June, 2018).

References

[1] Abbott B P, Abbott R, Abbott T D et al 2017 Phys. Rev. Lett. 119 161101

[2] e.g. Utsumi Y, Tanaka M, Tominaga N et al 2017 PASJ 69 101

[3] Kramida A, Ralchenko Y, Reader J et al 2015 NIST Atomic Spectra Database (ver. 5.3) (Gaithersburg, 

MD: National Institute of Standards and Technology) http://physics.nist.gov/asd

[4] Vienna Atomic Line Database (Uppsala University, the Institute of Astronomy RAS in Moscow, and the 

University of Vienna)

[5] Kasen D, Badnell N R, and Barnes J 2013 ApJ 774 25

[6] Fontes C J, Fryer C L, Hungerford A L et al 2017 arXiv:1702.02990

[7] Wollaeger R T, Korobkin O, Fontes C J et al 2017 arXiv:1705.07084

[8] Kasen D, Metzger B, Barnes J et al 2017 Nature 551 80

[9] Tanaka M, Kato D, Gaigalas G et al 2018 ApJ 852 109

[10] Bar-Shalom A, Klapisch M, and Oreg J 2001 J. Quant. Spectrosc. Radiat. Trans. 71 169

[11 et al 2013 Comput. Phys. Commun. 184 2197

[12] Fischer C F, Godefroid M, Brage T et al 2016 J. Phys. B: At. Mol. Opt. Phys. 49 182004

[13] Wilson K G and Kogut J 1974 Phys. Reports 12C 75

[14] Chen Y and Parker S E 2007 Phys. Plasmas 14 082301

[15] Kmiecik S, Gront D, Kolinski M et al 2016 Chem. Rev. 116 7898

[16] Cowan R D 1981 The Theory of Atomic Structure and Spectra (Univ. California Press, Berkeley)

[17] Press W H, Teukolsky S A, Vetterling W T et al 1992 Numerical Recipes in FORTRAN, 14. Statistical 

Description of Data (Cambridge University Press 1986, 1992)

[18] Gaigalas G, Kato D, Rynkun P et al 2019 ApJS 240 29

16



- 1 - 
 

Estimation of photon emission coefficients in tungsten UTA transitions         
using LHD plasmas 

 
S. MORITA1,2, Y. LIU2, I. MURAKAMI1,2, T. OISHI1,2, M. GOTO1,2 

 
1National Institute for Fusion Science, Toki 509-5292, Gifu, Japan 

2The Graduate University for Advanced Studies (SOKENDAI), Toki 509-5292, Gifu, Japan 

 

Abstract 

  EUV spectra of tungsten UTA in 15-70 Å has been studied in LHD by injecting tungsten pellet.  

Radial profiles of the UTA line are measured with a space-resolved EUV spectrometer.  Density of the 

W24+, W25+ and W26+ ions is evaluated from the radial profile measured at specified wavelength intervals of 

32.16-33.32, 30.69-31.71 and 29.47-30.47Å.  In order to evaluate the ion density, a photon emission 

coefficient for the W24+, W25+ and W26+ ions is calculated using a collisional-radiative (CR) model.  The 

tungsten density profile of W24+, W25+ and W26+ ions is obtained from the local emissivity profile and the 

photon emission coefficient in addition to the temperature and density profiles.  A total tungsten ion 

density, nW, near ρ = 0.7 where the W24+ ion locates is also estimated from the W24+ ion density with 

fractional abundance in ionization equilibrium calculated with ADAS code.  The value of nW evaluated 

from the present CR model seems to be large, when it is compared with nW estimated from the number of 

tungsten particles injected by the pellet.  Discussions are made with the nW evaluated from the photon 

emission coefficient in CL version of ADAS code. 

 

1. Introduction 

 Since the edge electron temperature of ITER plasmas is estimated to range in 0.2  Te  4 keV, 

pseudo-continuum tungsten spectra called unresolved transition array (UTA) [1] emitted at EUV 

wavelength ranges of 18-33 Å and 44-64 Å are very important for studying the edge tungsten behavior in 

ITER [2].  In LHD, the electron temperature of neutral-beam heated plasmas typically ranges in 1-4 keV 

and has a similar temperature range to the edge plasma of ITER.  A spectral structure of the UTA has been 

studied by analyzing an electron temperature dependence of the UTA line intensity at each wavelength 

interval and measuring the peak position of radial profiles of the UTA line.  As a result, it has been found 

that the tungsten UTA line at wavelength intervals of 32.16-33.32 Å, 30.69-31.71 Å and 29.47-30.47 Å is 

composed of a single ionization stage of W24+, W25+ and W26+, respectively [3].   

 In the present study, the tungsten ion density is evaluated as the first attempt based on the previous 

study on the tungsten UTA line.  A vertical intensity profile of the UTA line is measured for the W24+, 

W25+ and W26+ ions at wavelength intervals mentioned above.  A photon emission coefficient (PEC) is 

calculated with a collisional-radiative (CR) model developed for the UTA spectrum analysis in which two 

effects of inner-shell excitation and configuration interaction are newly considered [4].  The tungsten ion 

density can be thus evaluated from the local emissivity profile and photon emission coefficient in addition 

to the electron temperature and density profiles measured with high accuracy.  A total tungsten density can 
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be estimated from the analyzed W24+ ion density profile with PEC.  The total tungsten densities analyzed 

from CR-model and ADAS code are compared with that estimated from injected tungsten pellet size. 

 

2. Tungsten UTA spectrum 

The tungsten spectrum in the wavelength range of 18-36 Å is measured with EUV_Short spectrometer 

after the pellet injection, as shown in Fig. 1.  The ionization stage of UTA lines in each peak group is 

estimated by referring the previous work from CoBIT [5] and plasma device.  As shown in the figure, the 

tungsten UTA spectrum is composed of many ionization stages of tungsten ions, e.g. from W24+ to W33+ in 

the present spectrum.  These UTA lines are basically formed by four transitions of 6g-4f, 5g-4f, 5f-4d and 

5g-4f.  In our previous work [3], the UTA line at wavelength intervals of 27.20-27.62 Å, 28.38-28.70 Å, 

29.36-30.47 Å, 30.69-31.71 Å and 32.16-33.32 Å indicated with hatched regions is found to be composed 

of a single ionization stage of W28+, W27+, W26+, W25+ and W24+, respectively.  In the present study, three 

UTA lines at 29.36-30.47 Å, 30.69-31.71 Å and 32.16-33.32 Å are used to evaluate the tungsten density 

profiles of W26+, W25+ and W24+ ions, respectively.    

 

 

 

 

 

 

 

 

 

 

 

3. Tungsten density profile of W24+ ions 

 Total photon emission coefficients of W24+, W25+ and W26+ at wavelength intervals of 32.16-33.32, 

30.69-31.71 and 29.47-30.47 Å are calculated with CR model developed for analysis of the tungsten UTA 

spectrum [4].  In the CR model, principal quantum number up to n = 7 and 11753, 13772 and 7515 

J-resolved fine-structure levels are taken into account for W24+, W25+ and W26+ ions, respectively, and 19-27 

electron configurations are considered for one ion.  Effects of inner-shell excitation and configuration 

interaction are also considered in addition to general atomic processes.  The PEC at each wavelength 

interval then includes a lot of transitions.  In practice, there are more than 100 thousands emission lines at 

each wavelength interval.   

 The result of the modeling is plotted in Fig. 2(a).  The PEC is approximately constant at Te  0.8 keV, 

while it is greatly sensitive to the electron temperature at Te  0.4 keV.  Since the tungsten ions always 

stay at a fixed narrow temperature window, the emission intensity is not so sensitive to the central electron 

temperature.  In Fig. 2(b), the PEC of W24+, W25+ and W26+ at 32.16-33.32, 30.69-31.71 and 29.47-30.47 

Å is calculated with ADAS code [6] (CL version).  In this version, 28-29 electron configurations are 

Fig. 1  Tungsten UTA spectrum at wavelength range of 18-36 Å.  Shaded area indicates a 

wavelength interval in which UTA emission lines are composed of a single ionization stage. 
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considered, while an energy level splitting among sublevels is not taken into consideration.  The photon 

emission coefficient of the W24+ ion obtained from ADAS code is three times larger than that from the 

present CR model.  A cascade process from higher excited levels and 5g-4f inner-shell excitations may 

enhance the photon emission coefficient in the ADAS code calculation.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Tungsten density profile of W24+ ions 

 The W24+ ion density profiles analyzed with CR-model at different temperatures are shown in Fig. 3(a).  

The W24+ ion density distributes in range of 3-5  109 cm-3.  The density profile of W24+ ions is also 

analyzed using PEC from ADAS code, as shown in Fig. 3(b).  It is obvious that the W24+ ion density from 

CR-model is roughly three times larger than that from ADAS code, reflecting the difference in the PEC.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 Based on the analyzed W24+ ion density profile, the total tungsten density, nw( ), is estimated from an 

equation of the fractional abundance of W24+.  Here, the total tungsten density is estimated only from the 

Fig. 2  Total PEC of W24+ (32.16-33.32 Å: solid line), W25+ (30.69-31.71 Å: dashed line) and W26+ 

(29.47-30.47 : dotted line) calculated with (b) the present CR model and (c) ADAS code. 

Fig. 3. Density profiles of W24+ ions at Te0 = 2.19 (dashed line), 1.95 (solid line) and 1.82 keV 

(dotted line) using PEC calculated with (a) the present CR model and (b) ADAS code.  

(a) 

(b) 
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peak value of W24+ ion profile in the vicinity of  = 0.7.  The result is shown in Fig. 4 for the PEC from 

the present CR model (solid line) and ADAS code (dashed line).  It is shown in the figure that the total 

tungsten density continuously decreases after the tungsten pellet injection at t = 4.3 s, while the reduction 

becomes slower as a function of time. 

 From the profile measurement of EUV line emissions in several tungsten ionization stages, the 

tungsten ion slowly expands in the radial direction toward the plasma center.  The result in Fig. 4 indicates 

such an expansion process.  In the present case the tungsten ion almost completes the expansion at t = 

0.5 s after the pellet injection, i.e., t = 4.8 s in Fig. 4.  If all the tungsten ions are uniformly distributed in 

the LHD plasma, we obtain nW = 4.1 × 109 cm-3 from the number of tungsten particles injected by the pellet.  

The nW from PEC with the present CR model is 3.6 times larger than the nW estimated from the pellet size.  

If it is compared with nW based on PEC from ADAS code, the nW from ADAS code is 1.2 times larger than 

the nW from the pellet size.  At present, however, it is difficult to discuss on the accuracy in the PEC 

because another model in the ADAS code has entirely different values for the PEC due to different number 

of electron configurations in the model.  In addition, the present CR model includes possible all atomic 

processes and J-resolved levels, while the inner-shell excitation of 5g-4f transitions is not accurately 

considered and the dielectric recombination is not included.  We need further efforts for quantitatively and 

accurately understanding the UTA line intensity.  
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Abstract 

 Because of the overlap of the fractional abundance profiles of highly charged W ions, their spectra has 

been observed as a sum of the emission from W ions in many charge states. In this study, we applied one of 

matrix decomposition techniques to the W spectra observed for LHD with electron temperature of 0.5-3.0 

keV. All the observed spectra were expressed with 5 spectral bases, which is much fewer than the number of 

charge states in plasmas expected from the theoretical fractional abundance data. From the comparison with 

the theoretical spectral profiles, we found that this low rank characteristics of the data is caused by the highly 

correlated dynamics of ions in similar charge states. 

 

1. Introduction 

Tungsten (W) was decided as the divertor material of ITER [1]. One concern of the use of W is its high 

radiation loss rate when W contaminates in the plasmas. Understandings of its dynamics from the divertor 

region to the plasma core are essential to establish efficient plasma confinement. Almost only the method to 

estimate the W transport is emission spectroscopy. However, because of the temperature gradient along the 

line of sight and the significant overlaps of the fractional abundance profiles of the W ions [2], the observed 

spectrum  is a sum of the emission lines from W ions in many charge states, 

 

where m indicates the index of the measurement wavelength,  is the spectrum from the W ion in 

charge state q, and  is its coefficient, which is the product of the emission rate and the ion density in each 

charge state along the line of sight. If the exact shape of  is known,  can be determined by 

minimizing . However the exact shape of  is not known yet and 
therefore a theoretical estimate  has been used to fit the observed spectrum. Figure 1(a) shows 

 for q = 25, 26 in 1.2 4.3 nm, which is calculated by a collisional-radiative (CR) model for W 

ions [3, 4]. Figure 1(b) shows observed W spectrum in 1.2 4.3 nm (black points) (the detail will be described 
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later) and the reconstruction result  (blue curve) by using the estimated coefficients. As 

shown in this figure, thanks to the recent accuracy advances,  reconstruct the observed spectra 

well in this wavelength range [3, 4, 5]. However, the observed spectra of some transitions (e.g. 4

 transition of  [3]) have not been represented by the theories. 

On the other hand, the estimation of the coefficient  and the basis  from a lot of data can be 

viewed as a matrix decomposition problem. However, the application to the emission spectrum analysis has 

not been reported yet. In this work, we applied one of the matrix decomposition technique to the W spectra 

observed in LHD for the first time. 

 

 

 

 

 

 

 

 

 

 

 

2. Experiments 

In LHD, the emission observation of highly charged W ions has been performed with W pellet injections [6, 

7]. Figure 2(a) and 2(b) show the temporal development of electron temperature ( ) and density ( ) at 

major radius R = 3.6 m (near the plasma center) measured with the Thomson scattering system [8] for a 

typical W pellet injection experiment. Figure 2(c) and 2(d) show the spatial distributions of  and  as a 

function of effective minor radius . After the pellet injection,  near the plasma center dropped from 3 

keV to 0.5 keV, while  increased from  to 7.0 × . These changes indicate the 

significant contamination of W ions in the plasma during 4.3 8.5 s. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 (a) Theoretical calculation results of emission spectra  (q = 25, 26). (b) The observed W 

spectrum (black point) and the reconstruction result by the conventional analysis (blue curve).  

Fig. 2 (a) The temporal developments of  and  at plasma center (R = 3.6 m) for discharge #121517. 

(b) The spatial distribution of  and  in t = 4.0 s, t =4.75 s and t = 5.5 s for discharge #121517. 
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 The emission was observed in 1.2–7.5 nm wavelength range with 5.0 ×  nm resolution. Figure 3 shows 

the emission spectra observed at t = 4.0 s ( ) (before the W pellet injection) and t = 4.5s ( ), 5.5 s 

( ) (after the pellet injection), where the superscript of y indicates the index of the exposure. After the 

pellet injection, the quasi continuum spectra appeared. The shapes of the spectra changed depending on the 

measurement timings. Since the dominant charge states of W ions are considered to be  in 

this temperature range based on the fractional distribution [2] (later shown in Fig. 8), the spectra are also 

expected from these charge state ions. We repeated the similar experiment for 5 times and the total of the 

observed spectra is 4580. 

 

 

 

 

 

 

 

3. Method 

We consider multiple observed spectra, , , …, , …, . On the 

assumption that the spectral shape of charge state q is common in all observed spectra (i.e., their electron 

temperature and density dependences are small enough), each spectrum can be rewritten as follows. 

 

where  depends on n. The spectral shape difference, which is seen in Fig. 3, indicates the variation of the 

coefficient values. We perform a matrix factorization to the observed spectra in order to find the coefficient 

and the basis matrices that most represent the observed spectral matrix. Since it is yet unclear whether the 

coefficients and bases estimated from the matrix decomposition exactly match  and . We denote 

them as  and , respectively, where i indicates the index of the basis. Figure 4 shows a schematic 

illustration of the matrix decomposition. We use 4580 sets of experimental data for matrix. Because  and 

 should be non-negative, we utilize non-negative matrix factorization (NMF) [9], which constrains 

both two matrix to be non-negative. We estimate  and  by calculating the following optimization. 

 

where  is the distance measure between a and b, a typical example of which is the squared 

error . In this study, we use KL-divergence . We first 
set the random values to and , and repeat the iterative update scheme reported in 
Ref.[9] for 1500 times, which is close enough to the convergence.  
 

Fig. 3 Observed emission spectra ,  and . 
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4. Results 

 We performe the NMF to the observed spectra with several matrix rank I. Figure 5 shows the relation I and 

the loss function defined in Eq. (3). It can be seen from this figure that the error does not greatly improve 

with I  5, although at least  charge states are considered to exist in the plasma. 

 

 

 

 

 

 

 Figure 6(a) shows all the estimated bases with NMF (blue) with I = 5. Figure 6(b) show two results of the 

reconstruction (green, red). The values estimated coefficients for these observations are also indicated in the 

figure. Figure 6(c) shows an expanded view of the reconstruction by our method and the one by using 

theoretical calculation results . The observed spectra are well fitted with I = 5 decomposition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 (a) The bases estimated with I = 5. (b) The reconstruction results with the estimated bases and 

the coefficients. (c) Expanded view of the reconstruction by our method and the one by using the 

theoretical calculation results. 

Fig. 4 The schematic image of NMF. 
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Fig. 5 The relation between I and the loss function  

with the optimized  and . 
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5. Discussion 

Since the observed spectra are well represented by fewer bases than the expected total number of charge 

states in the plasma, the following relation is expected, 

 

where  and  are satisfied, where each spectral bases is written 

as a weighted sum of true emission spectra from several charge states ions. Figure 7(a) shows one of the 

estimated basis  , and four theoretical emission spectra from  for q = 23, 24, 25 and 26. While 

the theoretical emission spectra has one peak for one charge state in 3 4nm, the estimated basis has four 

peaks in this wavelength region. This is consistent to the above relation, where the estimated basis is the 

superposition of multiple true spectra. In order to determine the weight  for i-th basis, we fit the 

superposition of the theoretical profiles to the estimated bases. We estimate  by calculating the following. 

 

where the wavelength range of 1.2 4.3 nm is used for this fit. The results of calculated  are shown in 

Fig. 7(b). The weight estimated basis has large values in similar charge states q. It indicates that the density 

dynamic of the similar charge state ions in plasma are highly correlated.  

 Figure 8(a) shows the fractional abundance for  from [2]. As shown in Fig. 8(a), the electron 

temperature dependence of the fractional abundance for each charge state ion heavily overlaps each other. 

This overlap is consistent to the large correlation of the density dynamics of the similar charge state ions in 

plasmas.  

We note that although the second peak can be seen in Fig. 7(b) around q =31 35 in , 

they may be an artifact due to the inaccurate theoretical calculation used to estimate . 

Figure 8(b) shows the time developments of  and the estimated coefficients .  takes a maximum 

when  ~ 0.5 keV, and becomes smaller as  becomes larger. Since  mainly contains the 

emission from charge states  ions, this behavior is also consistent to the theoretical calculation 

of the fractional abundance, where  ions are dominant in this temperature region. 

 

 

 

 

 

 

 

 

 

 

Fig. 7 (a) One of the estimated bases (green), and three examples of atomic structure calculation results 

(blue, yellow, red). (b) Estimated values of  for each q. 
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 In summary, we applied NMF method into the W observed spectra with the various decomposition rank. 

From the loss function between observed spectra and the reconstruction, 5 spectral bases were enough to 

express the observed spectra, which was smaller than the number of charge states expected from the 

theoretical fractional abundance data. We assumed each estimated basis was the sum of true emission spectra 

from W ions in several charge states. By fitting the superposition of the theoretical W ion profiles to each 

estimated basis, we determined the W ions included in the basis. The basis includes W ions in similar charge 

states, and it suggests the correlation between the densities of W ions in similar charge states in the plasma. 
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Abstract

In order to study the behavior and radial transport of tungsten ions in long-pulse H-mode plasmas, a space-
resolved spectrometer working at 30-520Å has been newly developed to measure a radial profile of the 
tungsten line emission. The radial profiles of tungsten line emissions from W42+ – W45+ ions with 4p-4s and 
4d-4p transitions measured at 45-70Å and 120-140Å are analyzed for the ion density evaluation based on the 
photon emissivity coefficient from ADAS database. The result shows that the densities of W43+ – W45+ ions 
range at 2-6×108cm-3 in steady H-mode discharges with Te(0)=3keV and ne(0)=4×1013cm-3.

1. Introduction

Impurity plays an important role in sufficiently sustaining an original performance of magnetically 
confined fusion plasmas because of the radiation power loss and ion dilution. In particular, the radiation loss in 
the core plasma quickly increases with atomic number of the impurity element.  In ITER, on the other hand, 
tungsten is used as the divertor material instead of carbon. The use of tungsten is also planned in CFETR. In 
order to examine effects of the tungsten divertor on tokamak discharges, several tokamak devices have installed 
the tungsten plasma facing component (PFC), e.g. ASDEX-U [1] and WEST [2] with full tungsten environment,
JET with ITER-like wall [3]. In addition EAST tokamak has been equipped with upper tungsten divertor since 
2014 to improve the heat exhaust capability and to examine the ITER-like divertor configuration [4]. To study 
the tungsten transport in EAST discharges, the tungsten spectra have been measured with fast-time-response 
EUV spectrometers working in wavelength ranges of 10-130Å (EUV_Short) and 20-500Å (EUV_Long) [5] at
time resolution of 5ms. Recently, a space-resolved EUV spectrometer working in 30-520Å (EUV_Long2) has 
been developed to measure a radial profile of the tungsten line emission in long-pulse H-mode discharges with 
high heating power. 

2. The space-resolved EUV spectrometer

In the space-resolved EUV spectrometer newly developed a flat-field focal plane along the wavelength 
dispersion direction, which enables the use of a linear detector such as CCD, is achieved by a laminar VLS
concave holographic grating (Shimadzu 3-002) with an angle of incidence of 87°.  A back-illuminated CCD
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(Andor DO920-BN) with sensitive area of 26.6×6.6mm2 and pixel numbers of 1024×255 (26 26 m2/pixel) is 
used for recording the two-dimensional image. The long axis of CCD is set perpendicular to the horizontal 
wavelength dispersion for the radial profile measurement along the vertical direction, while the short axis of 
CCD is set along the horizontal wavelength dispersion for the spectrum measurement. A stepping motor 
installed on the spectrometer makes possible to move the CCD along the wavelength dispersion on the focal 
plane for the wavelength range selection to be measured. The vertical observation range of the space-resolved 
EUV spectrometer (EUV_Long2) is indicated in Figure 1. The line of sight of the fast-response EUV 
spectrometers (EUV_Long and EUV_Short) is also plotted in Figure 1.

                                

3. Radial profiles of tungsten spectra in H-mode discharges
Figure 2 illustrates typical EUV spectra from EUV_Long observed in RF heated H-mode discharges of 

EAST with heating power of PLHW=2.0-2.5, PICRH=1.2-1.8 and PECRH=0.3MW. The discharges are carried out 
at line-averaged electron density of ne=3.5×1013cm-3, and Te0=3.0-3.5keV. In the spectra the pseudo-continuum 
called unresolved transition array (UTA) is clearly appeared at 40-75 Å as a typical indication of the tungsten 
spectrum. Line emissions from highly ionized ions in high-Z impurities are also observed in the spectra, e.g., 
Ti18+-Ti19+, Cu25+-Cu26+, Mo30+-Mo31+ and W41+-W45+.  The W-UTA (5f-4d, 5p-4d, 6g-4f and 5g-4f transitions) 
composed of W24+-W33+ ions appeared in the wavelength range of 20-40 Å is very weak, while the W-UTA (4f-
4d, 4d-4p and 5d-4f transitions) composed of W24+-W45+ appeared in the wavelength range of 45-70 Å is strong.
The second order of W-UTA near 50Å is also observed near 100Å. Although isolated line emissions from 
highly ionized tungsten ions, e.g., W41+-W45+, can be identified at 120-140Å, the intensity is very weak. Then, 
the tungsten spectrum extended at 45-135 Å is plotted in Figures 3(a)-(c).  As seen in Figure 3, there exist 
many tungsten line emissions in the wavelength range.  Detailed identifications are made for all the tungsten 
line emissions. In order to make the accurate identification of tungsten line emissions, radial profiles of the 
tungsten line are extremely important as described in a previous report [6].

Tow-dimensional images of tungsten line emissions are observed in H-mode discharges as shown in 
Figure 4. Identified line emissions are denoted in right hand of the CCD image. Vertical profiles of tungsten 
line emissions are obtained from the CCD image, as plotted in Figures 5 (a)-(c).  Figure 5 (a) shows the 
vertical profile of tungsten lines from highly ionized tungsten ions existing in the W-UTA, W43+ (4s24p 2P2/1 –

FIGURE 1. Lines of sight (LOSs) of 
EUV_Long2 (blue thin lines) and LOS of
EUV_Long (purple thick line) and EUV_Short
(brown thick line). 

FIGURE 2. Typical EUV spectra observed with EUV_Long
from EAST H-mode discharges in wavelength ranges of (a) 
20-140Å, (b) 140-290Å and (c) 290-500Å.
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4s4p2 2D3/2) at 61.334Å, W44+ (4s2 1S0 – 4s4p (1/2,3/2)1) at 60.93Å and W45+ (4s 2S1/2 – 4p 2P3/2) at 62.336 Å.
Based on the vertical profile of line emissions from W43+-W45+ ions, the ionization stage of other tungsten lines 
can be easily estimated.  Vertical profiles at the wavelength intervals indicated by shaded areas in Figure 3 (a)
are plotted in Figure 5 (b). When we compare the peak position among three radial profiles, each peak locates 
in different radial positions.  Then, we can easily identify that three wavelength intervals of 48.81-49.02 Å,
49.24-49.57 Å and 49.79-50.01 Å arise from W26+, W27+ and W29+, respectively [6]. The ionization stage of 
other tungsten line emissions at the W-UTA in Figure 3 (a) is also determined through the analysis of vertical 
profiles observed from EUV_Long2. 

   

                     

                       

FIGURE 4. Typical two-dimensional CCD images observed 
from H-mode discharges (Te0=2.9-4.0keV and ne~3.5×1019m-3); 
(a) 46.6-76.9 Å, (b) 64.4-98.3 Å, (c) 95.1-134.4 Å

FIGURE 3. Tungsten spectra in different wavelength 
ranges of (a) 43-73 Å, (b) 77-107 Å and (c) 107-137 Å 
in RF heated H-mode discharges (Te0=3.3keV).  

FIGURE 6. Vertical intensity profile of (a) W45+

(62.336Å), W44+ (60.93Å) and W43+ (61.334 Å) in W-
UTA, (b) W26+-W29+, (c) W45+ (126.998 Å), W43+ (126.29 
Å) and W42+ (129.41 Å) and (d) Fe XXIII blended with 
W44+ (132.9 Å), Cu XXVI (111.186 Å), Mo XXXII 
(127.868 Å) and Mo XXXI (116.0 Å) . Data are taken 
from H-mode discharges with Te0=3.3keV ((a) and (b)) and 
2.9keV ((c) and (d)).

FIGURE 5. Radial profiles of (a) chord-integrated line 
intensity and (b) local emissivity of W45+ (62.336Å),
W44+ (60.93Å) and W43+ (61.334Å) and (c) chord-
integrated line intensity and (d) local emissivity of W45+

(126.998 Å), W43+ (126.29 Å) and W42+ (129.41 Å). 
Data are taken from H-mode discharges with Te0=3.3keV 
((a) and (b)) and 2.9keV ((c) and (d)).
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Vertical profiles of isolated line emissions are plotted in Figures 5 (c) and (d).  Figure 5 (c) shows vertical 
profiles of W42+ (4s24p2 3P0 – 4s24p2 1D2) at 129.41Å, W43+ (4s24p 2P1/2 – 4s24p 2P3/2) at 126.29 Å and W45+ (4s
2S1/2 – 4p 2P1/2) at 126.998Å. We notice that the radial profiles are more peaked compared to those in Figure 5
(a) due to the relatively low electron temperature of Te0=2.9keV. Figure 5 (d) shows vertical profiles of other 
heavy impurities, i.e. Cu XXVI (2s2 1S0 - 2s2p 1P1, Ei=2479eV) at 111.186 Å, Mo XXXI (3s2 1S0 - 3s3p 1P1,
Ei=1730eV) at 116.0 Å and Mo XXXII (3s 2S1/2 - 3p 2P3/2, Ei=1791eV) at 127.868 Å and Fe XXIII (2s2 1S0 -
2s2p 1P1, Ei=1950eV) at 132.9 Å. The line emission from Fe XXIII at 132.91 Å is totally overlapped with
W44+ (4s2 1S0 – 4s4p P1/2, Ei=2355eV) at 132.88Å. When we compare the radial profile between inner and outer 
regions near the plasma center, i.e. -10 Z 0cm and 0 Z 10cm, it may suggest an asymmetric profile.  Further 
experiments are necessary to confirm the truth by changing the vertical observation range. 

4. Preliminary analysis of tungsten ion density profile

The chord-integrated intensity of tungsten line at vertical position of Z is calculated by integrating the local 
emissivity along the line of sight of EUV_Long2, l, in the equation ofI (Z) = (Z, l)dl = n (Z, l)PEC (Z, l)n (Z, l)dl ,                        (1)
where I and mean the intensity and local emissivity of line emission from tungsten ions with 
ionization stage of q, and  n and PEC mean the density of  Wq+ ions and photon emissivity coefficient of 
the line emission. Tungsten ion density profile is then analyzed from the vertical profile of tungsten spectral
intensity. Firstly, the spectral intensity measured with spectrometer has to be absolutely calibrated, and then 
the emissivity profile of tungsten line can be calculated from the vertical intensity profile based on Abel 
inversion technique. Finally, the density profile of tungsten ions is obtained with measured Te and ne profiles 
and the PEC data.

The absolute calibration for the space-resolved EUV spectrometer has been excellently carried out at high 
density discharges with ne0=2.2×1014cm-3 in LHD [7, 8]. The EUV bremsstrahlung continuum intensity is
accurately calculated from measured visible bremsstrahlung intensity profile with considering Te profile. The 
calibration factor can be then obtained by comparing the EUV bremsstrahlung intensity profile between 
measurement and calculation. Since the operational density range of EAST is relatively low, e.g. 
ne0=5.5×1013cm-3, the EUV bremsstrahlung intensity from EUV_Long2 is weak due to the relatively low 
throughput compared to EUV_Long. In addition, the visible bremsstrahlung measurement diagnostic in EAST 
has no sufficient profile data. Then, the calibration of EUV_Long2 is only carried out at short wavelength 
range where the EUV bremsstrahlung emission is strong referring the data from EUV_Long from which the 
spectral intensity has been already calibrated [5], e.g. 4×109phs·cm-2·s-1/(counts·s-1) at 62 Å, and 
8.5×109phs·cm-2·s-1/(counts·s-1) at 130Å.  Since the same grating and CCD as LHD are being used in EAST, 
we assume the wavelength dependence of the calibration factor is identical between EAST and LHD.  Thus, the 
vertical intensity profiles are obtained for tungsten line emissions as shown in Figures 6 (a) and (c).  Figure 6
(a) shows the intensity profiles of W45+ at 62.336Å, W44+ at 60.93Å and W43+ at 61.334 Å from H-mode 
plasmas with Te0=3.3keV and Figure 6 (c) shows W45+ at 126.998 Å, W43+ at 126.29 Å and W42+ at 129.41 Å
from H-mode plasmas with Te0=2.9keV.

The local emissivity profiles of tungsten line emissions reconstructed from Figures 6 (a) and (c) are plotted 
in Figures 6(b) and (d), respectively.  The local emissivity of tungsten line emissions at the peak position 
increases with the ionization stage, in particular, in the low-temperature discharge in Figure 6(d).  It is not clear 
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at the moment whether the increase indicates the tungsten accumulation in the H-mode discharge.  Impurity 
transport simulation is necessary for further study.  

In order to evaluate the tungsten ion density, PEC data from open-ADAS (arf40_ic series) is used in the 
present study. Based on Te and ne profiles measured during the H-mode phase shown in Figures 7 (a) and (b),
the density profiles of W43+ and W45+ are obtained. The result is plotted in Figure 8. As a result it is found that 
the density of W43+-W45+ ions distributes in range of 2-6 ×108cm-3 in H-mode discharges of EAST which we 
have analyzed in the present study.

5. Summary
A space-resolved spectrometer working at 30-520Å is newly developed to measure the tungsten emission 

profiles. As a result, vertical profiles from several impurities are successfully observed from H-mode plasmas 
in EAST tokamak.  Vertical profiles of tungsten emissions from W42+ - W45+ ions are also measured at 45-70 Å
and 120-140 Å in high-temperature discharges at Te 2.5keV. The density profile of such highly ionized 
tungsten ions is evaluated from the vertical profile. The preliminary analysis shows that the densities of W43+-
W45+ ions range in 2-6 108cm-3 in H-mode plasmas.  The emission profile measurement by the space-resolve 
spectrometer enables impurity transport study in H-mode discharges of EAST.  In particular, the tungsten 
transport study is crucially important in long pulse H-mode operations of EAST with tungsten divertor.  
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FIGURE 7. Radial profiles of (a) electron 
temperature and (b) electron density.

FIGURE 8. Calculated radial profiles of W45+ and W43+ 

ion density in steady-state H-mode phase in (a) 
Te0=3.3keV and (b) Te0=2.9keV.
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Abstract

We discuss the use of Multi-Configuration (numerical) Dirac-Fock (MCDF) method that is employed 

in General purpose Relativistic Atomic Structure Program (GRASP) family of codes in relation to the 

tactics of obtaining accurate and reliable results. The proper use of spectroscopic and correlation orbitals in 

the calculation is quite important. The proper choice of target states for simultaneous optimization in the 

calculation is also quite important. Several examples have been illustrated for precision calculations of the 

atomic and ionic systems. .

1. Introduction

Accurate and reliable calculations of atomic electronic states and their transition properties are 

indispensable for proper understandings of fusion and other plasmas.  Accurate atomic data may enable us 

to perform precision plasma modeling calculations and help us with precision plasma spectroscopy 

measurements. Quite a deal of efforts has been made for this subject. For a theoretical method based on a 

variational principle, atomic codes such as FAC, HULLAC, Cowan’s code, GRASP family of codes[1], and 

others, have been developed and they are now available. Among them, the GRASP (General purpose 

Relativistic Atomic Structure Program) family of codes[1] provides us with a non-empirical relativistic 

method and is believed that the code gives most reliable result if treated properly. In recent years, an 

elaborate large scale calculation has become feasible using a parallel processing technology to produce a

large amount of numerical values that are usable for plasma analysis.

However, we must be aware that the GRASP family of codes has its own characteristics to be treated 

carefully. The method is based on a variational principle with a positive indefinite Hamiltonian; we cannot 

avoid the possibility of variational collapse in the procedure of self-consistent iteration. And, furthermore, 

in cases of excited state calculations, similar collapse may occur due to the possible inaccuracies of 

numerical procedure. The atomic orbitals are restricted to the L2 normalizable functions, which causes the 

introduction of correlation functions in the MCDF procedure. They are sometimes quite unphysical. We 

must take care of those functions carefully as to behave properly if we want to calculate the excited states.

In this report, we discuss possible tactics to minimize the errors in GRASP calculations showing several 

examples that may give undesired results.

2. Characteristics of MCDF method

Based on the independent particle model, we introduce a CSF (Configuration State Function)  for the 
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-electron system in terms of the product of single electron atomic orbitals. That is =  ( ) ,                           (1)
where, is a single electron atomic orbital with quantum number and is the position of the i’th 

electron. The CSF may be adjusted as to satisfy the constraint such as parity or Pauli’s principle. The 

MCDF method requires the introduction of an ASF (Atomic State Function) . That is=  , (2)

where, are the expansion coefficients, is the number of CSF’s in the ASF. The set of atomic 

orbitals { } and the state vector are the target of optimization under the following variational 

condition. | | = 0,                                       (3)
where, is the Dirac-Coulomb Hamiltonian of the atomic system. The GRASP family of codes treats 

also Breit interaction and a part of QED corrections to produce better results by means of perturbation.

The MCDF method is based on a variational principle. If the problem is solved properly, an excited state 

atomic state function does not contain any lower lying configuration state functions, in other words, the 

excited state can be expanded in terms of only the configurations that are lying energetically higher than the 

target state. However, some care must be taken into account for configurations that contain atomic orbitals 

with different parities. The parity constraint applies only for the total atomic state.=  ± 1 .                                         (4)
Individual single electron atomic orbitals are not necessarily being required to have a fixed parity. Both 

configurations ( )  and ( )   can contribute in the same atomic state 

functions. For example, 2 2 3 = 2 (2 3 ) and 2 3 = 2 (2 3 ) configurations strongly mix in 

the lithium hollow atomic states [2]. This feature sometimes prevents us from assigning the atomic states 

in terms of the occupation numbers for electrons in atomic orbitals.

Generally speaking, the effect of electron correlations is the strongest near the nucleus, where the 

electrons have larger chance to be close each other. The correlation orbitals which are introduced in MCDF 

calculations have a maximum near to the nucleus. By taking those functional shapes, we can expect that the 

set of orbital functions spans a complete bases space under the restriction of L2 normalizable basis.

In the followings, we illustrate two numerical examples.

3. The sub-valence inner-shell hole states of rare gas ions

Sub-valence inner-shell vacancy states of rare gas atomic ions with configuration decay into the 

ground states with configuration exclusively through the optical-dipole transitions. It is worthy to 

investigate the role of electron correlations in atomic ions under such simple circumstances. In most of the 

atoms with moderate atomic number, there are energy differences between sub-shell atomic orbitals due to 

the deviation of the effective potentials from Coulombic nature. In the case of Ar ions, for example, the 

energy difference between 3 -orbital and 3p-orbital is not very different from the energy difference 

between 3 -orbital and 3 -orbital. Thus the 3 sub-shell single-hole configuration 3 3 may have 

strong interaction with the 3 sub-shell single-electron excited configuration 3 3 3 when both 
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configurations belong to the same symmetry. The actual system is to be represented by the linear 

combination of 3 3 and 3 3 3 configurations; the 3 sub-shell hole is, in reality, partially filled 

by electron. The electric dipole transitions to fill the hole with electrons inevitably suffer modification by 

the configuration mixing. In spite of the simple appearance of the problems, theoretical calculations have 

not yet been tackled with sufficient accuracy. The anomalous behavior of the and also the 

configurations has been pointed out since a couple of decades. Cowan et al [4] discussed energy positions

of the state in neutral chlorine and other halogens in relations to the interaction with continuum 

configurations. Berrington et al [5] have made an R-matrix calculation for rare gas sub-valence hole states.

Suzuki et al [6] have measured and calculated the lifetime of Ar 3  sub-shell hole state.

We have calculated the states of Ar , Kr , and Xe , and also calculated their lifetimes against the 

electric-dipole transition into doublet states. The calculated lifetimes are given in the last column in 

table 1. For each ionic species, the upper entry gives Coulomb gauge (velocity form) calculation, and the 

lower entry gives Babushkin gauge (length form) calculation. We have also illustrated in table 2 the 

lifetime values for artificial states considering only the singly occupied sub-shell configurations and 

only the fully occupied sub-shell configurations. We can see that the mixing of and 

configurations realizes the extreme lifetime elongation.

Table 1. Calculated lifetimes (in 10 seconds) of lowermost  states with different sets of 

configurations for singly charged ions of argon, krypton, and xenon. 

4. The fine structure levels of tungsten highly charged ions

Tungsten is thought as one of the good wall materials for magnetic confinement fusion reactor.  

Calculations for the properties of multiply charged tungsten ions are highly desired. W ion is the 

simplest system with multiple 4 -orbital electrons in the ground state. The ground state configuration of W is [Kr]4 =  4 4 4 4 , and the magnetic dipole (M1) transitions between the fine 

structure levels in the ground state configurations enter in the wavelength range of the visible light. From 

the viewpoint of atomic physics, this system is interesting in the effects of correlations between the 4 -orbital electrons. The atomic ground state has less difficulty for variational calculation; a large scale 

MCDF procedure is feasible for such systems. Recently, X. B. Ding et al [3] have made an extensive 

MCDF calculation for this system. They pointed out that the experimentally observed line at 389.4 nm is of 

the M1 transition between the first and the third fine structure levels with the calculated 
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transition wavelength of 388.4 nm. To obtain the result, they optimized the all the possible 13 fine structure 

levels simultaneously by applying the EOL option for GRASP calculation. Because the whole range of the 

level energies extends to almost 20 eV, the optimum shape of the orbitals might differ between the higher 

most and lower most levels. In the present paper, we tried to improve the calculation by optimizing only the 

levels that are responsible for transition, i.e., by applying the EOL option only for the first 

and the third fine structure levels. The results of calculation and the convergence feature of the present 

active space method are illustrated in table 2. And, the present result has been compared to the experiment 

in table 3.

Table 2. Convergence feature of W transition wavelength. The last column 

gives the difference of the wavelength from the immediately preceding calculation.

Table 3. Comparison of the present calculation with experiments and previous calculation [3].
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Abstract

Visible spectra of multiply charged ions are useful not only for testing quantum me-

chanics theories but also for applications such as plasma diagnostics and precise atomic

clocks. We present visible spectra of tungsten and lanthanide ions obtained with a com-

pact electron beam ion trap.

Keywords: visible spectra multiply charged ions, electron beam ion trap

1.Introduction

Visible transitions in multiply charged heavy ions are of interest for many applica-

tions. For example, transitions in multiply charged W ions are in strong demand for the

stable operation of the large scale fusion reactor ITER under construction. Since W is

the material of the plasma facing wall of ITER, sputtered W ions are considered to be the

main impurity in the ITER plasma [1]. Thus it is important to diagnose and control the

W influx and charge evolution through spectroscopic diagnostics of W ions. Although all

the wavelength ranges, including short wavelength ranges such as EUV and x-rays, are

important for the diagnostics, transitions in the visible range are especially important due

to the advantage that a variety of common optical components, such as mirrors, lenses,

and fiber optics, can be applied.

As another example, optical transitions in multiply charged ions have been proposed

for a new type of an optical clock that has a significantly enhanced sensitivity to the

fine-structure constant variation due to the strong relativistic effects [2]. The variation

of fundamental constants arises in many theories beyond the Standard Model of particle

physics and is hinted by the astrophysical observations. Recently, it was suggested that

dark matter may lead to oscillations of fundamental constants or transient effects that

may be potentially detectable with such clocks [3]. It is also an advantage that the

wavefunction of the electron tightly bound in a highly charged ion is less sensitive to the

perturbation such as external fields.

In this contribution, we present visible spectra of multiply charged ions relevant to such

applications obtained with a compact electron beam ion trap, called CoBIT [4]. Recent

1
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results for tungsten [5] and lanthanide ions [6] are compared with theoretical calculations.

2. Experiment

The present experiments were performed using a compact EBIT, called CoBIT. Detailed

description of CoBIT is given in Ref. [4]. Briefly, it consists of an electron gun, a drift

tube (DT), an electron collector, and a high-critical-temperature superconducting magnet.

The DT is composed of three successive cylindrical electrodes that act as an ion trap by

applying a positive trapping potential (typically 30 V) at both ends (DT1 and 3) with

respect to the middle electrode (DT2). The electron beam emitted from the electron gun

is accelerated towards the DT while it is compressed by the axial magnetic field (typically

0.08 T) produced by the magnet surrounding the DT. The space charge potential of the

compressed high-density electron beam acts as a radial trap in combination with the axial

magnetic field. Highly charged ions are produced through the successive ionization of the

trapped ions. For producing tungsten ions, a vapor of tungsten hexacarbonyl W(CO)6 was

introduced through a gas injection system On the other hand, for producing lanthanide

ions, the element of interest was introduced with an effusion cell. The temperature of the

cell was 900 - 950 ◦C.

The setup for observing visible spectra was essentially the same as that used in our

previous studies, where the visible emission lines of tungsten ions were observed [7, 8].

Briefly, the emission from the trapped lanthanide ions was focused by a convex lens on the

entrance slit of a commercial Czerny-Turner type of visible spectrometer (Jobin Yvon HR-

320) with a focal length of 320 mm. For survey observations, a 300 gr/mm grating blazed

at 500 nm was used, whereas for wavelength determination, a high resolution 1200 gr/mm

grating blazed at 400 nm was used. The diffracted light was detected with either a

liquid-nitrogen-cooled back-illuminated CCD (Princeton Instruments Spec-10:400B LN)

operated at -115 ◦C or a Peltier-cooled back illuminated CCD (Andor iDus 416) operated

at -70 ◦C. The wavelength scale was calibrated using emission lines from several standard

lamps placed outside CoBIT.

3. Results and discussion

Figure 1 shows tungsten spectra obtained with electron energies of 630 to 825 eV. As

seen in the figure, most of the observed lines revealed a distinct appearance energy, from

which the responsible ion for each line can be identified. For example, the lines at 389 nm

and 464 nm observed in the 825 eV spectrum can be assigned as the transitions in W26+

2
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Figure 1: Visible spectra of highly charged W ions observed with a compact EBIT.

because their appearance energy is just above the ionization energy of W25+ (784 eV).

Similarly, the lines marked by the arrows in the spectra of 775 eV, 725 eV, and 675 eV

can be assigned as transitions in W25+, W24+, and W23+ respectively. As shown in this

example, the charge state can be assigned to observed lines by observing the dependence

on electron energy. However, it is generally difficult to identify the transition. Among the

observed lines shown in Fig. 1, the W26+ lines at 389 nm and 464 nm have been identified

through the comparison with theoretical calculation as M1 transitions between the fine

structure levels in 4f 2 3HJ , J = 4 ← 5 and J = 5 ← 6, respectively [7, 9]. The other lines,

however, have not yet been identified due to the complexity increasing with the number

of 4f electrons. This is only one instance, and many lines observed so far [8] are awaiting

their identification.

Figure 2 shows visible spectra of Ho (Z = 67), Er (68), and Tm (69). From the energy

dependence, the prominent peak in each spectrum has been assigned to the Ag-like ion of

each element. The Ag-like isoelectronic sequence in this Z region has a simple configura-

tion with only on valence electron in 4f . The observed lines can thus be identified as the

M1 transition between the doublet in the ground term 2F . We have also observed several

lines of Cd-like ions, and identified them as M1 transitions between the fine structure

levels of the ground state configuration 4f 2 through the comparison with theoretical cal-

culations [6]. The final goal of the present lanthanide spectroscopy is to identify visible

line in Ho14+, which has six 4f electrons in its ground state. We have observed electron

energy dependence of Ho spectra, and assigned several lines to 14+ [10]. However, the

complexity of the system prevent us to identify the transition. Further systematic studies

3
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Figure 2: Visible spectra of highly charged W ions observed with a compact EBIT.

along isonuclear and isoelectronic sequences are needed.
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Abstract 

 The oscillator strengths and integral cross sections of the Schumann-Runge continuum, Longest-Band 

and Second-Band of oxygen molecule have wide applications in the studies of the Earth's atmosphere and 

the stellar atmospheres, but there still exist apparent discrepancies among the available data. In this work, the 

generalized oscillator strengths of the valence-shell excitations of oxygen have been determined 

independently by the high-energy electron scattering and high-resolution inelastic X-ray scattering. Based on 

the cross-checked generalized oscillator strengths, the optical oscillator strengths and integral cross sections 

of these excitations have been obtained, which give an independent cross-check to the previous experimental 

and theoretical results. 

 

1. Introduction  

The oscillator strengths and integral cross sections of the Schumann-Runge (SR) continuum, Longest-

Band (LB) and Second-Band (SB) of oxygen molecule have significant applications in the studies of the 

Earth's atmosphere and the stellar atmospheres. Recently, molecular oxygen was detected by the Rosetta 

spacecraft in the coma of the comet 67P/CG for the first time [1]. Comets such as the comet 67P/CG, are the 

theorized candidates for the building blocks of bodies like Pluto, this naturally motivates a search for 

molecular oxygen in the atmosphere of Pluto by making use of the data sets acquired by the New Horizons 

mission during its flyby in 2015 July [2]. In the New Horizons, the Alice extreme-/far-ultraviolet imaging 

spectrograph [3] has the bandpass of 52 nm to 187 nm, which covers the SR continuum, LB and SB of oxygen. 

In order to explain the complex spectra observed, the OOSs and ICSs of the SR continuum, LB and SB of 

molecular oxygen are the basic and important input parameters for the theoretical modeling. However, serious 

discrepancies among the available data for the dynamic parameters still exist. 
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2. Experimental method 

In this work, the generalized oscillator strengths (GOSs) of these excitations have been determined 

independently by the electron energy loss spectroscopy (EELS) and the high-resolution inelastic X-ray 

scattering (IXS). Typical energy-loss spectra of oxygen are shown in Fig. 1 along with the excited states 

assigned. The different experimental techniques provide a strict cross-check for the present GOSs of oxygen, 

which excludes the systematic error to a large extent. Then, the OOSs of oxygen have been obtained by 

extrapolating the present cross-checked GOSs to the limit of the squared momentum transfer K2 0, and the 

ICSs of oxygen in a wide energy region have been determined with the aid of the newly-developed BE-

scaling method. 

 

3. Results and discussion 

The present GOSs of the SR continuum of oxygen measured by the high-energy EELS at 1500 eV and 

high-resolution IXS are shown in Fig. 2. It is clear in Fig. 2 that, the present GOSs of the SR continuum 

measured by the EELS and IXS are in excellent agreement, which indicates that the first Born approximation 

(FBA) is satisfied at 1500 eV in the whole squared momentum transfer region due to the fact that the IXS is 
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Fig. 1 Typical energy-loss spectra of the valence-shell excitations of molecular oxygen. 
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free from the high-order Born terms [4]. As shown in Fig. 2, with the increasing of the incident electron 

energies the GOSs of Wakiya at 150-500 eV [5], Suzuki et al. at 200 eV [6], Newell et al. at 400 eV and 500 

eV [7] and Lassettre et al. at 519 eV and 611 eV [9] approach to the present EELS and IXS GOSs gradually, 

which is in agreement with the asymptotic behaviors of the FBA. 

The present GOSs of the LB and the SB of oxygen molecule by the high-energy EELS and high-resolution 

IXS are shown in Fig. 3. It is clear in Fig. 3(a) that, the present GOSs of the LB measured by the EELS and 

IXS are in excellent agreement, which indicates the FBA is also satisfied at 1500 eV for the LB in the whole 

squared momentum transfer region. It is clear from Fig. 3(a) that, the GOSs of Newell et al. at 100-500 eV 

[7] and Suzuki et al. at 200 eV [6] are obviously lower than the present ones. So the FBA is not satisfied for 

the GOSs of the LB of oxygen at the low incident electron energies less than 500 eV. As for the weak SB, it 

is clear in Fig. 3(b) that, the present EELS GOSs of the SB at 1500 eV are in reasonable agreement with the 

ones of Newell et al. at 400 eV and 500 eV [7] and Xu et al. at 2500 eV [8]. 

 The accurate OOSs of oxygen are determined by extrapolating the present GOSs to the limit K2 0 and 

are shown in Fig. 4. As shown in Fig. 4(a), the present OOSs for the SR continuum, LB and SB of oxygen 

are in excellent agreement with the EELS results of Chan et al. [10] and Lassettre & Skerbele [9], while the 

discrepancies can be noticed with the ones of Huebner et al. [11] and Wakiya [5] except for the OOS of the 

SB. It is clear from Fig. 4(b) that, although the strong SR continuum is thought that it should not be subject 
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Fig. 4 The present and previous OOSs of the SR continuum, LB and SB of oxygen from top to bottom. 
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to the line-saturation effects due to its broad nature [9], the apparent discrepancies between the present OOS 

and the photoabsorption results [12-17] are still observed, even for the recent photoabsorption result of 

Yoshino et al. [17]. Meanwhile, the present OOS of LB and SB of oxygen are in reasonable agreement with 

the photoabsorption OOSs [18-19], which may be free from the line-saturation effect due to their broader 

nature of the LB and SB of oxygen. In theory (see Fig. 4(c)), Buenker et al. [20], Yoshimine et al. [21] and 

Li et al. [22] have calculated the OOSs of the LB and SB of oxygen by the ab initio configuration interaction 

method. It is clear that, the present results of the LB and SB of oxygen are obviously different from the 

theoretical OOSs [18-19].  

According to the present cross-checked GOSs, the BE-scaled ICSs of the SR continuum, LB and SB of 

oxygen were determined in a wide energy region by the BE-scaling method. It is clearly seen in Fig. 5 that, 

the present BE-scaled ICSs are slightly higher than the BE-scaled ICSs of Xu et al. [8] and the BEf-scaled 

ICSs of Suzuki et al. [6], but are in excellent agreement with the experimental ICSs of Suzuki et al. at 15-

200 eV [6] and Wakiya at 150-500 eV [5]. Meanwhile, it is clear in Fig. 5 that, the present BE-scaled ICSs 

of the SR continuum of oxygen are lower than the early experimental ICSs of Trajmar et al. [23], Wakiya [5] 

and Shyn et al. [24] at the low-incident electron energies ( 100 eV) except the experimental ICS of Shyn et 

al. [24] at 50 eV.  

 

It can be seen in Fig. 6(a) that, the present BE-scaled ICSs of the LB are obviously higher than the BE-

/BEf- scaled ICSs of Xu et al. [8] and Suzuki et al. [6] at the low- and moderate-incident electron energies. 

Based on the obvious discrepancies [6] between their BEf-scaled ICSs and experimental ICSs [6] for the LB, 

Tanaka et al. [25] thought that the well-known Rydberg-valence perturbation influences the LB [20,26], and 

results in the failure of the BEf-scaling method for the determination of the ICSs of the LB of oxygen. 

However, as shown in Fig. 6(a), the reasonable agreement between the present BE-scaled ICSs and the 

experimental ICSs of Suzuki et al. [6] indicates that, the BE-scaling method may still be valid for the 

determination of the ICSs of the LB of oxygen based on the present cross-checked GOSs. As for the ICSs of 

the SB, it can be seen clearly in Fig. 6(b) that the present BE-scaled ICSs of the SB are slightly higher that 
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the BE-/BEf- scaled ICSs of Xu et al. [8] and Suzuki et al. [6], but are in reasonable agreement with the 

experimental ICSs of Shyn et al. [27] at 15 and 20 eV and Suzuki et al. at 15-200 eV [6] within the 

experimental uncertainties except the experimental ICSs of Shyn et al. [27] at 30 and 50 eV.  

 

4. Summary and conclusion 

In this work, the GOSs of the SR continuum, LB and SB of oxygen have been determined by the high-

energy EELS and high-resolution IXS. Based on the present cross-checked GOSs, the OOSs and ICSs of the 

SR continuum, LB and SB of oxygen have been determined. The present OOSs and BE-scaled ICSs of the 

SR continuum, LB and SB of molecular oxygen play a vital role in modeling the abundance of oxygen in the 

atmospheres of Earth, Venus, Saturn, Pluto, Europa, and other outer planets and satellites, and are important 

for improving these atmospherical models. 
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Abstract 

 Electron-ion recombination rate coefficients of Be-like Ca in the center of mass energy from 0 to 51.88 

eV have been measured by means of merged-beam technique at the main cooler storage ring (CSRm). The 

calculation conducted with AUTOSTRUCTURE code was also presented and compared with the 

experimental results. Dielectronic recombination associated with 2s2 [1S0] 2s2p [3P0,1,2,1P1] and 

trielectronic recombination associated with 2s2 [1S0]  2p2 [3P0,1,2,1D2,1S0]  transitions have been 

measured. In addition, recombination of parent ions at the 2s2p 3P0 meta-stable state has also been identified 

from the measured spectrum. Plasma recombination rate coefficients in the temperature range of 103-108 K 

were derived from the measured recombination rates and compared with the results from the 

AUTOSTRUCTURE code as well as previous calculations. An agreement of better than 25% iss found for 

the collisionally ionized plasmas while the discrepancies are higher for photo-ionized plasmas. 

 

1. Introduction 

Astronomy is primarily an observational science by detecting photons. Various types of space-based 

observatories, such as, Solar Maximum Mission (NASA), Solar and Heliospheric Observatory (NASA) and 

XMN-Newton (ESA), have been launched to collect high-resolution X-ray data [1]. Electron-ion collision 

processes which can result in line emissions, in particular, radiative recombination (RR) and dielectronic 

recombination (DR), are consequently important sources of radiations in astrophysical plasmas. Thus, DR 

rate coefficients are required to interpret the observed spectra by plasma modeling. In addition, electron-ion 

recombination rate coefficients and electron impact ionization cross sections are essential for deducing the 

charge state distribution in a plasma. Furthermore, determination of the man-made or astrophysical plasma 

properties, such as the thermal structure and elemental abundances, requires accurate charge state distribution 

data [2, 3]. Reliable recombination rate coefficients are required for understanding and modeling laboratorial 

or astrophysical plasmas, while most available rate coefficients are from theory. However, the prediction of 

DR resonance positions and strengths at low energy range by different theories is still a challenging task since 

an infinite number of states are involved in DR process and relativistic many body effects should be taken 

into account in high orders. Presently available atomic structure codes are not able to provide resonance 

positions in the low energy region with sufficient precision. Therefore, accurate experimental DR rate 
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coefficients are required to benchmark different theoretical methods to produce more reliable electron-ion 

recombination data. 

 Calcium was found to be one of the most abundant element in the solar system [4, 5]. The solar atmosphere 

contains plasma at all temperatures and the solar element abundances can reflect the element abundances in 

the universe [6]. Line emissions caused by 2s2p 1P1 - 2s2 1S0 transition of Ca XVII at 192.8 Å were widely 

observed in X-ray solar flare spectra by the Extreme-Ultraviolet Imaging Spectrometer (EIS) on Hinode [7]. 

Observation of the Tycho supernova remnant by XMM-Newton and Cassiopeia A by Chandra have also 

shown the strong emission from the calcium ions [8, 9]. A summary of the spectral lines for Ca XVII can be 

found in a topical review by Doschek & Feldman [6] and the atomic data table summarized by Landi & 

Bhatia [10]. Laboratory study of the spectra of highly ionized calcium in the 100-250 Å range applied to 

solar flare diagnostics had also been made with TEXT tokamak [11]. 

 Our experimental results constitute a series of benchmark data for use in astrophysical and fusion plasmas. 

The comparison between the measured and calculated resonances proposed that the theoretical model for 

calculate the TR resonance strengths still needs some improvement. 

 

2. Experimental result 

The details of the experiment and the theoretical calculations can be found in the recent published papers 

[12, 13]. Fig. 1 presents the measured electron-ion merged-beam recombination rate coefficients as well as 

the theoretical calculation by AUTOSTRUCTURE code. The comparison shows that the DR resonances can 

be calculated with a high precision for both the resonance positions and strengths. However, the TR resonance 

strengths cannot be produced very well within the present theoretical model. Most of the TR resonance 

strengths were underestimated by the theoretical calculation. 

 

Table 1. Fitted parameters for the resonant recombination channels derived from experimental and 

calculated rate coefficients. The unit of ci and Ei are 10-5cm-3s-1K3/2 and eV, respectively. 

No. 
Experiment AUTOSTRUCTURE 

(nmax=1000) 

i ci Ei ci Ei 

1 5.022 0.554 3.623 0.058 

2 6.169 0.038 47.571 1.307 

3 260.089 3.252 151.739 4.801 

4 453.854 1.715 257.922 2.001 

5 1193.660 9.227 825.993 10.562 

6 2916.733 23.188 1610.587 25.048 

7 6298.331 57.720 5795.376 60.088 

47



- 3 - 
 

 

Considering that the lifetime of the 2s2p 3P0 meta-stable state is rather long (~7.8×105s) compared to the 

experimental time scale, the ions at other meta-stable states will decay to the ground-state since their lifetimes 

are much shorter than the delay time for ion beam cooling before the measurement. A fraction of about 5% 

ions stored in the ring were estimated at this state. Several extremely strong resonances originating from the 
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Fig. 1 Present measured merged-beam electron-ion recombination rate coefficients compared with the 
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at the 2s2p 3P0 state has been identified in the measured spectrum. 
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parent ions at the meta-stable state have been identified from the measurement. Fig. 2 shows the results of 

DR from metastable state. The present study proposed a chance to investigate the lifetime of the 2s2p 3P0 

state decay to the ground-state by E1M1 two-photon transition. 

 In addition, for applications in astrophysics and fusion plasmas, the plasma recombination rate coefficients 

have been derived from the present measured recombination rates and compared with the 

AUTOSTRUCTURE calculation and previous calculated results (see [13] for discussions in detail). For 

convenient use in plasma modeling codes, the plasma rate coefficients have been fitted with the formula 

below: 

 3/2( ) exp i
e e i

i e

ET T c
kT

  (1.1). 

The associated fitting parameters are listed in the Table. 1. 
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Abstract 

 In order to understand the behavior of atoms and plasma particles in the peripheral region of the Large 

Helical Device (LHD), the ion particle outflux to the divertor plates and the hydrogen atom influx to the 

plasma are statistically investigated using the ion saturation current and the Balmer-  emission intensity 

measured in multiple diagnostic ports. The correlations among the AC components of the ion saturation 

current are large between the pairs of port 2-4, 2-6 and 4-6. The correlations among the AC components of 

the Balmer-  emission intensity are large in all the ports. The correlations between these two 

measurements are large in ports 2, 4 and 6. These results suggest that the ion particle outflux is 

non-axisymmetric, that the hydrogen atoms generated in some ports instantaneously spread to all the ports, 

and that the hydrogen atoms are mainly generated from the direct recombination in the port 2, 4, and / or 6. 

 

1. Introduction  

 In magnetic confined fusion plasmas, it is one of important studies to control particle recycling at the 

plasma facing components such as first wall and divertor for improvement of the confinement performance 

[1]. The behavior of atoms and charged particles in the peripheral region are determined by a lot of 

elementally processes such as recombination, absorption and sputtering. Since there are huge uncertainties 

not only in the reaction rates but also in the plasma parameters near the divertor region, it is difficult to 

evaluate their behaviors from the first principle quantitatively. In the Large Helical Device (LHD), the 

recycling flux has been estimated from the particle flux on the divertor plates by the particle balance model 

[2]. However, this model gives a lower estimation of the divertor recycling flux by assuming the rate of the 

ion particle loss that does not reach the divertor plates equals to 0 than without assumption. 

 In this study, we fit a statistical model to experimental data of ion saturation current on the divertor 

plate and Balmer-  emission intensity measured for LHD plasmas, and quantified the correlations among 

measurement data in multiple ports. 

 

2. Experiment 

 Figure 1 (a) shows a schematic top view of LHD. LHD was designed 10-fold rotational symmetry in 

the toroidal direction. The Langmuir probes were embedded in the divertor plates in the port 2, 4, 6, 7, 8, 9 

and 10. Each of them measured the ion saturation current for the LHD plasma (shot number 137144). The 

sampling frequency was 200 Hz. The Balmer-  emissions from this plasma were measured in the port 2, 3, 

5 ,6, 7, 8, 9 and 10. The sampling frequency was 200 Hz. In this paper, measurement data of the ion 
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saturation current and the Balmer-  emission intensity in port  are denoted by  and , 

respectively. Figure 1 (b) shows temporal evolution of  and  measured for this plasma.  

 

 
Fig. 1  (a) Schematic top view of LHD. (b) Measurement data of the Balmer-  intensity in port 2,  

(blue line, left axis), and the ion saturation current in port ,  (green line, right axis). The superscripts 

of  and  denote the port numbers. 

 

As can be seen in Fig. 1 (b), these two measurements have the rapidly fluctuating components in 

addition to their slow trends. In this study, we focus on the fluctuation component of these data. 

We extracted the AC component by subtracting the DC component of these two measurements, which 

were obtained from a 5-point moving average. Typical AC components of  and  are shown in Fig. 

2 (a) and Fig. 2 (b), respectively. 

 

 

Fig. 2  (a) Temporal evolution of ,  and  at , where  denotes the AC 

component of . The mean values of these measurements are properly shifted for the cleaner view. (b) 

Temporal evolution of ,  and  at , where  denotes the AC component 

of . 

 

 and  are assumed to be proportional to the ion particle outflux to the divertor plate and the 

hydrogen atom influx to the plasma, respectively. Then the following relation is obtained, 

  (1) 

where  is the AC component of the ion particle outflux in port , . 
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3. Statistical Modeling for particle fluxes 

 In order to understand plasma wall interactions, the surveys have been conducted taking various 

generation paths for hydrogen into consideration [3]. The generation paths are classified into two in terms 

of the time scale. Some atoms are generated by the recombination (radiative, three body, charge exchange, 

surface assisted recombinations) from ions and electrons and go into the plasma. We call this path as direct 

recycling. On the other hand, some other atoms are absorbed into divertor plate or first walls, and released 

after some conditions are met, e.g. the temperature increase of the material (indirect recycling). The direct 

recycling occurs in the time scale determined by the elementary process rate ( ), while the time 

scale of the indirect one should be larger than the direct one because this time scale depends on the divertor 

temperature, which doesn’t change rapidly. 

 Let  be the neutral hydrogen atom influx from the divertor plate in port .  is expected to 

be written as a sum of direct recombination effect, which equals to , and slow-time-scale indirect 

recombination effect. We approximate this relation by the following form, 

  (2) 

where  is the AC component of , while  approximates the remaining cause of the atom 

generation in port . We further approximate  and  follow independent zero-mean Gaussian 

distribution functions, 

  (3) 

  (4) 

where  and  are variance of  and , respectively. Under these assumptions,  

and  follow a multivariate Gaussian distribution, 

  (5) 

The correlation coefficient between  and  is 

  (6) 

When this correlation coefficient is large,  is smaller than . Then  in Eq. (1) becomes 

dominant compared with . Therefore, this suggests that hydrogen atoms are mainly generated from the 

direct recombination of ions on the divertor plates and in the peripheral region. 

In order to investigate hydrogen recycling based on this model, we calculate correlation coefficients 

among  and  in different toroidal position and those between  and  in a time 

window of 150 ms. These results are shown in the next section. 

 

4. Results 

 The correlations among the ion particle outfluxes were evaluated from the ion saturation currents 

based on Eq. (1). Figure 3 (a) and (b) show the scatter diagrams of  versus  and  versus 
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, respectively. The correlation coefficient in Figure. 3 (a) is large while that in Fig. 3 (b) is small. 

Figure 3 (c) shows the correlation coefficients between all the pairs of . As can be seen in Fig. 3 (c), 

,  and  were larger than the others. 

 

 

Fig. 3  (a) and (b) are scatter diagrams of  versus  and  versus  in a time window 

of 150 ms at , respectively. Each variable is normalized to mean 0 and standard deviation 1. The 

correlation coefficient  is shown in the lower right of each figure. (c) Correlation coefficients between all 

the pairs of , which is indicated by the color of the lines. 

 

The correlations among the temporal changes of the hydrogen atom influxes were evaluated from the 

AC components of the Balmer-  emissions. Figure 4 (a) shows the scatter diagram of  versus . 

Figure 4 (b) shows the correlation coefficients between all the pairs of . As can be seen in Fig. 4 (b), 

the correlation coefficients of all the pairs of  are more than 0.8. 
 

 
Fig. 4  (a) Scatter diagram of  versus  in a time window of 150 ms at . (b) 

Correlation coefficients of all the pairs of . 

 

The correlation coefficients between the ion particle outflux and the hydrogen atom influx were 

evaluated by that between  and , where  is the averaged values of  for all the ports. 

Figure 5 shows the result of  in all the ports. As can be seen in Fig. 5, , 
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 and  are larger than the others. 

 

 
Fig. 5  Correlation coefficients between  and  in a time window of 150 ms at . 

 

5. Discussion 

From the correlation analysis of the ion saturation current, it is found that the ion particle outflux from 

the plasma to the divertor plate fluctuates coherently in port 2, 4 and 6, and those to other ports behaves 

independently, i.e., the ion particle outflux is non-axisymmetric. On the other hand, the Balmer-  intensity 

has a large correlation in all the ports. Because the Balmer-  intensity is proportional to the neutral particle 

influx to the plasma [4] but not the generation flux of atoms; this large correlation indicates either of the 

following two hypotheses; hydrogen atoms are generated at all the divertor plates axisymmetrically, or the 

generation of hydrogen atoms itself is asymmetric but they instantaneously spread to all the ports resulting 

in axisymmetric particle influx and Balmer-  emission intensity fluctuation. However, the strong 

correlation between the Balmer-  intensity and the ion saturation current at the particular port suggests the 

latter one, i.e. the hydrogen atoms are mainly generated in the port 2, 4, and / or 6. Note that it is not 

possible in the current analysis to evaluate which ports are the dominant generation ports because the 

Balmer-  intensity fluctuates coherently with the hydrogen atom influx in the dominant generation ports. 

In this work, we performed statistical analysis of the Balmer-  intensity and the ion saturation current. 

The correlation coefficient among the AC components of the ion saturation current are larger between the 

ports 2-4, 2-6 and 4-6 than the others. The correlation coefficients among the AC components of the 

Balmer-  intensity are larger than 0.8. The correlation coefficients between these two measurements are 

larger in port 2, 4 and 6 than the others. As the results, we found the followings; the ion particle outflux is 

non-axisymmetric, the hydrogen atoms generated in some ports instantaneously spread to all the ports, and 

the hydrogen atoms are mainly generated from the direct recombination in the port 2, 4, and / or 6. 

 

Acknowledgements 

 The authors would like to thank preparation of the seminar by post Japan-China-Korea A3 Foresight 

Program and post Core University Program (Post CUP). This work is supported by NIFS.  

 

References 

[1] U Samm and the TEXTOR-94 Team 1999 Plasma. Phys. Control. Fusion 41 B57 

54



- 6 - 
 

[2] Miyazawa J et al 2004 Nucl. Fusion 44 154 

[3] D. E. Post J. Nucl. Mater. 220-222 (1995) 143-157 

[4] U. Wenzel, M. Goto J. Nucl. Mater 415 (2011) S1170-S1173 

55



- 1 - 
 

Three-body fragmentation dynamics of CF4
2+ induced by 1 keV electron 

collision 

Lei Chen1, Zhenjie Shen1, Enliang Wang2, Xi Zhao1, Xu Shan1, Xiangjun Chen1* 

 
1Hefei National Laboratory of Physical Sciences at the Microscale and Department of Modern Physics, 

University of Science and Technology of China, Hefei 230026, China. 
2Max Plank Institute for Nuclear Physics, Heidelberg 69117, Germany. 

 
Abstract 
  We report the investigation on three-body fragmentation of CF42+ induced by 1 keV electron collision 

utilizing a newly built ion momentum spectrometer. With the help of coincidence measurement, more than 

seven dissociation channels are observed. For the fragmentation of CF42+ into F++CF2++F, three dissociation 

pathways are identified, including one sequential and two concerted pathways. Kinetic energy release 

distributions for these pathways are deduced. We found that one concerted pathway is the predominated, and 

the sequential breakup is likely to take place through highly-excited electronic states of CF42+. 

 

1. Introduction 

Investigations on dissociative ionization of molecules are of intensive interest in physics, chemistry as well 

as biology. One of the major challenges in this area is to comprehend the molecular bond cleavage selectivity 

[1]. The past few decades have witnessed tremendous progresses in the development of coincidence 

momentum imaging techniques [2, 3], making it feasible to reveal multi-body fragmentation dynamics for 

small molecules.  

The CF4 molecule, in its ground states, has a tetrahedral structure with high symmetry. It is an important 

plasma etching gas in the semiconductor industry and also a potent greenhouse gas in the earth atmosphere. 

Although CF4 has been extensively studied by plenty of experimental methods [4, 5], reports on the breakup 

mechanics are still scarce. 

 In this work, the three-body fragmentation of CF42+ into F++CF2++F is studied. The precursor ion, CF42+, 

is created by electron impact at 1 keV energy. The two fragment ions are detected in coincidence by a 

momentum imaging system. By employing the Dalitz plot [6] and Newton diagram, two concerted and one 

sequential fragmentation pathways are identified. We deduced the kinetic energy release distributions for 

these three pathways and found that the sequential breakup is likely to take place through highly-excited 

electronic states of CF42+. 

 

2. Experimental Setup 

The experiment was performed using a recently built ion momentum spectrometer. As shown in Fig. 1, a 

pulsed electron beam from a photoelectron emission gun collides with the gas target in the reaction zone. The 

electrons are emitted from a Tantalum cathode that is illuminated by a 266 nm pulsed laser (…). The repetition 

frequency and pulse duration of the laser are 20 kHz and less than 600 ps, respectively. The spot size of the 
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electron beam is collimated to about 1 mm diameter at the reaction zone. After the collision, the electron 

beam is dumped and monitored by a Faraday cup, which comprises a 1 mm inner cup and a 6 mm diameter 

outer cup. An effusive gas target is introduced into the reaction zone by a copper capillary mounted on a 

three-dimensional manipulator. The internal diameter and length of the capillary are 0.1 mm and 60 mm, 

respectively. After the collision of electrons with the molecular target, a pulsed extraction field will be 

triggered on. The fragment ions are accelerated and analyzed by a Wiley-Mclaren type time of flight (TOF) 

mass spectrometer [7] towards a two-dimensional (2D) time- and position- sensitive detector (PSD), which 

consists of a pair of microchannel plates (MCP) of 100 mm diameter in chevron configuration and followed 

by a delay line anode. Momentum vector of each ion can be obtained by the time of flight and position on 

the detector.  

 

 
Fig. 1 Schematic graph of Ion Momentum Spectrometer 

 

In the experiment, the electric field of the acceleration region is kept at 50 V/cm. M1 to M5 are 

Molybdenum meshes installed to create uniform electric fields. The reaction chamber is pumped by a 700 l/s 

(Pfeiffer Hipace700) turbo-pump. The background pressure is better than 2×10-6 Pa and the working pressure 

is about 4×10-5 Pa.  

 

3. Results and Discussion 

Fig. 2 shows the ion-ion coincidence map of the CF4 fragmentation, where more than seven fragmentation 

channels can been observed. The thee-body dissociation channel CF42+ F++CF2++F is labeled by a red oval. 

The momenta of the two ionic fragments (F+ and CF2+) are obtained directly from their TOF and positions 

on the detector. The momentum of neutral F atom is deduced by using the principle of momentum 

conservation. It is worthwhile to mention that the fragment channels of CF4q+ (q≥3) have not been observed 

in present experiment.  
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Fig. 2 Ion-ion coincidence map observed in the fragmentation of CF4 induced by 1 keV electron impact. 

 

In order to identify the fragmentation mechanisms of this channel, we employ the Dalitz plot [6]. It is a 

powerful analytic tool for visualization of three-body fragmentation processes. Each point in the plot 

represents a specific momentum correlation in terms of the normalized energies of the fragments. The Dalitz 

plot for the channel CF42+ F++CF2++F is shown in Fig. 3(a), where the three distinct regions (labelled I, II, 

and III) can be clearly observed. We adopt Newton diagrams to directly visualize the momentum correlation 

of the three fragments in these three regions in Fig. 3(b)-(d). In the diagrams, the normalized momentum 

vectors of the fragments are plotted with one of them fixed at the x-axis and the other two plotted on the 

upper and lower halves of the diagram. 

 

 

Fig. 3 (a) Dalitz plot of CF42+ dissociation into F++CF2++F; (b) Newton diagram for region I; (c) Newton 

diagram for region II; (d) Newton diagram for region III. 
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The Newton diagram for region I is shown in Fig. 3(b), where a circular structure can be clearly observed.  

This structure is due to the rotation of CF32+ before the final charge separation and the neutral F atom is lost 

at the first step. Therefore, the events in region I originate from sequential breakup, i.e. 

CF42+ F+CF3+ F++CF2++F. Fig. 3(c) presents the Newton diagram for Region II. Both of the momenta of 

F+ and F scatter on a localized area along the x-axis, indicating the existence of a concerted breakup. From 

the Dalitz plot in Fig. 3(a), we know pathway II is the dominated one. As shown in Fig. 3(d), the Newton 

diagram for Region III is a little like that of region II. The difference is, in this case, F atom obtains more 

momentum than CF2+, revealing another concerted breakup pathway. However, it is not usual for the neutral 

fragment to obtain more energy than the charged ones, because Coulomb forces are usually stronger between 

charged ions. So we propose that a charge transfer process may occur. That is, after the breakup, F+ captures 

one electron and becomes a neutral F atom.  

 

 

Fig. 4 KER distributions for different dissociation pathways. 

 

Fig. 4 demonstrates the KER distributions for pathway I, II and III. The peak values are 30.5 eV, 5.5 eV 

and 13.0 eV, respectively. The KER for pathway I (the sequential breakup) distributes on higher energy side. 

This indicates that the sequential pathway may take place through high-lying states of CF42+. 

 

4. Conclusion 

To conclude, we built a new ion momentum spectrometer for investigating fragmentation dynamics of 

polyatomic molecules. Three-body dissociation of CF42+ into F++CF2++F is studied in present experiment. 

Three breakup pathways are identified and their KER distributions are obtained. We found that concerted 

breakup (pathway II) is the dominated one among the three pathways. And sequential breakup (pathway I) is 

likely to happen through the high-lying states of CF42+. 
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The oscillator strengths and integral cross
sections of the Schumann-Runge(SR) continuum,
Longest-Band(LB) and Second-Band(SB) of oxy-
gen molecule have significant applications in the
studies of the Earth’s atmosphere and the stel-
lar atmospheres. Recently, molecular oxygen was
detected by the Rosetta spacecraft in the coma of
the comet 67P/CG for the first time [1]. Comet-
s such as the comet 67P/CG [1], are the theo-
rized candidates for the building blocks of bodies
like Pluto, this naturally motivates a search for
molecular oxygen in the atmosphere of Pluto by
making use of the data sets acquired by the New
Horizons mission during its flyby in 2015 July
[2]. In the New Horizons, the Alice extreme-
/far-ultraviolet imaging spectrograph [3] has the
bandpass of 52 nm to 187 nm, which covers the
SR continuum, LB and SB of oxygen. In order to
explain the complex spectra observed, the OOSs
and ICSs of the SR continuum, LB and SB of
molecular oxygen are the basic and importan-
t input parameters for the theoretical modeling.
However, serious discrepancies among the avail-
able data for the dynamic parameters still exist.

In this work, the generalized oscillator
strengths (GOSs) of these excitations have been
determined independently by the high-energy
electron-scattering and the high-resolution in-
elastic X-ray-scattering. Typical energy-loss
spectra of oxygen are shown in Figure 1 along
with the excited states assigned. The different
experimental techniques provide a strict cross-
check for the present GOSs of oxygen, which
excludes the possibility of any systematic error.
Then, the OOSs of oxygen have been obtained
by extrapolating the present cross-checked GOSs
to the limit of the squared momentum transfer

K2 → 0, and the ICSs of oxygen have been de-
termined in a wide energy region with the aid of
the newly-developed BE-scaling method.
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Fig. 1. The typical energy-loss spectra of the

valence-shell excitations of molecular oxygen. (a):

a electron energy loss spectrum at 4◦; (b): a high-

resolution inelastic X-scattering spectrum at 38◦,
solid lines are the fitted curves.

The present data can be used as the basic
input parameters of the theoretical models for
the astronomical observations, and are helpful to
deepen our understanding of the atmospheres of
the Earth, Venusian, Saturn, Pluto, Europa, and
other oxygen-rich planets and satellites.
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Over the last half-century an experimental 
method has been developed for looking at the 
spatial distributions of each electron orbital in 
momentum space. The method, called electron 
momentum spectroscopy (EMS) [1], is a sort of 
(e, 2e) spectroscopy and is a kinematically-
complete electron-impact ionization experiment 
under the Compton scattering conditions [2].
The value of EMS lies in the exciting possibility 
of measuring Compton profiles associated with 
target electrons at different energy levels 
separately. Note that from consideration of the 
nature of the Fourier transform Compton 
profiles are expected to be particularly sensitive 
to the behavior of the outer, loosely bound 
valence electrons that are of central importance 
in chemical properties such as bonding, 
chemical reactivity, and molecular recognition. 
One is thus capable to realize momentum space 
chemistry by using EMS. Indeed, the idea of 
such momentum space chemistry can be traced 
back to the early 1940’s. For instance, in 1941 a 
series of theoretical papers [3] were reported by 
C. A. Coulson who greatly contributed to 
understanding of chemical bonding.

In spite of the unique ability, however,
application of EMS had largely been limited to 
studies on electronic structure of atoms and 
simple molecules, due mainly to its inherently 
small cross sections. Under those circumstances, 
we have joined this research field, in 1992. 
Firstly, we have improved the collection 
efficiency of EMS measurements, eventually by 
a factor of nearly 500,000 through a series of 
development of a multi-channel coincidence 
technique [4, 5]. We have then started various 
kinds of attempts to exploit the unique ability of 
EMS for momentum space chemistry [6]. For 
instance, measurements of 3-dimensional 
electron momentum densities of gaseous, 
isolated molecules have for the first time been 
made [7], as well, such as the first experimental 
determination of spatial orientations of the 
constituent atomic orbitals in molecular orbitals 
[8] and studies on distortion of molecular 
orbitals due to molecular vibration [9].

Extension of the applicability of EMS to 
transient species is also one of the challenges to be 
tackled, because the change of electron motion is 
the driving force behind chemical reactions. We 
have therefore developed time-resolved EMS (TR-
EMS) by replacing the continuous incident electron 
beam with 5-kHz electron pulses, each having 1 ps 
temporal width [10], and applied it to the highest 
occupied molecular orbital (HOMO) of a molecular 
excited state with a life time of 13.5 ps [11], 
opening the door to time-resolved orbital imaging 
for chemical reactions [12]. Furthermore, we are 
additionally developing a time-resolved version of 
atomic momentum spectroscopy (TR-AMS) [13], 
which aims to measure in real time the momentum 
distribution of each atom with different mass 
numbers in a decaying system. We believe that the 
joint use of TR-EMS and TR-AMS would provide a 
completely new, momentum-space approach to 
studying chemical reaction dynamics.
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     Ion-molecule reactions are frequently 
observed in plasma, flame, atmosphere, and 
interstellar space. Although different 
physicochemical processes such as inelastic 
collision leading to the state excitations, 
fragmentation, and production of new chemical 
compounds can happen, the basics are only 
charge exchange or transfer and translational-to-
internal energy transfer. These two fundamental 
features are strongly dependent on the quantum 
state properties of the colliding objects and the 
collision energy. 

Here we report some new results by using 
our recently established ion velocity map 
imaging (VMI) apparatus for the low-energy 
(less than 20 eV) ion-molecule reaction 
dynamics study:  

1. In the charge exchange reactions of Ar+ + 
NO  Ar + NO+, a resonant charge transfer to 
form NO+ (a3Σ+) plays a predominant role 
through whole collision energy range (2.09-3.71 
eV) investigated here, while to the higher states 
b3Π and w3Δ of NO+ only at the lower collision 
energies. This abnormal translational-to-internal 
energy transfer trend is due to the easier 
formation of (Ar-NO)+ in the slower collisions 
[1]. 

2. In the charge exchange reactions of Ar+ + 
N2  Ar + N2

+, X2Σg
+ and B2Σu

+ states of N2
+ 

can be accessed directly, while A2Πu state is 
populated by the nonadiabatic couplings 
between X and A states and between A and B 
states. These two couplings are out of Franck-
Condon region of the N2  N2

+ vertical 
transitions, and cannot be observed in the 
photoionizations. This work (see Fig. 1) is the 
first example about such nonadiabatic processes 
in the ion-molecule reaction [2]. 

 
Fig. 1. (A) Experimental arrangement of the ion-
molecule reactions of Ar+ + N2  Ar + N2

+. Time-sliced 
images of N2

+ ion velocity distributions at the relative 
collision energies of 1.98 eV (B), 2.47 eV (C), 3.73 eV 
(D), 6.37 eV(E), and 9.21 eV (F). Each image is obtained 
by rotating and weighting the measured three-
dimensional velocity distribution of N2

+ ions. Reactant 
velocities are indicated by white arrows (N2 along the 
negative and Ar+ along the positive x axis). Newton 
spheres plotted with broken white circles in the image 
correspond to the vibrational states ν’ of N2

+ X2Σg
+ (outer 

white circles), A2Πu (inner red circles) and B2Σu
+ (inner 

white circles). 
    

The present study clarifies the previous long-
standing arguments about above processes. The ion 
momentum images reported here are much clearer 
than those obtained in the other groups [3,4], which 
largely benefits from our unique design of a well-
confined pulsed low-energy ion beam source [5].  
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In Tokyo Metropolitan University, we have
performed ion-beam collision experiments using
a 14.25 GHz ECR (electron cyclotron resonance)
ion source which produces a plasma of temper-
ature about 106 K. Multiply charged ions pro-
duced with this ion source were extracted with
an electric potential of 10–20 kV and the charge-
state of the ions was selected by using a double-
focusing dipole magnet.

The ion beam with a single charge state was
introduced into a collision cell filled with a target
gas, and photon emissions from the collision cell
in an an EUV (extreme ultra-violet) region were
observed with a compact grazing-incident spec-
trometer equipped with a gold-plated cylindrical
mirror for light condensing and a variable-line-
spacing (ca. 1200 lines/mm) grating. A CCD
(charge coupled device) camera with a Peltier
cooling system was installed in the spectrometer.

In this work, we have observed photon emis-
sions in soft X-ray regions in collisions of helium-
like C, N, and O ions with neutral gas targets. If
the incident helium-like ions are in their ground
state 1s2 1S0, the photon emissions from lithium-
like ions might be smaller than the ionization
energies of 1s22s ions, namely 64.49, 97.89, and
138.12 eV, respectively, because single-electron
captures are the most dominant in collisions of
multiply charge ions with neutral gases in low en-
ergy collisions, and the initial states of emissions
might be 1s2n�. However, we observed emissions
around 300, 400, and 600 eV in collisions of C4+,
N5+, and O6+, respectively.

Therefore, we consider that the emissions
from 1s2sn� states produced in charge transfer
collisions of helium-like ions in the meta-stable
triplet states, 1s2s 3S1, were observed in our ex-
periments. As it is well-known that the helium-
like ion beam produced with an ECR ion source
is a mixture of the ground state and the long-
lived excited state and has few percents of the
meta-stable state, the formation of 1s2sn� states
might be possible. However, the most probable
decay process of the inner-shell excited state is

usually Auger electron emission, and the radia-
tive emission is not strongly expectable.

We have looked for the previous similar stud-
ies in the literature, and found a series of exper-
iments in Grenoble, France [1, 2, 3]. In these
experiments, the results with He and H2 target
gases were reported. But, our new results show
difference from the previous ones in the emission
spectra. Furthermore, we measured spectra with
other target gases, namely Ne, Ar, Kr, Xe, N2,
O2, and CO2, and observed strong target depen-
dence in some cases.

Fig. 1 is shown a typical emission spectrum
observed in collisions of C4+ with He at collision
energy of 60 keV. These peaks correspond to the
transitions from 1s2s(3S)3p 2P, 1s2s(1,3S)2p 2P,
and 1s2s2p 4P states to the ground state of
lithum-like C3+ ions (1s22s 2S). The identifica-
tion of transitions was performed with the theo-
retical calculations [4].

Fig. 1. EUV emission spectrum in collisions of C4+

with He at ion energy of 60 keV.
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Gravitational waves by a binary neutron star 
merger have been detected on 2017 August 17 
(GW170817 [1]) for the first time. Ejecta from 
the neutron star merger are expected to contain 
heavy elements created by the r-process, the 
rapid neutron-capture process that makes half of 
all elements heavier than iron [2]. 
Electromagnetic emission, so called as kilonova, 
powered by radioactive decays of the 
synthesized r-process nuclei in the ejecta has 
also been observed [3]. While properties of the 
emission are largely affected by opacities in the 
ejected material, available atomic data for r-
process elements are still limited. 

In this talk, we present new calculations of 
atomic structure for r-process elements: Se (Z = 
34), Ru (Z = 44), Te (Z = 52), Ba (Z = 56), Nd 
(Z = 60), and Er (Z = 68) [4]. Due to extremely 
complicated energy level structure and huge 
number of transitions, applications of statistical 
analysis assuming stochasticity of the atomic 
structures are introduced. 

 
For the atomic structure calculations, we use 

two different codes, HULLAC [5] and 
GRASP2K [6]. The HULLAC code, which 
employs a parametric potential method, is used 
to provide atomic data for many elements while 
the GRASP2K code, which enables more ab 
initio calculations based on the 
multiconfiguration Dirac-Hartree-Fock 
(MCDHF) method, is used to provide 
benchmark calculations for a few elements. 
Such benchmark calculations are important 
because systematic improvement of the 
accuracies is not always obtained with the 
HULLAC code especially when little data are 
available in the NIST Atomic Spectra Database 
(ASD; [7]). By using these two codes, we also 
study the influence of the accuracies of atomic 
calculations on the opacities. 

Due to extremely complicated atomic 
structures and quasi continuum spectra, 
knowledge of its statistical properties is useful 
for analysis. Statistical weight distribution of 
each electronic configuration is well 

approximated by the skewed normal 
distribution [8]. The distribution is uniquely 
parametrized by a set of statistics, i.e. mean, 
standard deviation, and skewness. The atomic 
structures of the r-process elements calculated 
by HULLAC and GRASP2K are analyzed in 
terms of these statistics. Differences in 
statistical distributions of oscillator strengths 
calculated by the two codes are evaluated by 
Kolmogorov-Smirnov statistical test. We will 
also discuss perspectives on the statistical 
methods for atomic structures of heavy 
elements. 
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The importance of wave functions in 
quantum mechanics has been bringing many 
efforts to obtain more accurate wave functions 
both experimentally and theoretically. For 
instance, shapes of electron wave functions can 
now be experimentally observed by several 
methods such as electron momentum 
spectroscopy [1]. However, those for observing 
shapes of vibrational wave functions are still in 
infancy. Here we demonstrate that a new 
technique, called atomic momentum 
spectroscopy (AMS) [2], enables one to 
quantitatively measure momentum distributions 
of nuclei in a molecule or to observe molecular 
vibrational wave functions in momentum space. 

AMS employs quasi-elastic electron 
backscattering at large momentum transfer q. 
Within the framework of the impulse 
approximation, the scattering process is simply 
described by a billiard ball-type collision 
between the incident electron and a single 
nucleus in a molecule. Then, a recoil energy of 
the scattering nucleus with mass M is given by 
Erecoil = q2/2M + q·p/M, where p is the 
momentum of the scattering nucleus before 
collision, and Erecoil can be measured by 
observing the energy loss of the incident 
electrons.  

AMS experiments were conducted at an 
incident energy of 2.0 keV and at an energy 
resolution of c.a. 0.6 eV by using our 
multichannel spectrometer [3], which accepts 
quasi-elastically backscattered electrons from 
the target at a scattering angle of 135°±0.4° 
over an azimuthal angle  range from -72.5° to 
72.5° and from 107.5° to 252.5°.We have 
obtained an instrumental response function 
from experiments on heavy rare gas atoms, and 
subsequently employed it to generate theoretical 
AMS spectra to be compared with experiments 
on several diatomic molecules.  

Figure 1 shows experimental AMS spectra of 
H2 and N2. Also included in this figure is 
associated theoretical AMS spectra (solid 
curves) generated by folding quantum-
chemistry-predicted nuclear momentum 
distributions (chained curves) with the 
instrumental response function. It is evident that 
the experimental and associated theoretical 
spectra are in satisfactory agreement with each 
other, that is, nuclear motions due to molecular 
vibration can be directly probed by this 
technique. 

 
Fig. 1. Electron energy loss spectra of H2 and N2. 

    
We believe the present work would be an 

important step towards development of time-
resolved AMS that provides a completely new, 
momentum space approach to studying 
chemical reaction dynamics. 
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     Optical plasma diagnostic methods such as 
optical absorption and emission, laser-induced 
fluorescence, Raman and Thomson scattering have 
been extensively used to measure electron/ion 
temperature and density, species concentrations in 
plasmas. Optical emission spectroscopy (OES) is 
comparatively simple, versatile, non-intrusive, and 
has been widely used in diagnostics for various 
plasmas such as magnetically confined fusion 
plasma, gas discharge low-temperature capacitively 
coupled plasma (CCP), and inductively coupled 
plasma (ICP). OES determines plasma parameters 
such as electron temperature and density by a 
combination with population kinetics modeling.  

We have carried out OES and collisional-
radiative modeling (CRM) taking into account all 
viable collisional and radiative processes of atoms 
and ions in plasma [1] for CCP and ICP systems. A 
sketch of the experiment setup is shown in Fig. 1. 

In present CRM, populations (ni) of the i levels 
are obtained by solving the stationary rate balance 
equations:  

 

where is the volume averaged electron density, 
is the electron impact excitation/deexcitation 

rate coefficient from ith level to jth level, is the 
electron impact ionization rate coefficient for ith 
level, and are transition probabilities 
(Einstein’s A coefficient) and escape factor for 
optical transition, from is the quenching 
probability per unit time by diffusion to chamber 
walls.  

Fig. 2 shows the CRM results for our measured 
spectra in the CCP. When Te and ne by the probe 
measurement is used in the CRM with the effective 
plasma length Reff assumed as the chamber radius, 
the modeled spectra shows large discrepancy with 
the measured spectra shown in Fig. 2 (a) and (c). 
When reduced Reff is used in the CRM, the 
agreement between the measured and the modeled 
spectra is improved as shown in Fig. 2 (a) and (d). 

 Some discrepancies for specific transition lines 
between modeling and measurement may come 
from the detailed atomic data underlying in the 
CRM and the sensitivity of line intensity to the 
atomic data has been investigated. Effect of electron 
energy probability function (EEPF) and radiation 
trapping on the CRM has been also discussed. 

 

 
Fig. 1. Sketch of the experimental setup.   

 
Fig. 2. (a) Measured spectra and (b) electron temperature 
and density from our CCP.  (c) Our CRM spectra for 
Te=3.28 eV and  ne=3.62 109 cm-3 determined from 
probe measurement for effective plasma length Reff  
assumed as chamber radius R=3.0 cm. (d) Our CRM 
spectra for Te=3.28 eV,  ne=3.62 109 cm-3  (red line) and 
Te=5.0 eV,  ne=1.0 109 cm-3 (green line) with Reff =1.0 
cm.  
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Tungsten pseudo-continuum spectra called 

unresolved transition array (UTA) emitted in 
15-70Å have been quantitatively analyzed by 
observing the radial profile in neutral-beam 
heated plasmas of Large Helical Device (LHD).  
In our previous result [1], it has been found that 
the UTA line at wavelength intervals of 32.16-
33.32, 30.69-31.71 and 29.47-30.47 Å is 
composed of only a single ionization stage of 
W24+, W25+ and W26+, respectively.  Based on 
the previous result, the ion density of W24+, 
W25+ and W26+ is evaluated by observing the 
radial profile of UTA lines at the specified 
wavelength intervals [2].   

A photon emission coefficient (PEC) for the 
W24+, W25+ and W26+ ions is necessary for the 
density evaluation.  At first, the PEC is 
calculated using a collisional-radiative (CR) 
model which has been developed by Murakami 
[3].  In the CR model, principal quantum 
number up to n = 7 and 11753, 13772 and 7515 
J-resolved fine-structure levels are taken into 
account for W24+, W25+ and W26+ ions, 
respectively, and 19-27 electron configurations 
are considered for one ion.  Effects of inner-
shell excitation and configuration interaction 
are also considered in addition to general 
atomic processes.  The photo emission 
coefficient at each wavelength interval then 
includes 100 thousands line emissions at each 
wavelength interval.  The tungsten density 
profile of W24+, W25+ and W26+ ions is thus 
obtained from the local emissivity profile and 
the photon emission coefficient in addition to 
the temperature and density profiles.   

A total tungsten ion density, nW, near ρ = 0.7 
where the W24+ ion locates is also estimated 
from the W24+ ion density with the fractional 

abundance in ionization equilibrium calculated 
with ADAS code [4].  The value of nW 
evaluated from the present CR model seems to 
be large, when it is compared with nW estimated 
from the number of tungsten particles injected 
by the pellet.  Discussions are made with the nW 
evaluated from the photon emission coefficient 
in CL version of ADAS code. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Photo emission coefficients from (a) CR model 

[3] and ADAS (CL version) [4]. 
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Experimental evaluation of fractional abundance data for
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The tungsten (W) density in plasmas has
been estimated from the line emission intensity
from a certain charge state (q) ions and the frac-
tional abundance for this charge state ξq(Te). Al-
though ξq(Te) is an essential quantity to the tung-
sten density measurement in plasmas, its values
reported by sevral groups have been significantly
different from each other, as shown in Fig. 1.

In this work, we observed Te dependence
of near-ultraviolet emission line intensities for
highly charged tungsten ions for several plasma
experiments in Large Helical Device (LHD) [1].
From the spatially resolved emission intensity
distribution measured with multi-line-of-sight
spectrometer and with the Bayesian statistics
technique, we quantitatively evaluated the frac-
tional abundance profiles for W23+W28+.

Although the absolute values of the fractional
abundance are still inaccessible in our method,
relative profiles against Te values were evaluated,
as shown in the bottom row in Fig. 1. The Te

values at the profile peak for q = 23, 24, 25, 26,
27 and 28 states tungsten abundance were eval-
uated as 0.53, 0.58, 0.65, 0.78, 0.93, and 1.14
keV, respectively (indicated by the vertical ar-
rows in Fig. 1). These results were ≈20% smaller
than those reported by Pütterich et al [3], which
are the theoretical calculations adjusted to match
the quasi-continuum emission by q = 24-35 tung-
sten ions measured in the extreme ultraviolet re-
gion, and ≈60% larger than the pure theoretical

calculation by Sasaki et al [2].

Fig. 1. Fractional abundance data xq for highly

charged tungsten ions. The four panels from the

top show the data sets proposed by Asmussen et al

[4], Pütterich et al [3], Sasaki et al [2], and evalu-

ated results in this work, respectively.
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1. Introduction 
Tungsten (W) was decided to be used as a divertor 
material of ITER. To monitor W transport in high 
temperature plasmas, spectroscopic observation has 
been conducted. Figure 1 shows two W spectra  
measured for LHD plasmas in different two 
conditions. m is an index along wavelength direction. 
Each spectrum is modeled as follows. 

         (1) 
where  is the density of ,  is its emission 
spectrum and  is the noise of the measurement. If 
the exact profiles  are known, the evaluation of 

 is possible. Blue curves in Fig. 2 (a) show three 
results  (q = 26, 27 and 28) from one atomic 
structure model [1, 2].  has been estimated to 
optimize the following equation. 

     (2) 
where  is a distance measure between a and b. 
The squared distance  has been frequently 
used. Blue curves in Fig. 2 (b) shows the 
reconstructed result  with the best , 
where  (q = 23-30) is assumed to be included in 
plasmas. As shown in the figure, it is still difficult to 
reconstruct the experimental data exact enough.  
In this work, we evaluate both   and  by 
decomposing the observed spectra based on its 
profile variation, considering theoretically predicted 
spectra. 
 
2. Method 
We use multiple spectra  observed with various 
experimental conditions, where k = (1, 2, …, 4580) 
is the experimental data index. We estimate both 

 and  from the following optimization 
problem 

        (3) 
The first term represents the goodness of 
reconstruction, while the second term represents the 
closeness between  to be estimated and .  
controls the relative importance of the second term. 
We use 250 for . In this work, we use Kullback-
Leibler divergence for D. Since Eq. 3 has the same 
form to the non-negative matrix factorization (NMF) 
problem, it is optimized efficiently [3]. 

3. Results and Discussion 
Figure 2 (a) shows three of the decomposed results 
of   (q = 26, 27 and 28, red curves). Although the 
overall shapes of  and  are similar to each 
other, their detailed shapes are different. In Fig. 2 (b), 
our reconstructed result   is also shown 
(red curve). It is suggested that the use of  
instead of  increases the accuracy of the density 
estimation.  
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Fig. 2 (a) Three examples of  (blue curve) and 
decomposed  (red curve) for q = 26, 27, and 28. 
(b) One example of the observed spectrum  
(markers), reconstruction from the atomic structure 
calculation  (blue curve) and that from our 
decomposition (red curve).  

Fig. 1 Two examples of the observed W spectra.  
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     EAST tokamak has been equipped with 
upper tungsten divertor since 2014 to improve 
the heat exhaust capability and to examine the 
ITER-like divertor configuration [1].  In order 
to study the tungsten behavior in EAST 
discharges, tungsten spectra has been measured 
in EUV wavelength range using fast-time-
response EUV spectrometers working in 
wavelength ranges of 20-500Å [2] and 10-130 
Å with time resolution of 5ms.  Recently, a 
space-resolved EUV spectrometer working at 
30-500Å has been developed to measure radial 
profiles of the tungsten line emission in long-
pulse H-mode discharges with high heating 
power.  

Radial profiles of tungsten emissions from 
4p-4s and 4p-4p transitions in W42+ – W45+ ions 
are successfully obtained  at 45-70 Å and 120-
140 Å in high-temperature discharges 
(Te 2.5keV), e.g. W43+ at 61.334Å, W44+ at 
60.93Å, W45+ at 62.336 Å, W42+ at 129.41Å, 
W43+ at 126.29 Å and W45+ at 126.998Å. The 
radial density profiles of W43+ – W45+ are 
therefore attempted with measured Te and ne 
profiles and photon emissivity coefficient (PEC) 
from ADAS database when the radial emission 
profile is converted into flux surface function 
with Abel inversion technique.  

Fig.1. shows radial profiles of chord-
integrated line intensity of W45+ at 62.336Å, 
W44+ at 60.93Å and W43+ at 61.334 Å in steady-
state H-mode plasma with Te0=3.3keV (Shot 
#67682). Fig.2. shows the calculated radial 
profiles of W45+ and W44+ ion density in steady-
state H-mode phase in Shot #67682. 

 

 
       Fig. 1. Vertical profile of W line intensity. 

    

 
      Fig. 2. Radial profile of W ion density. 
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A laser-produced plasma (LPP) ablated by 

nanosecond laser pulse is neither homogeneous 
nor static in the expanding and cooling process 
in vacuum, where electron densities can vary 
from 1017 to 1022 cm-3 and electron temperature 
from 1 eV to 100 eV. In such plasmas, there are 
many competing atomic processes which 
depend on electron temperature and electron 
density. Electrons, ions and photons take part in 
these processes and interact with each other. 
The experimental measurements and theoretical 
analysis of LPP spectra can reveal abundant 
information on the plasmas, such as electron 
temperature, electron/ion density, particle and 
energy transport, and the evolution of these 
parameters. In recent decades the LPP has 
gained universal acceptance as a standard 
laboratory ion source1 and pulsed short 
wavelength light source2. 

Due to the limitation of measurement 
accuracy, spectral structure and plasma model, 
there are few reports on the radiation and 
dynamics of highly-charged ions in the EUV 
region of mid- and high-Z elements, the 
dynamics behaviors in the plasma is not yet 
clear. Our group built a high precision spatio-
temporally resolved spectral measuring device, 
developed a set of real-time measurement 
control and spectral analysis software. And 
based on the radiative-hydrodynamics model, 

we developed a dynamic simulation code to 
investigate the complicated spectral features of 
highly-charged ions from LPP. The evolution 
diagnosis of electron density, plasma 
temperature, ion velocity, radiation loss and 
other parameters in the process of laser plasma 
expansion are obtained, and the transient 
evolution images of the plasma are 
reconstructed. The results are helpful for a 
detailed understanding of the spectral features 
and hydrodynamics evolution for highly 
charged ions of the mid- and high-Z elements. 
More importantly, it will be of use to groups 
working on ion and light source development. 
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 The investigation of light-matter interaction is 
expanding from long wavelength into short 
wavelength with applications of x-ray free 
electron laser (XFEL)[1-2]. Followed by the 
pioneering experiment of an ultra-intense XFEL 
pulse interacting with a neon atom gas [3], 
many researches are performed to investigate 
the interaction of XFEL and complex systems 
[4-5].
 Ultrafast nonequilibrium dynamics of free 
electrons in a solid-density aluminium produced 
by an ultra-intense ultrafast x-ray pulse is 
investigated by solving Fokker-Planck equation. 
Electron energy distribution function (EEDF) 
contains two parts: a lower energy part at nearly 
equilibrium and a higher energy part at evident 
nonequilibrium. The former part accounts for 
the most population of the total electron number. 
X-ray transmission and bound-bound emissivity 
show little difference between the results with 
EEDF obtained by solving Fokker-Planck 
equation and by Maxwellian distribution 
assumption. Yet the bremsstrahlung emissivity 
shows great difference. 

 
Fig. 1. Time evolution of EEDF at the center of 
the laser spot on the front of aluminium sample 
(x=0 um). X-ray photon energy is (a) 1550, (b) 

1600, (c) 1750 and (d) 1830 eV, respectively. 
The x-ray pulse has a peak intensity of 

 with HWHM duration of 
40 fs and a bandwidth of 0.5%. The x-ray beam 
has a circle spot with radial of 1.3 um. 
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Continuum atomic processes initiated by 
photons and electrons occurring in a plasma are 
fundamental in plasma physics, playing a key 
role in the determination of ionization balance, 
equation of state, and opacity. Here we propose 
the notion of a temporal space localization of 
electrons produced during the ionization of 
atoms immersed in a hot dense plasma, which 
can significantly modify the fundamental 
properties of ionization processes. A theoretical 
formalism is developed to study the 
wavefunctions of the continuum electrons that 
takes into consideration the quantum de-
coherence caused by coupling with the plasma 
environment. The method is applied to the 
photoionization of Fe16+ embedded in hot dense 
plasmas. We find that the cross section is 
considerably enhanced compared with the 
predictions of the existing free-atom model, and 
thereby partly explains the big difference 
between the measured opacity of Fe plasma [1]
and the existing standard models for short 
wavelengths.

Striking changes induced by localization 
may further be seen in the total photoionization 
cross sections of the ground and excited levels 
of Fe16+ (Fig.1). In panel (a), both contributions
from the direct ionization of 2p and 2s electrons 
and indirect ionization from the resonant 
processes have been included to give a more 
complete picture. The cross section of the free 
ion features a series of resonances 2s np (n 6) 
superimposed on the continuum background. 
The cross section of free ion is in satisfactory 
agreement with a recent large-scale R-matrix 
calculation[2]. For the embedded ion, however, 
resonances of higher np disappear for the 
principal quantum number n larger than 10, 7, 
and 6 at densities of 4.0 1021, 4.0 1022, and 
2.0 1023cm-3,respectively. However, additional 
resonances of 2s 5p and 2s 4p successively 
show up at the density of 4.0 1022 and
2.0 1023cm-3. This shows that the bound states 
belonging to the configurations of 1s22s2p65p
and 1s22s2p64p in the free ion Fe16+ have

become autoionized states because of plasma 
screening.

Fig. 1. Total photoionization cross sections.(a) For the 
ground level 1s22s22p6 1S of Fe16+ including both direct 
ionization of 2p and 2s electrons and indirect resonant 
processes at 180.0 eV.(b) For the excited state 
1s22s22p53d 1Po of Fe16+, which is assumed to be 
embedded in an iron plasma at an electron density of 
3.0 1022cm-3 and a temperature of 180.0 eV.
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A consideration on the accuracy of GRASP calculations
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  Accurate and reliable calculations of atomic structures and transition properties are 
indispensable for understandings of fusion and other plasmas. As for the theoretical methods 
based on the variational principle, a number of atomic codes such as FAC, HULLAC, Cowans 
code, GRASP family of codes, and others are available for this purpose. Among them the 
GRASP family of codes provides us with a non-empirical relativistic method and is believed 
that the code gives most reliable result if treated properly. In recent years, an elaborate large 
scale calculation has become feasible using the pararrell processing technology and has become 
a large amount of numerical values that are usable for plasma analysis.

However, we must note that the theoretical method that is employed by GRASP family of 
codes has its intrinsic difficulties. The method is based on a  variational principle with a 
positive indefinite Hamiltonian, we cannot avoid the possibility of variational collapse in the 
procedure of self-consistent iteration. And, furthermore, in case of excited state calculations, 
similar collapse may occur. The orbital wavefunctions are restricted to the L2 normalizable
functions, which cause the introduction of correlation functions in the MCDF calculations. We 
must be careful to treat the correlation functions if we want to calculate the atomic excited 
states.

We want to discuss these difficulties by showing several examples that may cause some 
errors in MCDF calculations.
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Visible spectra of multiply charged heavy ions
obtained with a comapct electron beam ion trap
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Visible transitions in multiply charged heavy
ions are of interest for many applications. For
example, transitions in multiply charged W ions
are in strong demand for the stable operation of
the large scale fusion reactor ITER under con-
struction. Since W is the material of the plasma
facing wall of ITER, sputtered W ions are con-
sidered to be the main impurity in the ITER
plasma [1]. Thus it is important to diagnose
and control the W influx and charge evolution
through spectroscopic diagnostics of W ions. Al-
though all the wavelength ranges, including short
wavelength ranges such as EUV and x-rays, are
important for the diagnostics, transitions in the
visible range are especially important due to the
advantage that a variety of common optical com-
ponents, such as mirrors, lenses, and fiber optics,
can be applied.

As another example, optical transitions in
multiply charged ions have been proposed for a
new type of an optical clock that has a signifi-
cantly enhanced sensitivity to the fine-structure
constant variation due to the strong relativistic
effects [2]. The variation of fundamental con-
stants arises in many theories beyond the Stan-
dard Model of particle physics and is hinted by
the astrophysical observations. Recently, it was
suggested that dark matter may lead to oscilla-
tions of fundamental constants or transient ef-
fects that may be potentially detectable with
such clocks [3]. It is also an advantage that the
wavefunction of the electron tightly bound in a
highly charged ion is less sensitive to the pertur-
bation such as external fields.

In this contribution, we present visible spec-
tra of multiply charged ions relevant to such
applications obtained with a compact electron
beam ion trap, called CoBIT [4]. CoBIT consists
of an electron gun, a drift tube (DT), an electron

collector, and a high-critical-temperature super-
conducting magnet. The DT is composed of
three successive cylindrical electrodes that act as
an ion trap by applying a positive trapping po-
tential at both ends with respect to the middle
electrode. The electron beam emitted from the
electron gun is accelerated towards the DT while
it is compressed by the axial magnetic field pro-
duced by the magnet surrounding the DT. The
space charge potential of the compressed high-
density electron beam acts as a radial trap in
combination with the axial magnetic field. Mul-
tiply charged ions are produced through the suc-
cessive ionization of the trapped ions. A com-
mercial Czerny-Turner type of visible spectrom-
eter is used for observing Visible emission from
the trapped ions. The charge state of the ion as-
signed to the observed lines can be determined
experimentally by studying the electron energy
dependence of the line intensity. Recent results
for tungsten [5] and lanthanide ions [6] and com-
parisons with theoretical calculations are pre-
sented.
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     Atomic process is crucial for laboratory 
plasma physics (Inertial confinement fusion 
(ICF), Tokomak, Z-pinch, etc.) and astrophysics.
Accurate understanding of the atomic processes 
is important to validate the theoretical models 
and promote the accuracy of the plasma 
diagnostics. In recent years, we resumed 
experimental measurements at the updated 
Shanghai-EBIT facility focusing on the 
important atomic processes related to ICF 
plasmas. The measurements include the open-L
shell dielectronic recombination of argon ions,
the open-M shell electron impact excitation and

dielectronic recombination of xenon ions. In 
this talk, we are going to report the details of 
these measurements and present the preliminary 
results of theoretical analysis.
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Photo-recombination (PR) is a important
atomic process in many high temperature plas-
mas. It not only helps to probe quantum elec-
trodynamics in the strong fields of the ions from
the energy positions and shapes of the observed
resonance structure, but also reveals the rela-
tivistic corrections to the electron-electron inter-
action from the intensities of the PR cross sec-
tion. Apart from its fundamental importance,
PR process has practical implications in many
high temperature plasmas, PR generates charac-
teristic x-ray lines observed in many high temper-
ature plasmas, such as solar flares, tokamaks] and
inertial confinement fusion plasmas, accurate PR
cross sections are essential for plasma diagnostics
and for modeling of astrophysical and laboratory
plasmas. Recently experimental measurements
and theoretical calculation of PR cross section-
s for few-electron highly charged ions have been
performed.

In the present work, the total and par-
tial cross sections of the state-selective photo-
recombination from the ground state 1s (1S0) of
H-like Ar17+ ion to the 1s2 (1S0), 1s2s (1S0,

3S1)
and 1s2p (3P0,1,2,

1P1) states of He-like Ar
16+ ion

were calculated in detail by using the Dirac atom-
ic R-matrxi code based on a fully relativistic R-
matrix method. The KLL photo-recombination
resonance group are determined and identified
according to the calculated transition energies
and probabilities with multi-configuration Dirac
Fock method (MCDF). In the calculations, the
quantum interference of direct recombination
and resonant recombination process are well con-
sidered. The results indicate that interference
effects strongly influence the intensity and shape
of the photo-recombination cross sections, espe-
cially for the 2s2p (1P1) and 2p2 (1D2) resonant
region. The KLL dielectron recombination cross
sections of H-like Ar17+ ion also calculated with
MCDF method, results compare with the present
photo-recombination cross section and the exper-

imental dielectron recombination (DR) cross sec-
tion, good agreement is found between available
experimental DR cross section and the present
DR calculate results with FWHM=19eV. Mean-
while, it is found photo-recombination results are
different with DR which derived from interfer-
ence between DR and PC process.
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Fig. 1. (a) The total PC cross section of Ar18+ ion

calculated by R-matrix approach; (b) Convoluted

the data of (a) with FWHM =1 eV (c) Convoluted

the DR cross section of Ar18+ ion calculated by M-

CDF approach with FWHM =1 eV; (d) Convoluted

the data of (a) with FWHM =19 eV and compare

to the experimental results[1].
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The investigation of the anomalous asymptotic behavior of electron
elastic scattering of helium
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For the inelastic electron scattering of atom-
s and molecules, a consensus has been reached
that the first Born approximation (FBA) is eas-
ily approached with decreasing the momentum
transfer at the same impact electron energy or in-
creasing the impact electron energies at the same
momentum transfer. This consensus can also be
applied to the elastic electron scattering except
that for helium, where the measured elastic d-
ifferential cross sections deviate the FBA more
severely with decreasing the squared momentum
transfer at the same impact energy. Since the
anomalous phenomenon is found at 40 years ago,
it has not been explained explicitly.
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Fig. 1. The ESFFs ζ(q) of helium.

In the present work, the pure electronic struc-
ture of helium is determined directly for the first
time by the high-resolution inelastic X-ray s-
cattering at the Taiwan Beamline BL12XU of

SPring-8 with an incident photon energy of about
10 keV and an energy resolution of about 70
meV. The present elastic squared form factors
(ESFFs) ζ(q) of helium are shown in Fig. 1 a-
long with the previous electron-scattering results
[1-4] and the theoretical calculation [5].

By comparison, it is found that the discrepan-
cies still exist for the electron elastic DCSs, even
at the impact energy of 1500 eV. Because the
scattering amplitude between the incident elec-
tron and the nuclei almost offsets the first Born
scattering amplitude between the incident elec-
trons and the target electrons, the DCSs of the
electron scattering are almost from the contri-
butions beyond the FBA, and the contributions
are enlarged to a large extent in inverse propor-
tion to the fourth power of the momentum trans-
fer. This disagreements between the Born DCS
and the DCS of the electron scattering can judge
sensitively the validity condition of the FBA, e-
specially in the small momentum transfer. The
ESFF is only from the scattering of the target
electrons in the high-resolution X-ray scattering,
so it strictly test the wavefunctions in the inner
region, nearby nucleus in the position space.
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Statistical Analysis of Hydrogen Recycling in the Peripheral Region of LHD 
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1. Introduction 
In magnetic confined fusion plasmas, it is one 

of important studies to control particle recycling 
at the plasma facing components for the im-
provement of core plasma properties. For this 
purpose, it is necessary to understand the behav-
ior of the peripheral plasma. Although simula-
tion technique by EMC3-EIRENE code [1] has 
been developed, it is still difficult to quantify re-
lationship between measured data because of 
high computational cost and many inaccessible 
plasma parameters in real experiments. 

In this study, we fit a statistical model to ex-
perimental data of Large Helical Device (LHD), 
and quantified the relationship among multiple 
measurement data. We discussed hydrogen recy-
cling near the divertor plate based on the result. 

 
2. Statistical Modeling 

Let  be the ion particle outflux from plasma 
to the divertor plate and  be the neutral atom 
influx to the plasma. If most of neutral atoms are 
generated by the recombination on the divertor 
plate,  is expected to be proportional to . We 
approximate this relation by the following form, 

 (1) 
where  and  are temporal changes in  
and  during small time interval , respectively, 
while  approximates the remaining cause of the 
atom generation, e.g. thermal desorption of at-
oms from the plate. We further approximate  
and  follow independent Gaussian distribution, 

 (2) 
(3) 

where  and  are variance of  and , re-
spectively. With this assumption,  and  
jointly follow a multivariate Gaussian distribu-
tion, 

 (4) 

The correlation coefficient  between  and 
 is 

 (5) 

In this work, we used measurement data of the 
ion saturation current  on the divertor plate and 
the Balmer-  emission intensity  for LHD 

plasmas. The sampling frequency for both meas-
urements is 100 Hz. We assume  and  are 
proportional to  and , respectively, and esti-
mated  and  from the AC components 
(with the frequency larger than 15 Hz) of meas-
ured signals. 
 
3. Discussion 

Figure 1(a) shows temporal evolution of  
and  measured for the plasma. Fig. 1(b) and (c) 
show relations between the AC components of 

 and  measured at  and 
, respectively. The value of the cor-

relation coefficient  in Fig. 1(b) is larger than 
that in Fig. 1(c). 

This difference suggests the different genera-
tion paths of the neutral hydrogen between these 
two timings. At the former timing, since  in 
Eq. (5) is smaller than ,  in Eq. (1) becomes 
dominant compared with . It indicates that neu-
tral atoms are mainly generated from the direct 
recombination of ions on the divertor plate. On 
the other hand,  is larger than  in the latter 
case, suggesting neutral atoms are dominantly 
generated by another effect which has little cor-
relation with . 

 
Fig. 1. (a) Measurement data of  (green line) and  
(blue line) in shot number 137141. (b) and (c) are scatter 
diagrams of the AC components of   and . Each vari-
able is normalized to mean 0 and standard deviation 1. 
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Angular distribution and polarization of x-ray radiation in highly
charged He-like ions: hyperfine-induced transition
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Precise polarization studies not only enhance
people,s understanding to the e-e interaction in
strong Coulomb fields, but also help to deeper
elucidate the population mechanism during the
impact dynamics. While most theoretical stud-
ies regarding the polarization in the past had just
dealt with ions with nuclear spin I= 0, fewer lit-
eratures had reported the effect of the hyperfine
interaction and how the nuclear spin affected the
polarization of x-ray radiation. Some kinds of
ions have a nuclear spin I �= 0. Owing to the hy-
perfine coupling, new decay channel will be open,
namely, hyperfine-induced transition.

In this study, we present a systematically the-
oretical investigation on the polarization and an-
gular distribution of x-ray photoemission dur-
ing the hyperfine-induced transition using a ful-
ly RDW method [1]. The calculations are per-
formed for the 1s2p3/2

3P2 F i=3/2→1s2 1S0

F f=1/2 component of the Kα1 decay of highly
charged He-like 119Sn48+ and 207Tl79+ ions with
nuclear spin I=1/2 following the impact exci-
tation processes by the incident electron beam-
s of un-polarized and completely longitudinally-
polarized, respectively. Two effects, Breit inter-
action(BI)and E1-M 2 interference, on the polar-
ization of the emitted radiation are discussed [2].
Our results show that both these effects may sig-
nificantly affect the polarization and angular e-
mission pattern of the transition line. For the
circular polarization, the BI leads to a decrease
by about 20% for 119Sn48+ ion and a decrease by
about 50% for 207Tl79+ ion at 1.4X, respective-
ly. The E1-M 2 mixing results in a increase by
about 41% for 119Sn48+ ion and in a reduction by
about 97% for 207Tl79+ ion at 1.4X, respectively.
For the linear polarization, the BI leads to a in-
crease by 15% and 21% for 207Tl79+ ion at 1.2X
and 1.6X, respectively. The E1-M 2 mixing re-
duces the linear polarization by 36% and 21% for
119Sn48+ and 207Tl79+ ions at 1.2X, respectively.
We hope that the present results would be useful

in resolving some disagreement between the the-
ories and experiments related to the polarization
properties of the x-ray radiation.

��� ��� ��� ��� ��� ��� ���

	��

	��

	��

	��

	��

	�


������������	
�����
	��
����������

�
��
�
�
��
��
	


��
��
�
�
��





�
���
��

���
������������

���������

����������

�������

Fig. 1. The circular polarization of the

1s2p3/2
3P2F i=3/2→1s2 1S0F f=1/2 hyperfine-

induced transition for He-like 119Sn48+ ion

following longitudinally polarized EIE process as a

function of the incident energy in threshold units.

Here, C represents the values with inclusion of only

the Coulomb interaction, and C+B represents the

ones with the BI included; M2 represents inclusion

of the magnetic-quadrupole approximation only,

E1+M2 represents values with inclusion of E1-M2

interference.
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Dynamics and density distribution of laser-produced Al plasmas using optical 
interferometry 
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The dynamics and state parameter 

diagnostics of laser-produced plasmas (LPP) 
are very important in developing its application 
such as pulsed-laser deposition, extreme 
ultraviolet and soft X-ray light sources, laser 
ion source and laser fusion. Some techniques 
have been employed for related research. Laser 
interferometry is widely established in studying 
the dynamic evolution and spatio-temporally 
resolved density profiles of LPP, particularly 
because of the highly accurate spatial and 
temporal resolutions. 

In this work, dynamic evolution and 
spatio-temporally resolved density profiles of 
laser-produced Al plasmas in air atmosphere 
are investigated using optical interferometry. A 
series of interferograms are obtained with a 
pulse energy of 35 mJ and delay times from 
200 ns to 6.9 s are showed in Fig. 1. From Fig. 
1, the expansion profiles of the shock wave of 
Al plasmas are closed to semicircle all time, 
which is different from the situation of air 
plasmas in our previous work [1]. The phase 
shift and refractive index are calculated using a 
two-dimensional fast Fourier transformation 
and Abel transformation. The electron densities 
of Al plasmas are obtained from the refractive 
index have been showed in Fig. 2. ,which give 
the 2D expond dimensions and electron 
densities distribution of Al plasmas. This work 
provide a further understanding of expansion 
and dynamic evolution of the laser-produced Al 
plasmas and shock wave and the spatio-
temporal evolution of the density of plasma in 
air atmosphere. 

 
Fig. 1. Time evolution of optical interferograms of laser-
produced Al plasmas (yellow dotted line and blue shaded area 
identify regions of shift in interference fringes). 

 
Fig. 2. 2D electron densities distribution of laser-produced 

Al plasmas at different delay times. 
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     Dielectronic recombination (DR) and 
radiative recombination (RR) spectra of highly 
charged Tungsten ions are important for 
modeling and diagnosing magnetic fusion 
plasmas[1,2]. We studied the 0n DR process 
of Li-like W71+(2s) ions using the flexible 
atomic code (FAC) based on the relativistic 
configuration interaction (RCI) method[3]. The 
detailed resonance energies, widths and 
strengths were calculated systematically for the 
dominated doubly excited states (2p1/2nlj) 
(n=19~29) and (2p3/2n’lj) (n=7~29) of Be-like 
W70+ ions, and the contributions from the higher 
Rydberg states with 30n , are obtained by 
extrapolation based on the quantum defect 
theory (QDT)[4].The electron-ion recombination  
spectra (DR+RR), covering the center-of-mass 
energy range 0-1700 eV, are presented by 
considering the temperature (120 meV/kB 
transverse and 0.1 meV/kB) for purpose of 
future storage ring experiments. The present 
results would be provide help for investigating 
the storage ring DR experiments and diagnosing 
of ITER plasmas.  

Figures 1 and 2 plotted the total rate 
coefficients (DR+RR) (black line) for the 
lowest-energy resonance manifolds (2p1/219lj)J 
of 2s-2p1/2 transitions and (2p3/27lj)J of 2s-2p3/2 
transitions, respectively, where the red dashed 
line indicate the RR background. The blue 
vertical lines give the strengths for each of the 
individual resonance with the right blue axis, 
and the resonance positions are identified by the 
black vertical bars on the top of the figure. 
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2017YFA0402300, the National Natural Science 
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Research Program of Frontier Sciences, CAS, grant 
No.QYZDY-SSW-SLH006. And the Young 
Teachers Scientific Research Ability Promotion 
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Fig. 2.  Same as figure 1 but for the DR resonance  
manifold (2p3/27lj)J  of W71+ ions. 
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            Dielectronic recombination is one of the 
most important electron ion recombination process 
in astrophysical and men made plasma. The absolute 
dielectronic recombination rate coefficient of F-like 
Fe17+ ions has been measured at the main cooler 
storage ring (CSRm), at Institute of Modern Physics 
Lanzhou, China [1]. The measured electron-ion 
collision energy range 0-6 eV covered the first 
Rydberg series of ∆n = 0 core excitations from 
2s22p5(2P3/2) nl to 2s22p5(2P1/2) nl  from n=18 up to n 
= 24.  
          The FAC code has been used to calculate DR 
rate coefficient and compared with experimental 
results [2]. Plasma rate coefficient were deduced 
from measured and calculated DR rate coefficient. 
Overall a reasonable agreement was found between 
the experimental results and theoretical results from 
FAC. Our results also compared with previously 
calculated MCBP, MCDF and measured 
experimental results of test storage ring (TSR) as 
shown in figure.1. [3,4]. We will present the DR rate 
coefficient as well as the obtained plasma rate 
coefficient of Fluorine-like Fe17+ ions at the 
conference. 

                                                           
† Corresponding author. E-mail: wenweiqiang@impcas.ac.cn  
‡Corresponding author. E-mail: x.ma@impcas.ac.cn  
 
 

 
Fig. 1. Comparison of plasma rate coefficients derived 
from the experimental result with the calculated results 
from FAC code and also the existed plasma rates 
coefficients from literature. The thick solid blue line 
denote experimental results from CSRm and thin solid 
green line represents FAC calculation. The experimental 
result from TSR is displayed by Purple dash-dot line and 
corresponding calculations by MCBP and MCDF are 
shown by red dashed curve and black dotted curve, 
respectively. 
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Dielectronic recombination (DR) 
experiments of highly charged ions at the 
storage rings have been developed as a 
precision spectroscopic tool to investigate 
the topics from the atomic structure to 
nuclear properties. DR also plays a crucial 
role for accurate plasma modeling and 
spectral analysis in astrophysics and also 
man-made plasmas. The atomic levels and 
decay modes of Be-like ions is show in Fig. 
1. DR of Be-like ions at heavy ion storage 
rings has been emphazised on different 
physical topics, such as first observation of 
trielectronic recombination (TR) for Be-like 
Cl13+[1], first measurement of hyperfine 
induced transition rate of Be-like Ti18+ [2] 
and precision QED test [3]. In addition, DR 
of Be-like ions have been investigated for 
applications in astrophysical plasma [4]. 

Recently, electron-ion recombination of 
Be-like 40Ar14+ and 40Ca16+ have been 
measured by employing the electron-ion 
merged-beams method at the cooler storage 
ring CSRm [5, 6]. The DR resonances 
associated with 2s2→2s2p core transitions 
were identified by the Rydberg formula 
from the measured sprectra. In addition, 
strong TR resonances associated with 
2s2→2p2 core transitions were observed. 
The plasma rate coefficients for DR+TR 
were deduced from the measured electron-
ion recombination rate coefficients to 
compare with the previously recommended 
atomic data from the literature. The present 
results constitute a set of bench-mark data 
for use in astrophysical modeling. 

In addition, we are preparing to perform 
DR experiments of highly charged Be-like 
ions at the CSRe, the investigation topics 

including hyperfine induced transition rate 
measurement with different nuclear spin, 
two-photon E1M1 (2s2p 3P0→2s2 1S0) 
decay rate measurement for nuclear spin 
I=0 and also measurement of the precision 
spectroscopy with ions heavier than Xe. 
These experiments will open a door for 
precision investigation of QED effects, 
electron-electron correlation and also 
relativity effects. We will present a poster 
on this workshop to show the detailed 
precision spectroscopy of DR experiments 
of Be-like ions at the heavy ion storage ring 
CSRe and HIAF [7]. 

 
Fig. 1. Level scheme and decay modes of Be-like ion [2]. 
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     Ultrcold neutral plasmas (UNPs) is a 
strongly coupled plasma, in which the charged 
particles have very low temperature and the 
potential energy among the charged particles is 
larger than its kinetic energy. Disordered-
inducing heating is a leading limitation of 
coupling strength. We employed the Debye 
one-component-plasma model[1] molecular 
dynamic to simulate the evolution of UNPs and 
investigate the influence of ordered initial 
distribution to disordered-inducing heating. 

    First of all, we compared the recent 
experiment[2] results with our simulation in 
order to verify the accuracy of our simulation 
model. The fig.1 shows the agreement is good. 
It is found in fig.1 that the agreement of process  

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1. The evolution of ion temperature and ion 
coupling strength. (The blue dot is experiment result, 
the red line is simulation result.) 
of disordered- inducing heating is excellent. 
However, the equilibrium temperature in 
simulation is lower than the condition of 
experiment. This is due to the expansion 
resulting from coulomb potential during the 
creation of UNPs. And we also simulated the 
evolution of coupling strength which is larger 
than 1 when it reaches equilibrium. 

Under the periodic boundary, we studied 
the evolution of UNPs in the initial spatial 
ordered distribution. In the Fig.2, we found that 
the spatial ordered distribution of ions could 

dramatically decrease coupling strength, which 
agree with the latest simulation[3]. 

 
 
 
 

 
 

 
 
 
 

 

 
Fig.2. The evolution of ion temperature and ion coupling 
strength in ordered distribution with no expansion. 
         In addition, we consider the expansion in the 
creation of UNPs and Fig.3 shows expansion is able 
to induce the disordered-inducing heating, leading 
to the reduction of coupling strength.  

 
Fig.3. The evolution of ion temperature and ion coupling 
strength in ordered distribution with expansion. 

References 
[1] T.K. Langin, T.C. Killian et.al, 2016 Phys. Rev. 
E. 93 023201  
[2] Y.C. Chen, T.C. Killian et.al, 2004 Phys. Rev. 
Lett. 92 143001 
[3] D. Murphy and B.M. Sparkes et.al, 2016 Phys. 
Rev. E. 94 021201(R)

  

1E-mail: wu yong@iapcm.ac.cn 

100



Resonant multiple Auger decay of core-excited 2p-1 
3/24s in argon 

Yulong Ma*, Zhenqi Liu*, Fuyang Zhou† and Yizhi Qu*,1 

* College of Material Sciences and Optoelectronic Technology, University of Chinese Academy of Sciences, Beijing 
100049, China 

† Data Center for High Energy Density Physics, Institute of Applied Physics and Computational Mathematics, Beijing 
100088, China

Resonant Auger decay of a core-excited state 
produced by exciting an inner-shell electron to a 
Rydberg orbital, may emit one, two, and even 
more Auger electrons. Multiple Auger (MA) 
decay is one of the relax processes for an inner-
shell excited atom upon radiationless decays, 
which results from many-electron Coulomb 
interaction. Therefore, investigations of such 
processes could give important information on 
electron correlation effects and many-body 
problems in atomic processes [1]. 

Generally, the emission of electrons in the 
MA decay can be simultaneous, or it can 
proceed in a stepwise manner through the 
creation and decay of an intermediate 
autoionizing state, which are referred to as the 
direct and cascade processes, respectively.  

Based on multistep approaches, i.e., cascade, 
knockout and shakeoff mechanisms derived 
from many-body perturbation theory (MBPT) 
[2], we present a detailed theoretical study of 
the resonant single (SA), double (DA), triple 
(TA), and quadruple Auger (QA) for the Ar 
atom with a 2p3/2 hole following the resonant 
2p3/2→4s photoexcitation.  

Resonant Auger decay can be clarified in 
terms of spectator, participator and shake 
processes, according to the behavior of the 
Rydberg electrons, however, a detailed 
theoretical investigations of which for MA 
decays is still missing at present. Therefore, the 
important one of aim in this work is to explore 
the contributions of spectator, participator and 
shake processes forming the final sates in SA, 
DA, TA and QA decays.  

The direct TA Auger electron spectra are 
shown in Fig. 1, in where our theoretical results 
reproduce well the experimental measure [3]. 
The predicted branching ratios of different ions 
formed by the SA and MA decays including the 
contributions of the cascade and direct 
processes are given in Table 1, which show a 
good agreement with the experimental data [3, 
4]. 
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Fig. 1. Theoretical and experimental resonant direct 

triple Auger electron spectra of Ar 2p-1 
3/24s. 

 
Table 1. Branching ratios (in percentages) of ions 

produced by single, double, triple and quadruple Auger 
decays of Ar 2p-1 

3/24s.  

Ion 
This work Expt. 

Cascade Direct Total Ref. [3] Ref. [4] 
Ar+ - - 65.41 69 66 
Ar2+ 21.52 9.83 31.35 28 30 
Ar3+ 1.08 2.16 3.24 3 4 
Ar4+ 0.01 0.08 0.09 0.03 0.2 

References 
[1] F. Penent, J. Palaudoux, P. Lablanquie, et al., 

2005 Phys. Rev. Lett. 95 083002. 
[2] M. Y. Amusia, I. S. Lee, and V. A. Kilin, 1992 

Phys. Rev. A 45 4576. 
[3] Y. Hikosaka, P. Lablanquie, F. Penent, et al., 

2014 Phys. Rev. A 89 023410. 
[4]  J. A. R. Samson, W. C. Stolte, Z. X. He, et al., 

1996 Phys. Rev. A 54 2099.

  

E-mail: yzqu@ucas.edu.cn 

101



102



Measurement and analysis of EUV emission spectrum from laser produced Ni 
plasma 

S. Q. He, M. G. Su1, Q. Min, S. Q. Cao, L. Wu, H. D. Lu, D. X. Sun and C. Z. Dong 

* Key laboratory of Atomic and Molecular Physics & Functional Materials of Gansu Province, College of Physics and 
Electronic Engineering, Northwest Normal University, Lanzhou, 730070, China

Highly charged ions of medium and high-Z 
elements exist widely in astrophysical, fusion 
plasmas and laboratory plasmas. Spectral structure 
analysis of highly-charged ions ablated by the high 
power density laser pulse  can reveal abundant 
information on the plasmas, such as electron 
temperature, electron/ion density, particle and 
energy transport, and the evolution of these 
parameters. More recently, the observation and 
analysis of intense quasi-continuous emission 
features in the 7.5–14.5 nm spectral region of laser-
produced plasmas of Pr have been reported. 

 In our work, we obtained the EUV spectrum of 
laser produced Ni plasma in the 7-14 nm wavelength 
range. Lines due to the resonant 3d-4f transition 
arrays of Ni6+ up to Ni10+ ions. We have calculated 
the resonance 3p6(3d-4f)3d transitions of Ni8+ ions 
with the Hartree-Fock method by Cowan codes[1], 
and find that Gaussian profile is discontinuous and 
narrow. We added the 3p5(3d-4f)3d2 transition so 
that its Gaussian profile is broad. The result is shown 
in Fig. 1. 

Plasma parameters were estimated by 
comparing experimental and simulated spectra, 
based on the assumption of a normalized 
Boltzmann distribution among excited states and 
a steady-state collisional-radiative model[2]. The 
experimental spectrum, simulated spectra and 
ion fractions are shown in Fig. 2. The results 
provide further understanding of radiation 
properties of highly charged ions of middle- and 
high-Z elements. 

The work is supported by the National Key 
Research and Development Program of China 
(2017YFA0402300), the Natural Science 
Foundation of China (11364037,11274254, 
U1332206,11564037). 
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Fig. 1. 3d-4f transition arrays of Ni8+ and Energy 
level. 

Fig. 2. Comparisons between the experimental 
spectrum and simulated spectra. 
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The x-rays from the inner shell ionized few-
electron systems provide valuable information
on the temperature, density, and ionization state
of the plasma and hence are useful in the
theoretical modeling of plasmas. Precise
transition properties can act as reference data
for the charge state distribution and average
charge of plasma. The doubly excited states of
2s2p configuration in He-like ions can decay to
the 1s2 ground configuration through two
electron one-photon (TEOP) transition. The
TEOP transition is a good example for
investigation on the electron correlation effects.
The present calculations are carried out by
using GRASP2K code which based on the
multiconfiguration Dirac-Fock (MCDF) wave
functions with the inclusion of Breit interaction,
self-energy, and vacuum polarization.

The construction of the atomic state
functions using systematic expansion of the
orbitals in the active space. However, the TEOP
transitions is sensitive to the correlation, the
enhanced effects of correlation are
systematically considered by expanding the
active space from {1s, 2s, 2p} to the set that
consisted of all orbitals with n = 1 to 6 and l = 0
to 3 so as to ensure the correlation, stability, and
convergence of the observables. We first
consider the necessary configurations and
generated Dirac-Fock wavefunctions in
extended optimal level (EOL) scheme for the
initial doubly excited 2s2p and final 1s2

configurations. Then we consider single and
double (SD) excitations of electrons and expand
the active space by considering the first layer of
the set with n = 3 and l = 0 to 2 virtual shells
and optimized the orbital functions while 1s, 2s,
and 2p orbitals were kept fixed. Continue the
cycle until the system converges. The optimized
orbitals thus generated were used in the
evaluation of MCDF energies and rates.

The E1 transition energy (eV) and probabilities
( s−1) in the He-like Ar are given in Table 1. It can
be seen from table that the results of calculated
transition energy and rates becomes converged
while the active space increase. The length and
velocity gauges rates are in excellent agreement
with each other for the various transitions to 1S0 and
3S1 states. The results show a good agreement

between the present calculation and the previous
work. Using the similar correlation model, the
TEOP transition from 2s2p to 1s2 and OEOP
transition from 2s2p to 1s2s were calculated for He-
like Ne, Ar, Ca, Fe, Ni, Cu, Zn, Kr, Nb, and Ag
ions. The electron correlation effects, Breit
interaction on the transition energy and rate were
analyzed. It will be helpful for the experimental
investigation on the decay mechanism of inner shell
doubly hole states.

Table1.Transition energies in eV, length gauge rates
（B） and velocity gauge rates(C) in sec−1 of
two-electron one-photon transitions from states
of 2s2p configuration in He-like Ar. The numbers
in the parentheses are powers of ten.

3P1--1S0 1P1-1S0

Active set Energy Rate Energy Rate
DF 6395.485 C 8.493 (5) 6425.420 C 3.655(5)

B 1.684 (8) B 2.410(10)
{n3l2} 6395.395 C 2.953(8) 6425.142 C 4.747 (10)

B 1.044(8) B 1.781(10)
{n4l3} 6395.414 C 2.953(8) 6425.001 C 4.562(10)

B 1.044 (8) B 2.097 (10)
{n5l3} 6395.415 C 2.706 (8) 6424.645 C 4.445 (10)

B 1.298(8) B 2.239 (10)
{n6l3} 6395.374 C 2.785 (8) 6424.491 C 4.376(10)

B 1.482 (8) B 2.315 (10)
Ref 6396.0591 1.138(8) 1 6424.385 1 1.568(10) 1

Theory 63992 1.534(10)2

Expt. 63903
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Relativistic effects in 2p photoelectron spectra of sodium atoms
from the initial state 2p63p

Xiaobin Liu∗, 1, Yinglong Shi∗ 2
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Photoionization is a fundamental atomic pro-
cess in which an ion is formed as a result of
the interaction of a photon with an atom. The
need for accurate photoionization cross sections,
as well as photoelectron spectra are shared by
various research fields such as modeling of as-
trophysical objects and laboratory plasmas cre-
ated using a high-energy laser pinch machine or
tokamak. In addition, photoionization calcula-
tions together with detailed experimental mea-
surements is a particularly sensitive tool for in-
vestigating atomic structure. On the other hand,
quasi-one-electron systems are relatively simple
systems which allow precise theoretical descrip-
tion within the framework of quantum theory.
Then, as quasi-one-electron systems with a sin-
gle electron outside the closed-shell core, alkali
atoms are particularly suited for studies aiming
for a comparison between theory and experiment.

Several investigations of the sub-valence 2p
photoionization from the ground and excited
states of sodium atoms have been performed both
theoretically and experimentally in the past. By
utilising the high resolution of electron spectrom-
eters and the high brightness of third-generation
synchrotron radiation sources, the fine structure
of the photoelectron lines can be resolved. In
this paper, we concentrate primarily on the pho-
toelectron spectra of sodium atoms from the ini-
tial state 2p63p and investigate the influence of
relativistic effects using the multiconfiguration
Dirac-Fock approximation (MCDF) method and
the corresponding package Grasp92 [1]. For the
relatively light sodium atom, the present MCDF
results agree well or at least reasonable with ex-
perimental measurement [2, 3], and we clearly
observe the manifestation of relativistic effects.
One such effect is a spin-orbit splitting of the
2p photoionization process of sodium atoms. In
the nonrelativistic limit, as generally expected,
the present calculations indicate that the two rel-
ativistic channels can be reduced to the single
photoionization process.

Our present work builds upon the exper-
imental measurement of the 2p photoelectron

fine-structure spectra from excited sodium atoms
[2, 3]. Usually, the MCDF theory can pro-
vide clear and intuitive physical information from
which the dynamics of the photoionization pro-
cess can be interpreted. The present investi-
gation demonstrates the information that may
be obtained regarding the relativistic effects in
subvalence photoionization processes, but the
conclusions are by no means limited to excited
sodium atoms.
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Fig. 1. The calculated 2p53p photoelectron spec-
tra of sodium atoms from the initial states 2p63p at
a photon energy of hν=54 eV; the assignments of
photoelectron peaks are given in terms of the final
ionic states. The results in the upper panel are the
spectra for the initial state 2p63p(2P1/2), and those
in the lower panel are for 2p63p(2P3/2). The solid
lines are the relativistic calculated spectra, and the
(red) dashed lines are the nonrelativistic spectra.
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Up to now, there have been numerous 

experimental and theoretical studies on the 
plasma generated by a single pulse (SP). 
However, the interaction of two plasmas 
generated by the double pulse (DP) 
configuration and the physical mechanisms 
involved in this process constitute a research 
area that has not been sufficiently explored, 
though the first experiments were performed in 
the early 1970s [1].  

A systematic investigation of the expansion 
dynamics of plasma plumes generated by two 
Q-switched Nd:YAG lasers at 1064 nm 
wavelength operating on a silicon target was 
undertaken for the inter-pulse delay times of 0, 
100, 200, and 400 ns using a technique 
involving fast-gated intensified charge-coupled 
device imaging [2]. 

The ICCD images of the expanding plume at 
different acquisition delay times are given in 
Figs. 1(a)–1(f) for the different pulse schemes. 
Here, the real dimensions of each image in the 
series are 36.67 × 36.67 mm. The pulse energy 
of each beam for the DP scheme is fixed as 300 
mJ. The inter-pulse delay time (Δt) is defined as 
the time difference between the arrival of the 
two laser pulses. The acquisition delay time (ta) 
is the time difference between the arrival of 
second laser pulse and the time that the ICCD 
begins to acquire data. Our results indicate that 
the plasmas exhibit free expansion in a vacuum 
environment at an inter-pulse delay time of 0 ns. 
With increasing inter-pulse delay time, the 
plasma front becomes sharpened and an 
interaction boundary is formed. 

We can offer a brief explanation on the 
formation and evolution mechanism of DP plasma 
for the inter-pulse delay time is more than 50 ns: (1) 
When Laser I first interacts with the target surface, 
the generated plasma experiences free expansion in 
vacuum. (2) When Laser II pulse arrives at a later 
time, the second plasma generated thereby expands 
in a rarefied high-temperature plasma environment. 
The ambient plasma has no influence on the second 

plasma propagation during the initial acquisition 
delay time because the pressure of the second 
plasma is much higher than that of the ambient 
plasma pressure. (3) The second plasma expands 
rapidly until its driving pressure has decreased 
considerably, then an interaction boundary is 
formed between the second plasma and ambient 
plasma.  

 
Fig. 1. Spatio-temporal Si emission images of plasma 
expansion for a single pulse with a pulse energy of (a) 
300 and (b) 600 mJ, and for a double pulse with a laser 
delay between pulses (Δt) of (c) 0, (d) 100, (e) 200 and (f) 
400 ns. The ICCD acquisition delay time (ta) is noted at 
the top of each image column. 

This work was supported by National Key Research 
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U1332206, 11364037, 11064012, 11564037). 

References 
[1] P. T. Rumsby, J. W. M. Paul and M. M. Masoud, 
1974 Phys. Control. Fusion 16 969. 
[2] Q. Min, M. G. Su, B. Wang, et al., 2018 Physics 
of Plasmas, accepted. 

  
1 E-mail: nwnu_sumg@163.com 
2 E-mail: dongcz@nwnu.edu.cn 

107



Investigation of EUV spectra from laser-produced Cr plasmas 

Lei Wu, Maogen Su*,1, Qi Min, Shiquan Cao, Duixiong Sun, Chenzhong Dong*,2    

* Key laboratory of Atomic and Molecular Physics & Functional Materials of Gansu Province, College of Physics and 
Electronic Engineering, Northwest Normal University, Lanzhou, 730070, China 

 
Spectral data of laser-produced plasmas 

(LPPs) of middle- and high-Z elements are of 
great importance for diagnostic studies about 
fusion plasmas, astrophysical and laboratory 
plasmas, as well as for interpretation of spectral 
structures, conversion efficiencies, and radiative 
transport in plasmas [1,2].  

In this work, EUV spectra of laser-produced 
Cr plasma in the 6.5-15 nm wavelength range  
were studied experimentally and theoretically, 
where the 3p-4d, 5d, and 3s-4p transitions 
dominate the observed emission. The 
experiment was performed using a Q-switched 
Nd:YAG laser with 10 ns FWHM pulse 
durations at a wavelength of 1064 nm. The peak 
power density was 2.0×1011 W/cm2. 

Theoretical values for wavelengths and 
weighted radiation probabilities for 3p-4d, 5d, 
and 3s-4p transitions were calculated using the 
Hartree-Fock method by Cowan codes and the 
flexible atomic code (FAC), respectively. Fig.1 
shows the comparison between the 
experimental and simulated spectra. A 
simulated with Te=38.4 eV and Ne = 5 × 1021 
cm -3 is plotted to illustrate spectral features, the 
dominant fractional contributions arising from 
Cr5+-Cr10+ are 5%, 15%, 30%, 30%, 16% and 
4%. 

 

 
Fig. 1. Comparisons between the experimental and   
simulated spectra. 
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