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Abstract

As one of the activities of JSPS-NRF-NSFC A3 Foresight Program in the field of Plasma 
Physics (NSFC: No.11261140328), Japan-China Joint Seminar on Atomic and Molecular 
Processes in Plasma was held on July 30 – August 4, 2012, in Lanzhou, China. The total 
number of the officially registered participants was 37, in which 14 from Japan, 21 from 
China, 1 from Germany, and 1 from Ireland. This seminar is the extension of the last three 
seminars that were held on March 6 – 11, 2004 in Lanzhou, China, on October 6 -12, 2007 in 
Dunhuang, China, and on October 26 – 31, 2009 in Xi’an, China.

In the nuclear fusion plasma, there are quite a variety of atomic processes such as 
ionization, excitation, di-electronic recombination, collisional electron transfer, cascade 
radiation, and cascade Auger decay over the wide range of plasma temperature. The 
knowledge of those processes is indispensable for the evaluation and improvement of the 
plasma properties. Especially, in these years, the property of tungsten ions has become a 
subject of urgent investigations since tungsten has been considered as one of the plasma 
facing wall materials. Because of the diversity of the subject, it is desirable to investigate 
them by international collaboration groups. The present seminar may contribute to realize the 
above stated aim; especially it has given an opportunity for the collaborative workers to 
illustrate their achievements. The present seminar summarizes the collaborative researches for 
the last decade and proposes the issues for the future prospect.

Key words:
atomic processes, plasma spectroscopy, excitation, ionization, recombination, charge transfer, 
X-ray, polarization spectroscopy, atomic database, tokamak, divertor, LHD, molecular 
processes, atomic structures, radiative recombination, di-electronic recombination



        Preface 

As one of the activities of JSPS-NRF-NSFC A3 Foresight Program in the field of Plasma 

Physics (NSFC: No.11261140328), Japan-China Joint Seminar on Atomic and Molecular 

Processes in Plasma was held on July 30 – August 4, 2012, in Lanzhou, China. This seminar

is the extension of the last three seminars that were held on March 6 – 11, 2004 in Lanzhou, 

China, on October 6 -12, 2007 in Dunhuang, China, and on October 26 – 31, 2009 in Xi’an, 

China.

Since the first seminar in 2004, the researchers from both Japan and China carried out a

number of significant studies in atomic and molecular processes in relation to the fusion

plasma. The proposal of the present joint seminar has placed its intention not only on the

presentations of the collaborative studies, but also on offering an opportunity for the wide

range of researchers from both countries to be acquainted with each other, who would have

made an extensive exchange of information about the recent progress of the research activities,

and also would have made an extensive discussion about the plan of the future collaborations.

In the present seminar, the total number of 31 oral talks was presented by experts from

Japan, China, Germany and Ireland. The total number of the officially registered participants 

was 37, in which 14 from Japan, 21 from China, 1 from Germany, and 1 from Ireland. In the 

opening remarks, firstly, Professor Chenzhong Dong of Northwest Normal University, 

Lanzhou presented a warm address. Professor Shigeru Morita of National Institute for Fusion

Science, Japan gave a cordial greeting to the seminar.

The seminar was in always a friendly and active atmosphere. As of the intermission of

the seminar, participants visited Labrang Monastery and Institute of Modern Physics of 

Chinese Academy of Science. During the seminar, the participants exchanged their new 

research results, discussed about the outlook for new research fields. They tried to promote 

further developments in mutual collaborations between the countries and the experts. It has 

given an atmosphere that a subsequent meeting should be desirable to be planned in the near 

future.

The present issue of the proceedings has collected 19 papers from the delegates of the 

seminar. It covers the spectroscopic properties of atoms and ions in the plasma, the collisions 

of electrons or ions with atoms or ions in the plasma, the analysis and diagnostics of the 

confinement fusion plasma especially for the properties of tungsten atoms and ions, and, 

further, topics from wide area of atomic physics related to plasma. The present issue also 

includes the scientific program of the seminar, the group photo as well as the list of 



participants.

On behalf of the organizing committee, we would like to express our sincerest thanks to

all the participants who made active contributions not only in the formal presentations but

also in the fruitful discussions. We would like to acknowledge everybody who devoted very

hard work for preparing the seminar. Finally, we would like to acknowledge the 

administrative as well as the financial supports from Northwest Normal University, and the

National Institute for Fusion Science.

Chenzhong Dong

Local Chairperson,

Northwest Normal University, Lanzhou, China

Fumihiro Koike

Organizing Committee,

Kitasato University, Sagamihara, Japan

Xiaobin Ding
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Light emission from sputtered or backscattered atoms on tungsten 
surfaces under ion irradiation 

 
SAKAI Yasuhiro, KATO Daiji†, KENMOTSU Takahiko$, SAKAUE A. Hiroyuki†,

 NOGAMI Keisuke, FURUYA Kenji#, and MOTOHASHI Kenji* 
Department of Physics, Toho University, Funabashi, Chiba 274-8510, Japan 

†National Institute for Fusion Science, Toki, Gifu 509-5292, Japan 
$Department of Biomedical Engineering, Doshisha University, Kyotanabe, Kyoto 610-0394, Japan 

#Department of Molecular and Material Science, Kyushu University Kasuga, Fukuoka 816-8580, Japan 
* Department of Biomedical Engineering, Toyo University, Kawagoe, Saitama 350-8585, Japan 

Abstract 
  We measured the intensity of light emission from sputtered atoms on tungsten 

surfaces under the irradiations of Kr+ ion and Ar+ ion, as a function of the perpendicular 
distance from the surface. Using the analysis of decay curve, we estimated the mean 
vertical velocity component in direction normal to the surface. We found that the estimated 
mean velocity had much differences according to the excited state. For example, although 
the estimated mean vertical velocity component normal to the surface from the 400.9 nm 
line((5d5(6S)6p 7P4 (5d5(6S)6s 7S3 transition) was 7.16.5 � km/sec, that from the 386.8 
nm line((5d4(6S)6p 7D4 (5d5(6S)6s 7S4 transition) was 0.18.2 � km/sec. However, for 
different projectiles and energies, we found no remarkable changes in the velocity.  
 
 Key words: tungsten surface, sputtering, ion-beam induced light emission, mean velocity, 

excited atoms 
 
1. Introduction 

 Among much material currently examined, tungsten(W) is considered to be the most 
suitable candidate as plasma-facing materials for plasma reactor because it has many 
favorable properties [1,2] such as high melting point, high thermal conductivity, low 
sputtering yield, low tritium retention, and no chemical erosion. However, high emission 
probability of radiation from the excited atoms emitted from the wall surface due to 
interaction with various energetic particles is one of the weak points. Cooling processes of 
the plasma due to radiation from excited neutral atoms sputtered from the wall surface are 
an important atomic process in fusion plasma, because neutral atoms penetrate into the 
plasma across the magnetic fields [3]. In particular, it is very important to know the 
kinematics of the excited atoms produced in the sputtering processes, because the 
penetration depth into the plasma depends on the velocity of the eroded atoms. We 
measured the mean velocity of excited W atoms in direction normal to surface by observing 
ion-beam induced light emission(IBLE). In this study, although we chose Kr+ and Ar+ ions 
as the projectile, the sputtering data of light ions, such as hydrogen, is demanded in nuclear 
fusion research. Therefore, positioning of this study will be the first step of investigation of 
sputtering processes on tungsten surfaces as a nuclear fusion research.  

Optical emission spectroscopy is one of the most powerful techniques for studying 
high-temperature plasmas because it does not disturb the plasma. Since the velocity 
measurement of excited atoms by observing IBLE is influenced by the survival probability 
[4,5] of the excited state, we have often measured the photo emission intensity as a function 
of the perpendicular distance z away from the surface. Excluding the vicinity of the surface, 
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the intensity decreases in exponential. In fact, the probability changes with the surface 
condition depending especially on oxygen adsorption in case of some metals and 
semiconductors [4]. The decay of the photo emission intensity I as a function of z provides 
an information on the mean velocity with normal direction of the excited atoms. In general, 
this intensity decay follows the well-known relation, 
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Where I0k is the intensity from a particular transition k at the surface (z=0); 	
 
v  is the vertical 
velocity component normal to the surface, �k is the lifetime of the excited state. 

 In this paper, we discuss about why the mean velocities with normal direction of 
excited W atoms have difference with excited states. 

 
2. Experimental setup 

The experiments were carried out at a beam line of medium current ion implanter 
(ULVAC IM-200MH-FB) in National Institute for Fusion Science (NIFS). A schematic of 
the experimental apparatus is shown in Fig.1, which had been described previously [6]. 
Briefly, this apparatus consists of an ion beam source, a collision chamber, and a visible 
spectrometer. When ion beam entered onto the surface at normal incidence angle, a 
number of visible emission spectra were observed through a visible spectrometer, which 
was set in direction parallel to the surface. The available impact energy was from 30 to 60 
keV, and we can use the ion beam current of 50 micro ampere. A target was a tungsten 
plate set on a movable stage. The size of plate was 100×100×0.1(thickness) cubic mm. The 
spectrometer has 1200 grooves/mm diffraction gratings, its focal length is 50 cm. We used 
a charge coupled device (CCD) as the detector for light signals. We measured the light 
intensity as a function of the distance z from the surface by moving the stage linearly, where z = 0 
was defined as the position where the intensity is maximum [7]. The pressure of the chamber was 
maintained below 7× 10-5 Pa by a turbo molecular pump during the measurements. It reached less 
than 1× 10-5 Pa when the ion beam did not irradiate the tungsten surface. 

 
Fig.1  A schematic illustration of the experimental apparatus 

 
3. Results and discussions 

3.1 Optical emission spectra of excited tungsten atoms under Kr+ irradiation  
Tungsten (W) has an electric configuration of 5d46s2 (5D4) in ground state. In general, 

the light emission observed in a visible light range is originated from the transition between 
excited states. Figure 2 shows a typical high resolution two-dimensional (2D) raw image 
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taken by the CCD detector under Kr+ (35 
keV) irradiation of a polycrystalline tungsten 
surface in the wavelength of 398-415 nm. 
The horizontal axis corresponds to the 
wavelength, and vertical axis is the position 
in y-direction. This image was observed at 
z=0.5 mm from the surface. We were able to 
obtain this image in only 2 minutes. The 
strong 400.9 nm line was assigned to WI 
5d5(6S)6p 7P4 5d5(6S)6s 7S3 transition, 
which has been used to the standard for 
quantification of W sputtering in the actual 
fusion reactor. In the experiment, we 
confirmed that the intensity of this line was 
proportional to the ion current. This means 
that no secondary processes, such as multiple 
collisions between ions and excited W atoms 
(5d5(6S)6p 7P4), and self-absorption of 

photons by W atoms, affect photon emission. 
 A typical survey light emission spectrum converted from the 2D raw imaging is 

shown in Fig.3. Several strong lines from sputtered W atoms were observed in the 
wavelength of 380-440 nm. Every line appears on the successive state considered to be 
surface luminescence. Even if projectile energies were different, the intensity ratio of each 
peak in a spectrum did not change in essence. The wavelengths and transitions of strong 
lines labeled from “A” to “K” are summarized in Table 1. Although all WI lines belong to 
6p 6s/5d transitions, they are classified into four types of transitions that consist of a 
combination of two upper and two lower states: 5d56p 5d56s (A, D, H, and I), 5d56p
5d46s2 (K), 5d46s6p 5d56s (B, E, and F), and 5d46s6p 5d46s2 (C, G, and J).  
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Table 1  Strong lines of the visible 
emission spectrum observed for W 
surfaces under irradiation by Kr+ (35 
keV) ions. 

3



3.2 Mean vertical velocity of excited tungsten atoms under Kr+ irradiation 
We measured mean normal velocity < v > of the excited tungsten atoms sputtering from 

polycrystalline tungsten surfaces with small oxygen coverage (< 0.04) by irradiation of high flux 
density ion beam in the present study. We have already reported that the mean normal velocity of 
excited W(5d5(6S)6p 7P4) atoms was 5.6 ± 1.7 km/s on average, when Kr+ ions (33-60keV) were 
used as the projectile[6]. This value was 
obtained by analyzing the photon-emission 
intensity of the “A” line as a function of 
the distance from the surface. The curve 
was well fitted with the eq.(1). We carried 
out experiments of some impact energies 
35, 45, 55, 60 keV, and found that the 
mean velocity was not dependent on 
impact energies as expected simply from 
Thompson-Sigmund velocity distributions 
[8]. Since each mean velocity included 
large error of about 20%, however, the 
value of 5.6 ± 1.7 km/s was an average 
value of those experiments. 
    In this study, we analyzed not only 
the excited state of W (5d5(6S)6p 7P4) but 
another excited state. Both the line “B” and 
“C” have the same initial excited state 
including quantum number J, which is the 
(5d46s(6D)6p,7D4) state. We show the 
intensity curves of the WI 386.8 and 417.1 
nm lines, “B” and “C” lines, as a function 
of the distance from the surface z in 35keV 
Kr+ energy, in Fig.4. As a natural 
consequence, the experimental points 
fell on a same curve. The curve 
consisted of two decay line components 
like an “A” case. Considering the excited 
state of which lifetime is 185 ns [9], we 
can estimate the mean vertical velocity 
from the line of the steeper slope. We 
obtained the value of 3.5 ± 1.3 km/s under 
Kr+ (35 keV) irradiation. Figure 5 shows 
the mean vertical velocity of W atoms of 
which excited state is (5d46s(6D)6p,7D4),  
as a function of the projectile energy. No 
remarkable energy dependence at the mean 
velocity was confirmed as a result of the 
experiment with various projectile energies 
of Kr+, even if each value included large 
error bar. This uncertainty is due to the 
surface condition depending especially on 
oxygen adsorption and the uncertainty of 
the fitting parameter. The obtained average 

10�1

100

Distance from surface , z mm

Re
la

tiv
e 

In
te

ns
ity

 (a
rb

.u
ni

ts
)

Kr+�W Poly)
Ei=35 keV
:386.8 nm(B)
:417.1 nm(C)

:fitting line
:Decay curve I
:Decay curve II

1 2 3 4 5

Fig. 4  Semi-log plot of photon intensity for 
“B” and “C” lines as a function of the 
distance from the surface. 

Fig. 5  The mean vertical velocity of excited 
W atoms (5d46s(6D)6p,7D4) as a function of 
the projectile energy. 
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value of the mean vertical velocity was 2.8 ± 1.0 km/s, which differs from the “A” case very 
much.  

 In other case, for example the analysis of line “D”, “E”, “F”, and “G”, we confirmed that the 
obtained mean vertical velocities had no projectile energy dependence. However each average 
value was different as expected. Therefore, we tried to draw the mean vertical velocity graphs as a 
function of the energy gap between the work-function Ef and Ip minus excitation energy, as shown 
in Fig.6. In spite of a small excitation energy difference, it seems that the mean vertical velocity 
depends on the energy gap between the work-function Ef and Ip minus excitation energy Eex. For 
example, compared with others, the case of “G” has lower velocity, and its energy gap is large. 
Therefore, we can build hypothesis. Only the atom which escaped the non-radiative transition near 
the surface is observed. So, observed excited W atoms are the survivors. When the energy gap is 
small, the interaction occurs with the surface, and slow excited atoms may be eliminated. 

 
3.3 Mean vertical velocity of excited tungsten atoms under Ar+ irradiation 

 We also measured mean normal velocity < v > of the excited W under Ar+ irradiation. In this 
case, except that several peaks by the recoil Ar+ ion appeared in the optical emission spectra, there 
are no remarkable changes in the peak intensity ratios in comparison with any Kr+ cases. Since the 
peak originated by Ar+ ion had slightly wide peak width due to the Doppler broadening, we could 
distinguish Ar+ peak from the excited W peaks.  

 Figure 7 shows the intensity curves of the W 400.9 nm lines, “A”, as a function of the distance 
from the surface z in 45keV Ar+ energy, together with the Kr+ case. Both lines were well fitted 
with a double exponential function. Although the mean vertical velocity estimated by the fitting 
procedure was almost same as Kr+ case in error bar when we assume the lifetime of the excited 
5d5(6S)6p 7P4 state of W, � = 59.4ns [10], for the steeper decay curve, each slope of the gentle 
curve was different. The slope in Ar+ case was slightly looser than that in Kr+. We do not have 
suitable explanation about this phenomenon now.  

 
 

Fig. 6  The mean vertical velocity of various excited states of W as a function of the 
energy gap between the work-function Ef and Ip minus excitation energy Ees.  
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4. Conclusion 
An IBLE study of tungsten 

surfaces under irradiation of 
30-60 keV Kr+ and Ar+ ion was 
conducted. Mean normal 
velocities of excited W atoms 
sputtered from the surface was 
measured by analyzing the 
photon intensity as a function of 
distance from the surface. No 
remarkable change of the mean 
normal velocity was found among 
different projectiles and projectile 
energies. The estimated mean 
vertical velocity is about 5.6 km/s 
for excited W*(6p 7P4). This 
velocity corresponds to the kinetic 
energy of ~30eV, and the value is 
close to one of Al line (396.2nm) 

in 45keV Arq+ (q=1-9) irradiation on Al and Al2O3 surfaces. However among different 
excited states, the mean normal velocity was different each other. Since observed 
excited W atoms are the survivors, when the energy gap is small, the interaction 
occurs with the surface, and slow excited atoms may be eliminated. In addition, 
although we found the difference of the slopes between Ar+ and Kr+ cases, we cannot 
explain this factor now. 
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Laboratory Experiments for Revealing Soft X-ray Emissions
from Solar Wind Charge Exchange

TANUMA Hajime
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Abstract

We have observed the emission spectra in collisions of O8+ ions with He and H2

targets in the soft X-ray region with a window-less silicon drift detector at collision energy

of 3.56 keV/u. The dominant emission corresponds to the 1s–2p transition of the O7+

ion produced by a single-electron capture reaction. Other emission lines are the 1s–3p,

1s–4p, and 1s–5p transitions of O7+, and also the 1s2–1s2p transition of O6+ produced by

a double-electron capture. The experimental spectra have been reproduced by the state-

selected capture cross sections calculated by the two-center atomic orbital close-coupling

method with the consideration of the cascade processes.

Keywords: solar wind charge exchange, multiply charged ions, charge exchange reac-

tion, soft X-ray emission, atomic orbital close coupling calculation

1. Introduction

The solar wind charge exchange (SWCX) means the electron capture of multiply

charged ions contained within the solar wind in collisions with neutral matters within the

heliosphere, and has been regarded as a dominant mechanism of the soft X-ray emission in

the solar system [1, 2]. In order to analyze the X-ray spectra observed with the observatory

satellites quantitatively in detail, the X-ray emission cross sections of the SWCX processes

are needed for astrophysicists.

As preliminary experiments, we have measured the soft X-ray emission spectra in colli-

sions of O7+ and N6+ with He at 20 keV/charge by using a window-less Si(Li) detector [3].

Recently we have introduced a new window-less detector and constructed a new experi-

mental setup to reduce the ion beam velocity to that of the solar wind, i.e. 200–900 km/s,

which corresponds to 0.2–4.2 keV/u.

In this manuscript, we have reported experiments on the collisions of O8+ ions with He

and H2 target gases at collision energy of 3.56 keV/u. The measured spectra have been

compered with the theoretical calculation for understanding of the emission mechanism.

2. Experiment

1
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The bare oxygen ions was produced with a 14.25 GHz electron cyclotron resonance

(ECR) ion source with introduction of 18O16O gas into a plasma chamber. The ions

were extracted from the plasma by an electric potential of 5–10 kV, and the 18O8+ ion

beam were directed into a collision cell after the charge-state separation by a 110◦ double-

focusing dipole magnet. We applied the high voltage to the collision cell in order to achieve

the solar wind velocity of ions. The collision cell was filled with target gas of either He and

H2. The target gas pressure in the cell was kept lower than 1.3× 10−3 Pa to maintain the

single-collision conditions. Soft X-ray emissions following the charge exchange collisions of

ions with He and H2 were observed at the magic angle, 54.7◦ from the ion beam axis with

a window-less silicon drift detector (SDD100145WL, Princeton Gamma-Tech) to obtain

the absolute emission cross sections. The SDD detector was calibrated using the Mn Kα

emission of 5.9 keV from 55Fe, and its energy resolution was 145 eV for this photon energy.
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Figure 1: The soft X-ray emission spec-
trum measured with the SDD detector in
collisions of O8+ ions with He gas at a
collision energy of 64 keV.
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Figure 2: The soft X-ray emission spec-
trum measured with the SDD detector in
collisions of O8+ ions with H2 gas at a
collision energy of 64 keV.

3. Results

The spectra observed in collisions of 18O8+ with He and H2 at collision energy of

64 keV (3.56 keV/u) are shown in Figures 1 and 2, respectively. The dominant peak at

654 eV corresponds to the 1s–2p transition of O7+ ions, and the small peaks of the 1s–3p

transition at 775 eV and the 1s–4p transition at 817 eV could be distinguished after the

deconvolution using gaussian functions with the full width half maximum of 71 eV for

each transition. The same tendency has been observed in all collision systems and at

all collision energies. And also the 1s2–1s2p transition of O6+ ions at 569 eV, which are

produced in the double electron capture collision, has been found in these spectra.

2
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Figure 3: The state-selective one-electron
capture cross sections in collisions of O8+

with He calculated by the TC-AOCC
method.
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Figure 4: The state-selective one-electron
capture cross sections in collisions of O8+

with H2 calculated by the TC-AOCC
method.

We have performed the theoretical calculation for the state-selective one-electron cap-

ture cross sections with two-center atomic orbital close-coupling (TC-AOCC) method [4].

Figure 3 and 4 are the results of the TC-AOCC calculations in collisions of O8+ with

He and H2, respectivety. As can been seen in these figures, the dominant capture levels

in these collisions are predicted as the principal quantum number n = 4 for He target

and 5 for H2. But, the 1s–2p transitions have the prominent intensities in both collision

systems. The emission spectra obtained using the theoretical capture cross sections at

collision energy of 4 keV/u with considering the cascade transitions from higher states

are shown in Figures 5 and 6. In the O8+-He collision, the theoretical spectrum shows

very good agreement with the experimental result, except the contribution of the double

capture. On the other hand, the theoretical spectrum has significant discrepancy with

the experimental one in the case of H2 target.. The TC-AOCC calculation does not con-

sider the molecular structure of the target. Therefore we think it is the reason why the

discrepancy between the experimental and theoretical spectra.

4. Conclusion

The soft X-ray emission spectra in collisions of O8+ with He and H2 have been

observed and compared with the theoretical calculation. The emission mechanism has

been understood as the single-electron capture and the cascade processes. In this work,
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Figure 5: The soft X-ray emission spec-
trum calculated with the cross sections
by the TC-AOCC method in collisions of
O8+ ions with He gas at a collision energy
of 4 keV/u.
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Figure 6: The soft X-ray emission spec-
trum calculated with the cross sections
by the TC-AOCC method in collisions of
O8+ ions with H2 gas at a collision energy
of 4 keV/u.

the resonance line of 1s 2S–np 2P have been observed. However, the forbidden line 1s 2S–

2s 2S must be considered to simulate the emission spectra which are observed by the

satellite perfectly.
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Abstract 
    We present spectra of highly charged tungsten ions in the extreme ultra-violet 
(EUV) by using electron beam ion traps. The electron energy dependence of 
spectra is investigated of electron energies from 490 to 1440 eV. Previously 
unreported lines are presented in the EUV range, and some of them are 
identified by comparing the wavelengths with theoretical calculations. 

Keywords: Highly charged ions, Tungsten, EBIT. 
 
1.Introduction 
    Tungsten will be used for the material of divertor plates in ITER because of higher 
threshold energies for sputtering by light ion bombardment, the highest melting point 
in the chemical elements, and less tritium retention than that in carbon based materials. 
However, since extremely high particle- and heat-fluxes of intermittent edge plasma 
transports (e.g. edge-localized-mode) in ITER would cause serious damages to such 
components, tungsten is considered to be one of the most abundant impurities in the 
ITER plasma. Emission lines of highly charged tungsten ions thus play an important 
role in the spectroscopic diagnostics of the ITER plasma, and consequently the 
spectroscopic data of tungsten ions have been studied at several facilities1-3.   
     An electron beam ion trap is a useful device for the systematic spectroscopic 
studies of tungsten ions4-7. We have been using two kinds of EBIT; one of them is the 
high-energy EBIT (Tokyo-EBIT)8 constructed at the University of Electro-
Communications (UEC), and another is the low-energy compact EBIT (called 
“CoBIT”)9-11 developed for spectroscopic studies of moderate charge state ions. We 
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have constructed two CoBIT, and installed them at the UEC and National Institute for 
Fusion Science. The electron energy range of CoBIT and the Tokyo-EBIT is 0.1 - 2 
keV and 2 - 200 keV, respectively, and the accessible charge states of tungsten are 
about 10 – 40 and 40 – 74, respectively. The complementary use of them thus enables 
us to acquire the atomic data of tungsten ions for almost the whole range of charge 
states. In this paper, we reported the data of CoBIT. 
 
2.Experimental apparatus 
    In the present EBIT experiments, we used the low-energy compact EBIT. In the 
EBIT, an electron beam emitted from an electron gun is compressed with a pair of 
superconducting magnets. Since ions ionized by the electron beam are trapped by the 
electrostatic potential well in the axial direction and also by the electronic space 
charge potential in the radial direction, they can be successively ionized toward higher 
charge states. The parameters of CoBIT are listed in TABLE 1. 

FIGURE 1 show the present experimental setup for CoBIT. CoBIT has six ports 
currently used for an EUV spectrometer, gas injector, pinhole camera, visible 
spectrometer and K-Cell injector. The EUV spectrometer is of a slit-less type 
especially designed for CoBIT. Since the trapped ions are excited by a thin electron 
beam, the EBIT represents a line source so that an entrance slit can be omitted. A 
laminar-type diffraction grating (1200 gr/mm or 2400 gr/mm depending on 
wavelength) is used to focus the radiation on the surface of a back illuminated CCD 
(PIXIS-XO:400B).  

 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 1.  The experimental apparatuses of CoBIT.  
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The visible spectrometer is also installed. The pinhole camera is used to monitor 
the electron beam shape, which is important for evaluating the EBIT performance and 
also for determining the absolute electron density. The characteristics of the 
spectrometers are also listed in TABLE 1.  

 
 

�� � � TABLE 1.  Specification of CoBIT apparatuses. 
 Compact EBIT (CoBIT) 

Electron energy (keV) 0.1~2 
Electron current (mA) 10 

Maximum magnetic field (T) 0.2 
Coolant LN2 

EUV spectrometer (grating) 30-002 
(Shimadzu) 

30-001 
(Shimadzu) 

Groove number (l/mm) 1200 2400 
Incident angle (degree) 87 88.65 
Incident distance (mm) 237 237 

Useful wavelength range (nm) 5-20 1-6 
         CCD detector PIXIS-XO:400B,  

Princeton Instruments 
 
 
3.Results and discussion 
    FIGURE 2 shows EUV spectra obtained by using CoBIT with electron energies 
between 490 and 1440 eV. The corrections for the spectrometer response and the 
detector efficiencies were applied to the spectra shown in this figure. It is clear from 
the figure that the overall EUV spectra show significant dependence on the electron 
energy. The two peaks denoted by A and B are considered to be the emissions from 
the maximum charge state ion at each electron energy because they were not seen in 
the spectra with lower electron energies. For example, when the electron energy Ee 
increases from 620 to 670 eV, the maximum tungsten ion charge q produced in CoBIT 
is increased from 22+ to 23+. The emission lines of W XXII, which could not been 
seen at Ee= 620 eV, were observed at 27�  (Peak A) and 34�  (Peak B) at Ee =670 eV. 
As electron energy increases from 490 to 1440 eV, the charge states of the ions 
emitting these lines vary from W XIX to W XXXIII (W20+ ~ W34+). In each spectrum, 
the emission lines from three or four charge states of highly charged tungsten ions are 
observed simultaneously. As the charge state increases, wavelengths of these emission 
lines (Peaks A and B) shift to the shorter wavelength-region. 
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FIGURE 2.  Typical EUV spectra of highly charged tungsten ions obtained at electron energy Ee from 

490eV to 1440eV in CoBIT. IP(q+) is the qth ionization energy of tungsten ion. 

 
 
    FIGURE 3 shows the charge state dependence of the wavelengths for the peaks A 
and B. Circles and triangles are the experimental values for the peaks A and B, 
respectively.  The solid line, dotted line and dash-dot line are the calculated 
wavelength corresponding to the 5f-4d, 5g-4f and 6g-4f transition manifolds, 
respectively. The calculated wavelength was obtained by averaging the wavelengths of 
all the transitions in each manifold weighted by the line strengths, which were 
calculated in an originally developed collisional-radiative model using atom data 
which were calculated by using the HULLAC code12 in so-called configuration mode.  
In the configuration mode, each energy level is not calculated, and only a 
configuration averaged energy of a given configuration and a total angular momentum 
J is concerned. Therefore, the configuration interaction is not considered in this 
calculation. The charge dependence of peak B agrees with that of the 5g-4f transition. 
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Abstract

Laser-induced breakdown spectroscopy (LIBS) has been applied to the analysis of

heavy metals in liquid samples. A new approach was presented to improve the detection

limit and minimize the sample matrix effects, in which dried wood pellets absorbed the

given amounts of Cr standard solutions and then were baked because they have stronger

and rapid absorption properties for liquid samples as well as simple elemental composi-

tions. In this work, we have taken a typical heavy metal Cr element as an example, and

investigated the spectral feasibility of Cr solutions and dried wood pellets before and af-

ter absorbing Cr solutions at the same experimental conditions, respectively. The results

were demonstrated to successfully produce a superior analytical response for heavy metal

elements by using wood pellet as sample matrix according to obtained LOD of 0.07 ppm

for Cr element in solutions.

Keywords: LIBS, Limit of detection, Cr element

1. Introduction

Laser-induced breakdown spectroscopy (LIBS), as a rapid, inexpensive, and useful

analytical tool for the analysis of elemental composition of materials in solid, liquid and

gaseous state, has been extensively studied in recent decades [1-3]. This technique is

based on the analysis of the emission spectral lines of the elements present in the sample

by focusing high laser power on the sample [4], and have some advantages of no sample

preparation, multielemental, and its capability of remote and in situ analysis of material

in any phase over other analytical techniques [5-10]. In past years, most of LIBS studies

mainly focused on the solid samples since that uniform surface, greater sensitivity and

repeatability can be provided. However, the investigations in liquid samples were less than

those in solid samples due to the following several problems of affecting the analytical

1
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performance of LIBS, such as splashing, surface ripples, extinction of emitted intensity

and a shorter plasma life-time [11-14].

To minimize the problems mentioned above, in recent years some LIBS experiments of

liquid-to-solid matrix conversion have been employed in the determination of detection

limits by constructing the calibration curves of the line peak intensity versus the corre-

sponding concentration for the elements under study. Typical examples are as follows.

C𝑎́ceres et al. [15] reported on a quick-freeze method for the quantitative analysis of trace

metal ions in liquids applying this technique, the results show that the detection limits

of Na and Al elements can be up to a few ppm in Na and Al water solutions over the

0.01-1% concentration range. Pace et al. [16] made the investigations on converting liquid

solutions into dried solid pellets of calcium hydroxide by mixing with CaO because of its

simple chemical composition with relatively few lines. Detection limits of Cr, Pb, Cd and

Zn elements were in the range of 1-120 ppm. Wu et al. [17] reported the studies on the

determination of metal elements in solutions with filter paper and analyzed the effects of

soaking time to detection limits of As and Na elements.

In this work, we choose a kind of wood as an analysis matrix based on the idea of

liquid-to-solid matrix conversion since that wood can be easily crushed into powder and

pressed into pellets after baking, and those pellets have stronger and rapid absorption

properties for liquid samples. We investigated the spectral feasibility of Cr solutions and

dried wood pellets before and after absorbing liquid solutions at the same experimental

conditions in order to identify their elemental compositions and the variation of intensity

and signal-to-background ratio (S/B) of emission lines. Calibration curves were drawn

employing wood pellets soaking with Cr solutions of known concentration in order to

evaluate the sensitivity of the method and determine the detection limits. The aim of this

investigation is to find a simple detection method suitable for quantitative measurements

of heavy metal elements in liquid samples. In addition, the investigations of optimum

experimental conditions for such matrix were also included in this study.

2. Experimental

Schematic diagrams of the LIBS systems used for a static liquid and a solid target were

shown in Fig. 1 (a) and (b), respectively. A Nd:YAG laser with a fundamental wavelength

of 1064 nm, pulse width of 8 ns, repetition frequency of 10 Hz, was focused on the sample

surface by means of a 40 cm focal length lens and employed to generate the plasma, the

pulse energy could be adjusted successively. Plasma emission was collected through a

quartz lens with focal length of 10 cm which used to form a 1:1 image of the plasma onto

2
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Figure 1: Experimental setups used for LIBS measurements using two different configu-
rations. (a) the arrangement used for static liquid sample. (b) the arrangement used for
solid sample.

the entrance slit of a Cerny-Turner type of spectrometer (Shamrock SR-500i, diffraction

grating of 1200 groves/mm). The spectrometer was equipped with charge-coupled device

detector (iStar-DH734-18F-03, Andor technology) preceded by an image intensifier. A

digital delay generator (DG535, Stanford Research system) was used to synchronize the

laser and detector and control the delay time between plasma ignition and detector. The

plasma spectra were acquired by averaging 50 spectra. In order to obtain the intensities of

lines in the same relative scale, the spectra response of intensity is calibrated by deterium

and tungsten halogen lamps (Aracight-D-CAL 1205001).

In this study, Cr was chosen as an analytical element because it is one of typical heavy

mental, and there are many previous works that can be provided better comparison with

other matrix. Here, five standard solutions with Cr concentrations of 100, 500, 1000,

2000, 3000 ppm were prepared by dissolving the given amounts of potassium bichromate

(𝐾2𝐶𝑟2𝑂7, 99.9% purity) in the deionized water. For direct analysis, liquid solutions were

placed into a cup of 2 cm diameter and 6 cm height with a laser entrance hole of 15 mm

diameter on the top and a collection hole of 10 mm diameter on the side in order to avoid

the sputtering of liquids. A kind of wood, poplar planted in the Northwest Territories in

China, was chosen as a matrix of transforming liquid samples into solid samples, which

were crushed into powder and pressed to pellets of 20 mm diameter and 4 mm thick by a

hydraulic machine oil press under a pressure of 20 MPa during 3 min, and then adsorbing

5 ml standard solutions. After baking two hours in an over at 60 ℃ solid pellets were

obtained.

3. Results and discussion

3
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Figure 2: Typical LIBS spectrum of wood pellet with wavelength 210-690 nm recorded
at delay time of 1000 ns, gate time of 2000 ns and laser pulse energy of 80 mJ.

The strong resonance Cr I line at 425.43 nm and Cr II line at 283.56 nm were selected

as a suitable analytical line for direct elemental analysis in samples. Since the number

density of the species of Cr in plasma is low due to their low concentration in the samples,

self absorption effect may be neglected within the experimental uncertainty. Therefore,

these lines are good candidates for detection limits due to its strength compared with

other emission lines.

In order to examine whether dried wood pellets are suitable for sample matrix or not,

we must investigate their elemental composition. LIBS spectra for all of them had been

measured at laser energy of 80 mJ/pulse and identified in the spectral range of 210-690

nm. As a example, a typical LIBS spectrum was shown in Fig. 2. The spectral lines

were identified by using the NIST atomic spectral database [18]. It is identified that the

emission lines are atomic or single ionized lines of C, Mg, Na and Ca elements, some

strong lines for each element were also labeled. It is evident that there are no emission

lines of Cr element for all of pellets.

Furthermore, a comparison of LIBS spectra of 3000 ppm Cr solution and dried wood

pellet after absorbing it in the range 424-437 nm were shown in Fig. 3, respectively. The

corresponding strong emission lines are also identified and labeled. It can be seen from two

figures that the line intensities in the LIBS spectra of dried wood pellet after absorbing

solution is found to be much higher than that of Cr solution of same concentrations using
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Figure 3: A comparison of LIBS spectra in the range 424 - 437 nm from 3000 ppm Cr
solution and dried wood pellets absorbed 3000 ppm Cr solution, respectively.

the same parameters of laser beam. It is obviously seen that the 𝐻𝛾 and O II lines

originated from 𝐻2O in Cr solution have been disappeared in the dried wood pellet after

absorbing. The signal-to-background ratio (S/B) of Cr have been greatly enhanced.

To determine the optimum experimental conditions a series of temporal- and spatial-

resolved experiments were performed. Fig. 4 shows the variation of intensity and signal-

to-background ratio (S/B) of emission line Cr I 425.43 nm with the delay time at the

different spatial distances. Here, the gate width was fixed to 500 ns. It can be seen from

this figure that the optimum signal-to-background ratio of Cr element in wood pellets was

from 1000 to 3000 ns at the spatial distance of 2.2 mm. That is, the signal acquired with

a distance of 2.2 mm and a delay time of 1000 ns were sufficient to suppress background

signals from continuum plasma radiation, and a gate width of 2000 ns was chosen to

guarantee well visible emission.

To investigate the detection capacity at the matrix of wood pellets, the calibration

curves of Cr element were obtained by drawing the line peak intensity against their rela-

tive concentrations. Based on the calibration curves, the analytical performance of LIBS

technique was evaluated for the detection of Cr in samples. Detection limits were cal-

culated in the low concentration region. It is determined by means of the expression

LOD=3𝜎
𝑆
. where 𝜎 is the relative standard deviation of the background, and S is the

sensitivity given by the slope of the corresponding calibration curve [6,8,19].

Fig. 5 shows the calibration curves of the strong resonance Cr I line at 425.43 nm and Cr

5
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Figure 4: Variation of intensity and S/B of emission line Cr I 425.43 nm with the delay
time at the different spatial distance.

Figure 5: Calibration curves for Cr I 425.43 nm and Cr II 283.56 nm in dried wood pellets
absorbed standard solutions.
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Figure 6: Calibration curves for Cr I 425.43 nm in wood pellets with three different focal
lengths.

Table 1. Comparison of detection limits (ppm) in the different focal length lens and those reported in
the literature.

𝐹𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 𝑅2 𝑅𝑆𝐷% LODs(ppm)
(𝑐𝑚) 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑤𝑜𝑟𝑘 𝑜𝑡ℎ𝑒𝑟 𝑤𝑜𝑟𝑘𝑠

5 0.9723 6.41% 0.07 0.4[8],0.16[9],0.1[13]

10 0.9935 6.79% 0.15 1.2[16],39[20]

15 0.9795 10.16% 0.13 30[21],1.1[22]

II line at 283.56 nm, respectively. In this figure each data point represents the mean value

of 50 individual measurements, and the error bars show the calculated standard deviation,

which represent the variation in our measurements. Calibration curves of the elements in

the wood pellets matrix have well linear fitting within the experimental uncertainty. The

LODs for Cr were found to be 0.15 and 0.17 ppm for atomic line 425.43 and ionized line

283.56 nm, respectively.

In order to investigate the effects of focal length to LODs, similar optimum procedures

for changing the lens of 5 and 15 cm focal length have also been performed. Fig. 6 shows

the calibration curves of Cr I line at 425.43 nm with three different focal lengths. The

obtained LOD values, the mean relative standard deviation RSD% and the correlation

coefficients 𝑅2 were listed in Table 1. The correlation coefficients 𝑅2 indicate good lin-

earity. And we can find that these detection limits are better than those reported in the
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other literature [8,9,13,16,20-22].

4. Conclusion

In conclusion, LIBS technique has been applied for the analysis of heavy metal

element in liquid samples by taking Cr standard solutions as examples, which based on

the idea of transforming the elements dissolved in liquids into the elements distributed

inside dried wood pellets. It is advantageous that dried wood pellets obviously improved

the detection limit of heavy element in liquid by minimizing the water matrix. The LOD

value of 0.07 ppm for Cr in solutions has been obtained. The results were demonstrated

to successfully produce a superior analytical response for heavy metal elements by using

wood pellet as sample matrix.
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Abstract

A time resolved laser induced breakdown spectroscopy technique (LIBS) was used for

the investigation of emission signal enhancement on double-pulse LIBS. Two Q-switched

Nd:YAG lasers at 1064 nm wavelength have been employed to generate laser-induced

plasma on aluminum-based alloys. The plasma emission signals were recorded by spec-

trometer with ICCD detector. Spectral response calibration was performed by using

deuterium and tungsten halogen lamps. Time evolution of the plasma temperature and

electron density was investigated in SP and DP experiments. Based on the investigation

of plasma parameters, the enhancements of emission line intensities were investigated,

and the mechanisms of it were discussed.

Keywords: Plasma diagnostics, Intensity calibration, Emission signal enhancement.

1.Introduction

Laser induced breakdown spectroscopy (LIBS) has attracted much attention for

several decades, as it concerns many advantages in physical and chemical analysis, such

as multi-elemental analysis without any type of sample preparation, real time analysis,

stand-off analysis, in situ analysis, apparatus or experimental simplicity, inexpensiveness,

robustness, and quickness [1, 2, 3, 4, 5, 6, 7]. However, compared with other conventional

spectrometric methods such as ICP-OES or ICP-MS [8], a single-pulse (SP) LIBS is less

sensitive. To improve its sensitivity, double-pulse (DP) LIBS is applied and creatively

modified in analytical researches.

Since the DP LIBS approach was first suggested by Piepmeier and Malmstadt[9] in

1969, and Scott and Strasheim[10] in 1970, the analytical benefits of using double-pulse

LIBS attract many research groups [11, 12, 13]. Although it is clear that DP LIBS yields

enhanced signal but the exact reason behind it is not yet well understood[14, 15, 17].

According to different researches, the reasons of the signal enhancement may refer to

the formation of a reduced pressure atmosphere[18, 19, 20, 21]. Mukherjee et al [22]

proposed that, the longer length of plasma plume and higher plasma temperature caused
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enhancement of emission signal. Angel et al [15] reported nearly 40 times enhanced signal

and from the scanning electron microscopy images of the plasma generated by SP and

DP LIBS they inferred that, the enhancement of emission signal intensity is a result of

larger plasma and enhanced material removal. In the collinear geometry, Cristoforetti et

al [20] reported that the second plasma is created and evolves in a rarified gas atmosphere

enclosed by the shock wave produced by the first pulse. Although the increases were

related to the excitation energy levels of the emission lines[16], the reason why it exist a

large variety of enhancements in the literature is not well understood. In consequence,

the studies from different researches did not draw the same conclusion concerning the

mechanisms of the emission signal enhancement.

In this work, a set-up which can perform single- and double-pulse LIBS with collinear

beams geometry configuration is introduced for the analysis of aluminum-based alloy

sample at atmospheric pressure in air. Time resolved technique are used to investigate

the plasma characteristics in SP and DP experiments, The optimum delay time and inter-

pulse delay time for maximum the emission signal are obtained, based on these optimized

experimental parameters, the emission signal enhancement mechanisms are discussed by

investigating the time behaviorial of the plasma temperature and electron density.

2. Experimental set-up

The experimental set-up has been reported in previous works[23, 24] and is only de-

scribed briefly here. A schematic diagram of the experimental set-up is shown in Fig. 1.

Two Nd: YAG laser (Spectra-Physics, PRO-350) with a fundamental wavelength of 1064

nm, pulse width of 8 ns, repetition frequency of 10 Hz, is employed to generate the plasma.

For single-pulse experiments, the second Laser beam is focused on the target surface with

the laser energy 60 mJ while the first laser is closed. For the double-pulse experiments,

first laser is opened and the laser beam is reflected on the same direction as second laser

beam by beam splitter, and the laser energy is set to 30 +30 (mJ). The focusing lens to

sample distance is set to 2 mm less than the lens focal length, in order to avoid the air

breakdown in front of the target. The target is positioned on the 3-D translation stage

in order to make each fresh spot ablated to avoid forming the deep-crater on the target

surface. The space integrated emission of laser-induced plasma is collected through a

quartz lens with focal length of 100 mm which is used to form a 1:1 image of the plasma

onto the entrance slit of an Cerny-Turner type of spectrometer (Shamrock SR-500i, focal

length of 0.5 m, diffraction grating of 2400 groves/mm). The spectrometer is equipped

with intensified charge-coupled device detector (iStar-DH734-18F-03, Andor technology).

The wavelength range of spectrum is covered from 200 to 900 nm with spectral resolution
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Figure 1: Schematic representation of the experimental set-up.

of 0.03 nm at 546 nm.

A digital delay generator (DG535, Stanford Research system) is used to synchronize the

laser and detector. The focused and the imaging lens are all positioned on the translation

stage to keep stability of the plasma and its image when adjusted the position of the

image of the plasma onto the spectrometer slit.

All the experimental operations including sample movement and spectral acquisition

parameters set (number of spectra averaged, acquisition delay, gate width and MCP’s

gain), were controlled by the PC and performed in air at atmospheric pressure.

Aluminum-based alloy with 13 elements is chosen to be the sample because excellent

work on its LIBS analysis.

3. Results and discussion

3.1 Spectral response calibration

In LIBS analysis, the spectrometer sensitivity (spectral response) is essential for the

determination of plasma temperature and especially for the calculation of the elemental

concentration by CF-LIBS[25]. Each component of a LIBS detection system has a certain

spectral response, the response depends on wavelength, that means not all wavelengths are

transmitted through or reflected off optical components with the same transfer efficiency.

In addition, the detector used to record the light has a response function. Therefore,

only if the absolute characterization of the spectral response has been made, it is pos-

sible to report data that reflects the behaviour of the LIBS plasma itself, rather than a

combination of the LIBS plasma and experimental equipment.

In this work, the spectral response is calibrated by deuterium lamp which covered

with the wavelength region 200-400 nm, tungsten halogen lamp is used to calibrate the

spectral response with the wavelength region 400-900 nm. These two lamps, traceable

to NIST[26], are supplied with a calibration curve. Fig.2. shows the measured curve
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of spectral response and the calibration curve given by NIST in the wavelength region

200-400 nm, with the help of these two curves, the calibration function can be obtained

under a certain experimental condition. Fig.3. shows the spectra from mercury lamp,

it is clear that after the intensity calibration, the intensity of 253.65 nm mercury line is

highest compared to all other lines in the spectrum. The same procedure is carried out for

intensity calibration in the wavelength region 400-900 nm using tungsten halogen lamp.

Figure 2: Spectral response and calibration curve of Czerny-Turner spectrometer mea-
sured with calibrated deuterium lamp in the range from 200-400 nm

Figure 3: Spectral intensity of mercury lamp, (a) experimental data without intensity
calibration (b) calibrated data using deuterium lamp

3.2 Optimization of the experimental parameters and characteristics of emission signal

The laser-induced plasma have a relative short lifetime, the radiation of the laser-

induced plasma include strong bremsstrahlung, ionic, atomic, and molecular emissions
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Figure 4: Signal-to-background ratio as a function of delay time for single-pulse laser
ablation with a gate width of 1 𝜇s..

sequentially on a time frame. In order to suppress the background signals from con-

tinuum plasma radiation, a short gate width time is chosen to avoid strong changes in

plasma temperature and electron number density during the measurement and to guar-

antee well-visible emission signals for all elements. According to the previous study[23],

the gate width with 1 𝜇s is good for recording the emission signal from minor and trace

elements in a certain delay time. Fig. 4 shows the signal-to-background (S/B) ratio as

a function of delay time for single-pulse experiments, it can be seen that the optimum

delay time to obtain the maximum S/B is about 3 𝜇s. Generally, at this delay time stage,

strong continuum emission become weak, and the intensity of the emission line reached its

maximum. Therefore, the delay time is kept at 3 𝜇s in order to most emission lines from

different elements can be detected simultaneously with relative larger S/B ratio. For DP

LIBS, the time delay between two laser pulse is fixed at 2 𝜇s, according to our previously

study, this inter-pulse delay time is good for maximum emission signal enhancement.

Fig.5 shows the characteristics of the partial spectra detected in SP and DP experi-

ments. It’s clear that not only the emission signal is enhanced in DP experiments, but

for emission lines of Ni, Pb, Zn, which were not detected in SP experiments because of

the lower contents, are detected in DP experiments.

3.3 Plasma parameters and mechanisms of emission signal enhancement

The plasma parameters such as electron temperature and electron density provide im-

portant information regarding the characterization of the laser induced plasma. Assuming

the Local Thermodynamical Equilibrium (LTE), the Saha-Boltzmann plot method [27, 28]

is applied to determine plasma temperatures. Eqs.(1) and (2) are considered respectively
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Figure 5: Emission signal characteristics in SP and DP experiments .

for neutral lines and for ionic lines:

ln
𝐼𝐼𝜆𝐼

𝑔𝐼𝐴𝐼

= − 1

𝑘𝑇
𝐸𝐼

𝑘 + ln(ℎ𝑐
𝑁0

𝑍0(𝑇 )
) (1)

ln
𝐼𝐼𝐼𝜆𝐼𝐼

𝑔𝐼𝐼𝐴𝐼𝐼

− ln(
2(2𝜋𝑚𝑘)(3/2)

ℎ3

𝑇 3/2

𝑁𝑒

) = − 1

𝑘𝑇
× (𝐸𝐼𝐼

𝑘 + 𝐸𝐼𝑃 ) + ln(ℎ𝑐
𝑁0

𝑍0(𝑇 )
) (2)

where the indexes 𝐼 and 𝐼𝐼 correspond to neutral and ionic lines, respectively. 𝐼 is

the intensity of the emission line, 𝜆 is the wavelength of the emission line(m), 𝑔 is the

statistical weight (dimensionless), 𝐴 is the transition probability (s−1), 𝐸𝑘 is the excitation

energy level (eV), 𝑘 is Boltzmann’s constant (eV K−1), 𝑇 is the plasma temperature (K),

ℎ is Plank’s constant(eV s), 𝑐 is the speed of light (m s−1), 𝑁0 is the particles density of the

considered element in the plasma (m−3), 𝑍0(𝑇 ) is the partition function (dimensionless),

𝑚 is the electron mass (Kg), 𝑁𝑒 is the electron density (m−3)and 𝐸𝐼𝑃 is the ionization

energy (eV)of the considered element. An equation similar to the Boltzmann-plot equation

is obtained:

ln(
𝐼𝐼𝜆𝐼

𝑔𝐼𝐴𝐼

)∗ = − 1

𝑘𝑇
𝐸∗𝑘 + ln(ℎ𝑐

𝑁0

𝑍0(𝑇 )
) (3)

where 𝐸𝐼
𝑘 for neutral lines and 𝐸∗𝑘 = 𝐸𝐼𝐼

𝑘 + 𝐸𝐼𝑃 for ionic lines.

The electron density is determined from the Stark broadening of emission line. The full

width at half maximum (FWHM) of a line can be used to determine the electron number
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Figure 6: Saha-Boltzmann plot obtained from the emissivities of Ti and Cr spectral lines
in SP-LIBS. The delay time is 8 𝜇s.

density, using the following relation[29, 30]:

Δ𝜆 = 2𝜔(
𝑁𝑒

1016
) + 3.5𝐴(

𝑁𝑒

1016
)(1/4)(1− 𝐵𝑁

−1/3
𝐷 )𝜔(

𝑁𝑒

1016
) (4)

where 𝜔 is the electron width parameter, which is a weak function of temperature, 𝐴 is

the ion broadening the parameter, 𝑁𝑒 is the electron density, 𝐵 is a coefficient equal to 1.2

or 0.75 for ionic or neutral lines, and 𝑁𝐷 is the number of particles in the Debye sphere.

The contribution due to the ion broadening is very small and can be neglected, therefore,

the electron density can be extract by:

Δ𝜆 = 2𝜔(
𝑁𝑒

1016
). (5)

Based on Eqs.(3) and (5), an iterative procedure can be used to obtain the plasma tem-

perature 𝑇 and the electron density 𝑁𝑒. In the present work, 41 Ti lines and 25 Cr lines

are used to establish Saha-Boltzmann plot, Ca I 393.3 nm line is used to estimate the

electron density, the instrument broadening for emission line of 393.3 nm is subtracted,

and the electron width parameters 𝜔 is obtained form reference[31].

As an example, Fig.6 shows the Saha-Boltzmann plot obtained from the eimssivities

of Ti and Cr spectral lines in SP-LIBS. Continuous lines represent the result of a linear

best fit. Note that the best fit lines corresponding to different species are practically

parallel, i.e. the temperature of all the species in the sample is the same, according to

the predictions of LTE assumption.

For LTE to hold in a plasma, the collision with electrons have to dominate over the

radiative processes, this condition requiring a sufficiently large electron density. A crite-
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rion proposed by McWhirter[32] was based on the existence of a critical electron density

for which collisional rates are at least ten times the radiative rates. For an energy gap

difference Δ𝐸 between the transition levels, the criterion for LTE is :

𝑁𝑒 ≥ 1.6× 1012𝑇 1/2(Δ𝐸)3𝑐𝑚−3 (6)

where 𝑇 is the plasma temperature. However, the McWhirter criterion is a necessary but

not sufficient condition for LTE to hold. Therefore, one more criterion is necessary to

check the existence of LTE. In addition to Eqs. (6) for calculating the electron density,

Saha equation[33] can also be used to determine the electron density. From comparing

the electron density obtained from Eqs. (6) (independence on LTE) and Saha equation

(dependence on LTE), one can assess the existence of LTE. In this work, we found that the

electron density obtained using Eqs.(6) and Saha equation have a good agrement before

5 𝜇s and 3 𝜇s in SP and DP LIBS, respectively, i.e. the plasma more close to the LTE in

that time stage.

Fig. 7 shows the evolution of the plasma temperature in SP and DP experiments as a

function of the delay time. It decrease fast at the beginning of 10 𝜇𝑠 in SP experiments

as well as DP experiments, after 10 𝜇𝑠 later, the plasma temperature decrease slowly.

Moreover, the plasma temperature in DP experiments is less than that in SP experiments,

although the total energy of the laser pulses is same. Fig. 8 shows the evolution of the

electron density in SP and DP experiments, the time evolution behaviour of the electron

density in SP and DP LIBS is the same as the plasma temperature. In DP LIBS, the

sequential laser pulses can ablate more material from the target surface, this may cause the

emission signals enhancement, but with the first plasma decaying, the interaction between

the second plasma and first plasma become weak, i.e. the collision between electron and

atoms and ions become weak, therefore, the plasma temperature and electron density is

less than that measured in SP LIBS.

From the temporal behavior of the plasma temperature and electron density, the emis-

sion signal enhancement mechanisms in DP experiments can be explained as following:

For DP LIBS in collinear geometry, there are two plausible processes occurring in the

plasma plume: (1) absorption of the second laser pulse in the plume of the plasma initi-

ated by the first laser pulse and (2) new plasma formation by the remaining second laser

pulse. In the collinear case both pulses have the same axis of propagation and are directed

orthogonal to the sample surface. The first laser pulse is used to ablate pre-ablative first

plasma, and then with the plasma expanding and after a certain time delay, the second

laser pulse may penetrate to the plasma plume to generate the second plasma, meanwhile,

partial energy of the laser pulse may be absorbed by the first plasma plume. Actually, it
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Figure 7: Time evolution of the plasma temperature in SP and DP experiments, the laser
energies are set to 60 mJ (SP) and 30+30 (mJ)(DP), respectively.

is difficult to isolate these two processes in collinear geometry scheme. According to the

comparative investigation of plasma parameters in SP and DP LIBS, we consider that

new plasma production by second laser pulse dominate this process, absorption of the

second laser pulse by the first plasma is weak. Our conclusion is agreement with Céline

et al.[16] study, they found that the interaction of the plasma and laser depend on the

delay between the two laser pulses in collinear geometry, for inter-pulse delay Δ𝑡 > 1𝜇𝑠,

the plasma produced by the first pulse is essentially transparent to the second pulse, the

second pulse is not able to interact with the residual plasma.

4. Conclusions

In the framework of LIBS analysis on aluminum samples, time resolved SP and the

DP LIBS experiments is carried out. In collinear geometry, the emission signal enhance-

ment is observed. From comparative investigation of the plasma parameters in SP and

DP experiments, emission signal enhancement mechanisms is discussed qualitatively. Ac-

tually, the emission signal enhancement is very complexity, it dependents on many factors,

such as laser energies, inter-pulses delay time, background gases and so on. In DP LIBS,

the dynamic behaviour of the plasma is also different with SP LIBS condition, therefore,

the further studies for deeper physical mechanisms of emission signal enhancement must

consider the different factors and to develop physical models.
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Figure 8: Time evolution of the electron density in SP and DP experiments.
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Abstract

We present recent results at the Tokyo electron beam ion trap (Tokyo-EBIT) for

the angular distribution of x-rays emitted in dielectronic recombination processes. Since

the observation angle of the Tokyo-EBIT is restricted to 90◦ with respect to the electron

beam, it is impossible to obtain the angular distribution directly. We have thus combined

the differential x-ray measurements at 90◦ and the integral measurements through ion-

abundance to obtain the asymmetric parameter. By comparing with the theoretical result

by Fritzsche et al. [Phys. Rev. Lett. 1
¯
03, 113001 (2009)], anomalously strong effects of

the Breit interaction on the angular distribution has been clearly demonstrated.

Keywords: dielectronic recombination, highly charged ion, electron beam ion trap,

relativistic effect, Breit interaction,

1.Introduction

X-rays emitted from the excited states formed by collisions with an unidirectional

electron beam can have an anisotropic angular distribution and polarization, due to the

uneven population of the magnetic sublevels. The degree of anisotropy depends on the

extent of the deviation from the even populations of the excited magnetic sublevels.

Anisotropy (or polarization) of x-ray lines is thus important because it can be used as

a diagnostic tool for laser-produced plasma, such as anisotropic velocity distribution of

electron.

The anisotropy is also important in the atomic physics point of view. Recently, Fritzsche

et al. [1] have theoretically studied the Breit interaction effects on the angular distribution

of the X-rays emitted in dielectronic recombination (DR), which is the combination of the

dielectronic capture (DC) and the successive radiative stabilization (RS),

e− + Aq+ DC→ A(q−1)+∗∗ RS→ A(q−1)+ + hν. (1)
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The angular distribution of the electric dipole emission can be expressed by the angular

distribution coefficient W (θ) [2] as

W (θ) = 1 + βP2(cos θ) (2)

where θ denotes the angle of emission, P2 the Legendre polynomial, and β the anisotropy

parameter, which is related to the alignment parameter A2 [1, 3] as β = A2/
√

2 for the

J = 1 → 0 transition. A2 is determined by the magnetic sublevel distribution of the

intermediate state A(q−1)+∗∗ produced by DC, and for J = 1 intermediate states, it is

expressed as

A2 =
√

2 · σ±1 − σ0

2σ±1 + σ0

, (3)

where σMJ
denotes the population of the magnetic sublevel with the magnetic quantum

number MJ . Fritzsche et al. found that the Breit interaction dominates the alignment

parameter and thus brings about a qualitative change in the angular distribution. Ac-

cording to their result, the angular distribution of the [1s2s22p1/2]1 → [1s22s2]0 transition

following the dielectronic capture into initially Li-like heavy ions has a maximum at 90◦

with respect to the electron beam when the Breit interaction is considered whereas it has

a minimum at 90◦ when only the Coulomb interaction is considered. They thus proposed

to measure the angular distribution (or the polarization) of this DR X-ray or the align-

ment parameter of the intermediate state for the sensitive test of the Breit interaction

effect on DR processes of HCIs.

In this paper, we present the experimental determination of the angular distribution

for the transition proposed by Fritzsche et al. using an electron beam ion trap (EBIT) in

Tokyo. As an alternative to the direct angular distribution measurement, the alignment

parameter is obtained from the combination of the differential X-ray measurement at 90◦

and the integral resonant strength measurement through the ion-abundance inside the

EBIT.

2. Experiment

In the present study, the angular distribution of the x-rays emitted from DR into Li-like

Au was obtained by the combination of two experiments, x-ray measurement at 90◦ [4, 5]

and ion abundance measurement [6, 7]. In the X-ray measurement, the electron beam

energy was scanned from 44.8 to 46.3 keV with a scanning rate of 20 ms/scan. A high-

purity Germanium detector placed at 90◦ with respect to the electron beam was used to

detect the x-rays. On the other hand, in the ion-abundance measurement, the electron
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Table 1: Experimental results. The error (1σ) listed in the table corresponds to the error
of the least square fitting weighted by the statistical uncertainties.

RX−ray
A/B Rion

A/B WA(90◦) A2

13.0± 0.9 12.3± 0.9 1.06± 0.11 −0.17± 0.31

energy scan was done quasi-statically in order to obtain the relative DR cross section [σDR
Li ]

of Li-like Au from the ion-abundance ratio between Be-like and Li-like Au (nBe/nLi) using

the following formula, which is established only at the equilibrium condition (see Ref. [6]

for the derivation):

[σDR
Li ] =

nBe

nLi

− B(Ee), (4)

where B(Ee) denotes the slowly varying function when the ion ratio nBe/nLi is plotted

as a function of electron energy. The abundance ratio was obtained by measuring the

intensity of ions extracted from the EBIT.

3. Results and discussion

The angular distribution function W (θ) at θ = 90◦ for the DR x-ray from the

intermediate state [1s2s22p1/2]1 (A) can be obtained from the following formula [8].

WA(90◦) = RX−ray
A/B /Rion

A/B, (5)

where RX−ray
A/B and Rion

A/B represent the intensity ratio between the intermediate states

[1s2s22p1/2]1 (A) and [1s2s2p21/2]1 (B) obtained by the x-ray measurement and the ion

abundance measurement, respectively. The alignment parameter A2 is then obtained by

A2 = 2
√

2(1−WA(90◦)). (6)

The experimental results for the intensity ratio are listed in Table 1 together with WA(90◦)

and A2 obtained from the results. The experimentally obtained A2 is also plotted in Fig. 1

together with the theoretical values [1].

The present experimental result for Li-like Au indicates that the angular distribution of

the emitted X-ray has a maximum at 90◦ (negative A2 value), while the prediction with

only the Coulomb interaction gives a minimum (positive A2 value). As seen in Fig. 1,

the theoretical result with the Breit interaction reproduce the experimental result also

in quantitatively, whereas that with only the Coulomb interaction, which suggests strong

alignment to the MJ = ±1 levels, obviously fails to reproduce the experiment. This is a
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Figure 1: (Color online) Alignment parameter A2 for the intermediate state [1s2s22p1/2]1
in dielectronic recombination of Li-like ions. The present result for Au (Z = 79) is
shown by the black square. Theoretical values taken from Ref. [1] are plotted as red dots
(Coulomb only) and blue dots (the Breit interaction included).

clear demonstration showing that the Breit interaction dominates the angular distribution

of X-rays emitted in DR processes of highly charged heavy ions.

4. Summary and outlook

In summary, the alignment parameter of the intermediate state in the dielectronic

recombination for Li-like Au was measured with the Tokyo electron beam ion trap. By the

combination of the X-ray measurement at 90◦ with respect to the electron beam and the

relative resonant strength measurement through the ion abundance inside the trap, the

angular distribution of the [1s2s22p1/2]1 → [1s22s2]0 transition was obtained. Comparison

with theory has clearly demonstrated the dominance of the Breit interaction.

In order to investigate the Z-dependence, measurements on Pr (Z = 59) and Ho (Z =

67) are in progress. For further study, we are planning to built a polarimeter for hard X-

rays utilizing the Compton scattering in plastic scintillators [9]. In addition, direct angular

distribution measurement is also expected to be performed with the Belfast EBIT [10],

the only EBIT that can measure the angular distribution.
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Abstract

To study doubly excited states of simple molecules, total and total ionic generalized

oscillator strength distributions (GOSDs) and ionization efficiencies of molecular hydrogen

(H2), ammonia (NH3), and methane (CH4) were investigated using scattered electron-

ion coincidence technique under magnitude of momentum transfer is not zero conditions.

Absolute GOSDs obtained by application of a mixed gas method were very similar to

previous OOSDs in shape. From ionization efficiencies obtained, it was clear that optically

forbidden doubly excited states exist near 28 and 35 eV for H2, near 30 eV for NH3, and

near 35 eV for CH4.

Keywords: electron-ion coincidence measurements, molecular hydrogen, ionization

efficiency, generalized oscillator strength

1.Introduction

Doubly excited states of molecules are super-excited states that lie above the rst

ionization energy. They can be regarded as Rydberg states that converge to excited states

of the molecular ion. Doubly excited states are formed to gain energy from energetic

particles such as electrons, and then dissociate auto-ionization or neutral dissociation.

Here, when the doubly excited state dissociates via the neutral dissociation, the ion is not

formed despite the region above the rst ionization energy. Although the probability of

doubly excitation is smaller than of direct-ionization, doubly excited states of molecules

appear as intermediate state in plasma. Therefore, the process of the production and

collapse plays an important role of the atomic processes in plasma.

The photo-ionization experiment is a useful tool to study doubly excited states. Samson

et al. studied doubly excited states based on analysis of the optically oscillator strength

distribution (OOSD) and the ionization quantum yield for simple molecules [1-3]. The

ionization quantum yield is de ned as the ratio of the photo-ionization cross section σi to

the photo-absorption cross section σa, which is equal to the ratio of the OOSD for ioniza-

tion to for absorption. From measurements of the ionization quantum yield, Samson et

al. discovered the existence of doubly excited states for molecular hydrogen [1]. However,

studies in electron impact experiments are poor, because scattered electron- ion coinci-

dence measurements are required to obtain the similar information as photo-ionization

experiments. In scattered electron- ion coincidence measurements, we can obtain the
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ionization efficiency as a function of excitation energy that is electron energy-loss. The

ionization efficiency is de ned as the ratio of ionic generalized oscillator strength distribu-

tion (GOSD) to the total GOSD. GOSDs are important physical quantities obtained in

electron impact experiments. The GOSD dF/dE is de ned as the function of the magni-

tude of momentum transfer K2 (the difference between the incident electron momentum

ki and the scattered electron momentum ks) in continuum region,

dF (K2)

dE
=

W

2

ki

ks

K2 d2σ

dEdΩ
. (1)

Where, W is electron energy-loss value that is excitation energy of the molecule, and

d2σ/(dEdΩ) is the double differential cross section. GOSDs are equal to OOSDs at

K2 → 0 condition. In contrast, we can obtain the information on optically forbidden

transitions at K2 �= 0 condition.

In this paper, to obtain the information on optically forbidden doubly excited states of

simple molecules, GOSDs and ionization efficiencies of molecular hydrogen (H2), ammonia

(NH3), and methane (CH4) have been investigated under K2 �= 0 conditions using the

scattered electron- ion coincidence technique.

2. Experimental setup

The experimental apparatus used was an (e, e+ ion) spectrometer, which had been

described previously [4]. This apparatus consisted of a pulsed electron-gun, two time-of-

flight (TOF) mass analyzers with which length differs, and an electron energy analyzer.

The incident electrons were pulsed by deflection system before the electrons entered to

a collision region. In the collision region, the incident electrons collided with target

molecules emerged from a gas nozzle at the cross beam geometry. To increase detection

efficiency for fragment ions, the short TOF mass analyzer was installed in a direction

against the long TOF mass analyzer which was shown in the previous publication [4]

(Fig. 1). The short and long TOF mass analyzers had the same interaction region of

20 mm in length, second accelerate regions of 10 mm in length, and drift regions of 225

and 480 mm in length, respectively. They were Wiley-McLaren type analyzer [5]. The

formed ions were extracted from the interaction region by applying the pulsed electric

eld of 200 V/cm. The short TOF mass analyzer had an ability to detect all fragment

ions with the initial energy up to 7 eV. Therefore, this analyzer was used for measurement

of H2. The long TOF mass analyzer which had mass resolution about 100 u was used

for measurements of NH3 and CH4. For scattered electrons, the electron energy analyzer

used was a simulated hemisphere type called Jost type analyzer [6]. The typical energy

resolution was about 0.5 eV full width at half maximum (FWHM). The scattering angle

was determined by the ratio of the 31P peak intensity to the 21P peak intensity in electron

energy-loss spectra of helium (He) [7]. In coincidence measurements, ion spectra triggered

energy selected scattered electrons were measured as a function of electron energy-loss.
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To obtain the absolute GOSDs, we used a mixed gas method. The procedure was

shown in a previous report [4]. Briefly, we measured electron energy-loss spectra of mixed

gas which consists of He and target molecule. Then the absolute double differential cross

section of the target was estimated on the basis of the peak intensity of the 21P state of

He, using the mixing ratio. Finally, the absolute GOSD was determined from Eq. (1).

3. Results and discussion

3.1 molecular hydrogen

The total GOSD and the total ionic GOSD which is the sum of GOSD for H+
2 and H+

of H2 obtained are shown in Fig. 1. The present experimental condition is 200 eV incident

electron energy and 6 degree scattering angle. The magnitude of momentum transfer K2

in present condition is shown in u-axis in Fig. 1. For comparison, the OOSDs from dipole

(e, e) and dipole (e, e+ ion) experiments [8] and photon impact experiments [1] are shown

in Fig. 1. The peak below the rst ionization threshold at 15.4 eV is excitations of the

(1sσg) electron. The total ionic GOSD rises from the rst ionization threshold, and has

the maximum value around at 18 eV electron energy-loss. In Fig. 1, the shapes of the

present results are very similar to the shapes of the OOSDs [1,8].

Figure 2 shows the ionization efficiency ηi of H2 under 200 eV incident electron energy

and a scattering angle of 6 degrees. For comparison, the ionization quantum yield from

photon impact experiment [1] is shown in Fig. 2 again. The present ηi decreases notably

near 28 and 35 eV. This means that doubly excited states exist in these ranges, which

decay by neutral dissociation. In addition, the decreasing of present ηi is greater than

the photon impact result [1]. Therefore, it is thought that there are contributions from

optically forbidden doubly excited states. These results show the presence of optically

forbidden doubly excited states near 28 and 35 eV for H2.

3.2 ammonia

Figure 3 (a) and (b) show the total GOSD and the total ionic GOSD of NH3 under

200 eV incident electron energy and a scattering angle of 8 degrees, respectively, together

with previous OOSD results, for shape comparison. They were obtained by the dipole

(e, e) experiment [9], the dipole (e, e+ ion) experiment [10], and the photon impact

experiment [2]. The absolute value was shown on the vertical right axis in Fig. 3 (a) and

(b). Althought the magnitude of present GOSDs are different from OOSDs [2,9,10], the

shapes agree well. In the total GOSD of NH3, the peak around 7 eV and the shoulder

around 10 eV are for excitations from (3a1) to Rydberg states. In the region from (3a1)
1

to (1e) 1 ionization threshold, there is contribution from both excitations of (1e) electrons

and ionizations of (3a1) electrons in the total GOSD of NH3. The total GOSD of NH3

decreases over the (1e) 1 ionization threshold. The total ionic GOSD of NH3 rises from

the rst ionization threshold (3a1)
1. In the region from (3a1)

1 to (1e) 1 ionization

threshold, the total ionic GOSD has a shoulder because of the contributions from both
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Figure 1: The total GOSD and the total ionic GOSD of H2. The circles represent experi-
mental results under 200 eV incident electron energy and a scattering angle of 6 degrees.
The open squares are OOSDs which are results of Backx et al. from a dipole (e, e) and
dipole (e, e+ ion) experiments [8]. The solid lines are OOSDs which are results of Chung
et al. from photon impact experiment [1]. The magnitude of momentum transfer K2
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200 eV incident electron energy and a scattering angle of 6 degrees. The open diamonds
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direct-ionization of (3a1) electrons and auto-ionization from (1e) electron excitation. The

total ionic GOSD decreases over the (1e) 1 ionization threshold.
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Figure 3: (a) The total GOSD and (b) the total ionic GOSD of NH3. The circles represent
experimental results under 200 eV incident electron energy and a scattering angle of 8
degrees. The open squares are OOSDs which are results of dipole (e, e) [9] and dipole (e,
e+ ion) [10] experiments. The diamonds are OOSDs which are results of Samson et al.
from photon impact experiment [2]. The magnitude of these OOSDs are shown in right
axes, and the magnitude of momentum transfer K2 under present condition is shown in
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squares are the OOSD which are results of dipole (e, e+ ion) experiments [10]. The dia-
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The ionization efficiency ηi of NH3 obtained under 200 eV incident electron energy and

a scattering angle of 8 degrees is shown in Fig. 4. The ηi is not constant in the region over

the rst ionization threshold at 10.85 eV. This is due to the excitation of (1e) electrons.

Above (1e) ionization threshold at 15.6 eV, ηi becomes constant. However, the present
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ηi decrease notably near 35 eV. Because these energies are greater than (2a1) ionization

threshold, this means that optically forbidden doubly excited states exist in this range,

which is decayed by neutral dissociation.

3.3 methane

CH4 has an electric con guration of (1a1)
2(2a1)

2(1t2)
6 in the ground state in Td sym-

metry. The ionization thresholds for the (1t2) and (2a1) states are 13.6 and 24 eV,

respectively.

Figure 5 (a) and (b) show the total GOSD and the total ionic GOSD of CH4 obtained

under 200 eV incident electron energy and a scattering angle of 8 degrees, together with

previous OOSDs, respectively. The OOSDs obtained by the dipole (e, e), the dipole (e,

e+ ion) experiments [11], and photon impact experiment [3]. The both of the total GOSD

and the total ionic GOSD of CH4 are normalized at 20 eV electron energy-loss. The total

GOSD of CH4 rises from around 9 eV and then increases with shoulders up to (1t2)
1

ionization threshold. In the region below the rst ionization threshold (1t2)
1, there is

no isolated peak in the total GOSD of CH4 because of predissociation. The total GOSD

of CH4 has maximum around 14 eV and decreases as the electron energy-loss increases.

The shape of the total GOSD of CH4 is very similar to the shapes of the total OOSDs.

The total ionic GOSD of CH4 rises from the rst ionization threshold (1t2)
1, has the

maximum around 16 eV, and then decreases as the electron energy-loss increases. The

shape of the total ionic GOSD of CH4 is also very similar to the shapes of the total ionic

OOSDs.
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Figure 5: (a) The total GOSD and (b) the total ionic GOSD of CH4. The circles represent
experimental results under 200 eV incident electron energy and a scattering angle of 8
degrees. The open squares are OOSDs which are results of dipole (e, e) and dipole (e, e+
ion) [11] experiments. The diamonds are OOSDs which are results of Samson et al. from
photon impact experiment [3]. The magnitude of these OOSDs are shown in right axes,
and the magnitude of momentum transfer K2 under present condition is shown in u-axis.
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The ionization efficiency ηi of CH4 obtained under 200 eV incident electron energy

and scattering antle of 8 degrees is shown in Fig. 6 with the photo-ionization result by

Samson et al. [3] The ηi of CH4 rises from the rst ionization threshold (1t2)
1. The ηi

became constant in the region over around 16 eV which was the energy that the total ionic

GOSD has maximum. Although the uncertainty in the ηi is large (about 10-30 %), the

ηi decreased at near 30 eV, slightly. This means that optically forbidden doubly excited

states of CH4 which cause neutral dissociations exist in this range.
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Figure 6: The ionization efficiencies of CH4. The circles represent experimental results
under 200 eV incident electron energy and a scattering angle of 8 degrees. The diamonds
are OOSDs which are results of Samson et al. from photo-ionization experiments [3]. The
K2 under present condition is shown in u-axis.

4. Conclusion

The total GOSDs, total ionic GOSDs, and the ionization efficiencies of H2, NH3,

and CH4 under 200 eV incident electron energy and scattering angles of 6 and 8 degrees

were investigated. In each total GOSDs and total ionic GOSDs, although the values

were different from OOSDs for K2 �= 0 condition in present work, the shapes were very

similar to OOSDs from dipole (e, e), dipole (e, e+ ion) experiments and photon impact

experiments. We have found that the ionization efficiencies decrease notably at near 28

and 35 eV for H2, at near 35 eV for NH3, and at near 30 eV for CH4. Therefore, we have

established that optically forbidden doubly excited states exist in these ranges, which are

decayed by neutral dissociation.
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Abstract

Accurate data for dielectronic recombination of tungsten ions are essential in modeling

of tungsten impurity transport and radiative power loss in International Thermonuclear

Experimental Reactor (ITER). Theoretical calculations have been made for dielectronic

recombination (DR) rate coefficients of Br-like tungsten ions using a flexible relativistic

atomic code (FAC) from 1 eV to 50 keV. Level-by-level calculations are carried out for

evaluating the contributions to DR through all the relevant Kr-like tungsten ions au-

toionizing inner-shell excited configuration complexes: (3s23p63d10)−14s24p5nln
′
l
′

(n =

4 - 5, n
′
= 4 - 100, l

′
= 0 - 8), (4s24p5)−1nln

′
l
′
(n = 4 - 6, n

′
= 4 - 100, l

′
= 0 - 12).

Comparison of the rate coefficients for 3s, 3p, 3d, 4s and 4p subshell excitations shows

that the 4p subshell excitation dominates over the whole temperature region, 4s subshell

excitation at low temperature and 3d, 3p subshell excitations at high temperature can

not be neglected. In order to facilitate simple applications, the total DR rate coefficient,

�n = 0, 1 and 2 core excitations DR rate coefficients are fitted to a empirical formula.

Keywords: Br-like tungsten, dielectronic recombination, rate coefficients

1.Introduction

Dielectronic recombination (DR) is a basic atomic process in electron-ion collisions. The

DR rate coefficients are greater than the radiation recombination (RR) rate coefficients

and three-body recombination (TBR) rate coefficients in some highly ionized plasmas [1,

2]. Accurate DR ate coefficients are essential for studying the ionization balance of highly

ionized ions in hot plasmas [3, 4]. Tungsten will be used as a plasma-facing material within

the divertor region of the International Thermonuclear Experimental Reactor (ITER) due

to its high melting point and thermal conductivity, its low tritium retention and erosion

rate under plasma loading [5]. For divertor plasma modeling and radiative cooling studies,
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Table 1: Investigation of the DR process for tungsten ions.
Charged Methods Ground Core-excitions Fitted
Tungsten Ions configuration
W72+[6,7] a, b, c 1s2 �n = 1 (2s) -
W71+[8] d 1s22s �n = 0, 1 (2s) -
W67+-W60+[9,10] b, e 2s22p3-3s23p2 �n = 1 (2p) -
W64+[6,11−14] a, b, c 2s22p6 �n = 1, 2 (2l) the total DR rate coefficients

b 2s22p6 �n = 1, 2 (2l)
W63+[6,15] a, b, c 2s22p63s �n = 0, 1 (2p, 3s) -
W56+[16,17] b 2p63s23p6 �n = 0 (3s, 3p) -

�n = 1 (2l, 3s, 3p)
�n = 2 (3p)

W47+[18,19] f 3p63d4
3/23d5

5/2 3d3/2 → 3d5/2 -
�n = 0 (3s, 3p)
�n = 1 (3l)

W46+[17,20,21] b 3s23p63d10 �n = 1 (3l) the total DR rate coefficients
W45+[17] b 3p63d104s �n = 1 (3p, 3d) -
W37+[22] f 3d104s24p64d �n = 0 (4l) -

�n = 1 (3l, 4l)
�n = 2 (4l)

W35+[23] g 4s24p64d3 �n = 0 (4l) �n = 0, 1 rate coefficients
�n = 1 (4p, 4d)

W29+[2] f 4p64d9 �n = 0, 1, 2 (4p, 4d) the total DR rate coefficients

W28+[24] a, b, c 4d10 �n = 0, 1, 2 (4d) -
W20+[25,26] h 4d104f8 �n = 0 (4p, 4d, 4f ) -

�n = 1, 2 (4p, 4d)
i 4d104f8 �n = 0 (4p, 4d, 4f ) the total DR rate coefficients

�n = 1, 2 (4d, 4f )
W6+[27] a, c 4f145p6 �n = 0 (5p) -

�n = 1 (4f, 5p)
�n = 2 (4f )

W5+[28] a, b, c 4f145p65d �n = 0 (5p) -
�n = 1 (4f )
�n = 2 (4f )

a RMBT code
b HULLAC code
c COWAN code
d HCR code
e Berlin EBIT experiment
f FAC code
g DRACULA code
h Heidelberg accelerator and storage-ring experiment
i AUTOSTRUCTURE and DRACULA code
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accurate atomic data for highly ionized tungsten ions are significant, especially data on

recombination processes that are vital in the determination of radiation losses. The DR

process was surveyed recently in a number of publications for tungsten ions [2, 6 - 28]. For

the sake of clarity, a statistics of DR research of tungsten ions were briefly listed in table

1. It is clearly seen that only 21 ions of tungsten have been researched theoretically or

experimentally, respectively. Although a large amount of studies have been performed for

the DR process of many ionized states of tungsten ions, these data are insufficient at all for

ITER. Therefore, in order to extend these works, we calculate and analyse detailedly DR

process of Br-like tungsten ions. The relativistic flexible atomic code (FAC) [29] was used

to calculate the atomic structure, radiative transition probabilities, and autoionzation

probabilities.

In this paper we focus on the calculation of DR data and get evolution of DR to

tempertaure. Here, we will give a brief discussion of tungsten ions calculation and analysis

in section 3.2, and then present the contribution of inner-shell electron excitation and the

total DR rate coefficients in 3.3 and 3.4, finally, to use conveniently the data, present the

fitting of �n = 0, 1 and 2 core excitations and the total DR rate coefficients.

2. Theory

DR resonance is treated as two-step process in the isolated resonance approximation.

In the first step, when a free electron with a specific kinetic energy collides with an ion

Aq+, one of the bound electron in the ion Aq+ is excited and the free electron is captured,

forming a resonance doubly excited state is unstable, in the second step, the resonance

doubly excited state decay into a non-autoionization state through emission a photon.

In the isolated resonance approximation, the DR rate coefficient from an initial state

i into a final state k through an intermediate doubly excited state j, for electron in the

Maxwellian distribution, can be expressed as

αDR(i, j, k, Te) = (
h2

2πmekTe

)3/2 gj

2gi

Aα
jiA

γ
jk∑

k′ Aγ

jk′ +
∑

i′ A
α
ji

′
exp(−Eji

kTe

), (1)

where me is the electron mass, h is Plank’s constant, k is Boltzmann’s constant, gi and

gj are the statistical weight of the states i and j, respectively, Eji is the resonance energy,

Aγ
jk is the radiative decay rate, and Aα

ji is the auger decay rate.

In the present calculations, we include detailed the DR contributions through Kr-like

autoionizing doubly excited congratulation complexes: (3s23p63d10)−14s24p5nln
′
l
′
(n =

4 - 5, n
′

= 4 - 100), 3s23p63d10(4s24p5)−1nln
′
l
′
(n = 4 - 6, n

′
= 5 - 100), employing

FAC code, where DR rate coefficients are calculated directly for n
′≤15 and results a
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Table 2: Energy [eV] levels of the Kr-like tungsten ions calculated. Comparison of FAC
results with Ref [31] and recommended NIST data [32].
Index Level name J Calculated Energy(eV)

E(FAC) E(Ref)[32] E(NIST )

1 3p63d104s24p6 0 0.0 0.0 0.0
2 3p63d104s24p2

−4p3
+4d1

− 0 148.400 148.622 149.77
3 3p63d104s24p2

−4p3
+4d1

− 1 152.992 153.285 153.44
4 3p63d104s24p2

−4p3
+4d1

− 3 156.238 156.384 156.72
5 3p63d104s24p2

−4p3
+4d1

− 2 157.511 157.791 157.81
6 3p63d104s24p2

−4p3
+4d1

+ 4 171.987 171.922 172.229
7 3p63d104s24p2

−4p3
+4d1

+ 2 174.203 174.458 174.700
8 3p63d104s24p2

−4p3
+4d1

+ 3 179.769 180.072 179.983
9 3p63d104s24p2

−4p3
+4d1

+ 1 195.716 195.788 194.079
10 3p63d104s24p1

−4p4
+4d1

− 2 246.403 246.216
12 3p63d104s24p1

−4p4
+4d1

− 1 268.941 268.706 265.660
13 3p63d104s24p2

−4p3
+4d1

+ 3 268.893 268.801
35 3p63d104s24p2

−4p3
+5s1+ 1 673.695 673.855 676.100

extrapolated up to n
′
= 100 by the relevant scaling law Aa ∝ n−3 [30], orbital angular

momentum l
′
includes all possible.

3. Results and discussion

3.1 Energy levels of the like-Kr tungsten ions

In order to check the accuracy of the FAC results, we summarized the energy levels

of the Kr-like tungsten ions in table 2, which presents the results EFAC , ERef from [31]

and ENIST from the NIST Atomic Spectra Database calculated by Kramida and Shirai

using the Cowan code [32]. As can be seen from table 2, the largest difference is the FAC

energy and the recommended NIST value about 0.02-1.24%, only 0.02-0.18% difference

for the most of states listed in table 2.

3.2 The l
′
dependence of the partial DR rate coefficients

The dependence of the DR rate coefficients on the orbital angular momentum l
′
of each

complex series has been investigated. Figure 1 (a) shows the results of the DR rate coeffi-

cients for the intermediate doubly excited states (3s23p63d10)−14l13l
′
and (3s23p63d10)−15l13l

′
.

Figure 1 (b) shows the results of the DR rate coefficients for the intermediate doubly ex-

cited states (4s24p5)−14l13l
′

and (4s24p5)−15l13l
′
. As can be seen from the curve, the

3l shell excitations contributions through the resonant configurations with l
′
>8 can be

neglected. Because the trend is steep decrease as l
′
increase, so the complete neglecting

of 3l shell excitations contributions with l
′
>8 is reasonable. For the 4l shell excitations,

it can be seen that the (4s24p5)−1nl13l
′
(n = 5 - 6) complex series decrease steeply, so
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Figure 1: Partial DR rate coefficients for W39+ tungsten ions through the intermediate
doubly excited states: (a) (3s23p63d10)−14l5l13l

′
and (b) 3l18(4s24p5)−14l5l6l13l

′
as a

function of l
′
, at an electron temperature 1250 eV. Each curve gives the sums of coefficients

for all the permitted l and l
′
orbitals.

the contributions from l
′
>12 can be neglected, the (4s24p5)−1nl13l

′
complex series vary

slowly, but the 4s24p44l13q and 4s4p54l13q complex series contribute at most 0.24% and

0.04% of the total DR rate coefficients of the complex series 4s24p44l13l
′
and 4s4p54l13l

′
,

so the neglection of the contribution from l
′
>12 is justified.

3.3 Contribution of inner-shell electron excitation

Figure 2 shows the DR rate coefficients for intermediate doubly states (3s23p63d10)−14s24p5

nln
′
l
′
(n = 4 - 5, n

′
= 4 - 100, l

′
= 0 - 8) and 3l18(4s24p5)−1 nln

′
l
′
(n = 4 - 6, n

′
= 4 - 100,

l
′
= 0 - 12). It can be seen that DR rate coefficients are principal from 4l shell excitations

for kTe<800 eV, where the DR rate coefficients for 4p subshell electron excitation are the

largest, and the 4s subshell excitation cannot be ignored. For 3l shell excitations, DR rate

coefficients for 3d subshell excitation are the largest and the DR rate coefficients decrease

with decreasing l quantum number. This result is similar to those for Co-like Pd ions

obtained by Zhang et al [33]. The peaks of 4p and 4s subshell electron excitations lie to

low temperature, because the DR rate coefficients for 4l shell electron excitations near to

the ionization limit, the resonances are very strong. For 3l shell electron excitations, the

peaks lie to intermediate and high temperature region. As the temperature increases, the

DR rate coefficients for 3d shell excitation increase and gradually overlap with the DR

rate coefficients for 4l shell excitations. However, the largest contribution for 3s subshell

is only 3% of the total DR rate coefficients, so 3s excitation can be neglected. The DR

rate coefficients for 3d excitation exceed the 4s subshell excitation at kTe = 1250 eV.

This overtaking is because the DR rate coefficient depend mainly on exp(-Eji/kTe) in

equation (1). With increasing of -Eji, the factor exp(-Eji/kTe) causes the curve to decline
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Figure 2: DR rate coefficients for intermediate doubly excited states (3s23p63d10)−14s24p5

nln
′
l
′
(n = 4 - 5, n

′
= 4 - 100, l

′
= 0 - 8) and 3l18(4s24p5)−1 nln

′
l
′
(n = 4 - 6, n

′
= 4

- 100, l
′
= 0 - 12). The notations 3s, 3p and 3d on the curves stand for the respective

excited M-shell orbitals. The notations 4s and 4p on the curves stand for the respective
excited M-shell orbitals. Total DR rate coefficient is the sum from 3s, 3p, 3d, 4s and 4p
subshells excited DR rate coefficients. Each curve gives the sum of coefficients for all the
permitted l orbitals.

gradually. The peak positions of 3l are higher in energy than those of 4l, since the energies

for 3l shell excitations are higher than those of 4l. Therefore, DR rate coefficients for 4s,

4p, 3d and 3p excitations are very important in the center electron temperature among

1eV∼20 keV for ITER.

Figure 3 shows the contributions of DR rate coefficients of �n = 0, 1 and 2 core

excitations, it can be seen that the total contributions from �n = 0 and 1 core excitations

dominate the whole temperature region. Contributions from �n = 0 core excitation are

the largest at low-temperature region. As electron temperature more than 750 eV, the

�n = 1 core excitation is greater than �n = 0 core excitation. The DR rate coefficients

through �n = 2 core excitation increase with increasing electron temperature, about 13%

for the total DR rate coefficient at 1000 eV, the largest contribution can reach 23%. So

the DR rate coefficients through �n = 2 core excitation can not be neglected.

3.4 The total DR rate coefficients

Figure 4 shows the contributions of DR rate coefficients where a free electron is captured

to different primary quantum number n shell. Here DR rate coefficients are calculated

by FAC for n
′≤15, whereas DR rate coefficients are obtained by extrapolation method
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Figure 3: Total DR rate coefficients and the partial contributions from the �n = 0, 1 and
2 core excitations as a function of electron temperature, where �n = 0, 1 and 2 core exci-
tations DR rate coefficients for intermediate doubly excited states (3s23p63d10)−14s24p5

nln
′
l
′
(n = 4 - 5, n

′
= 4 - 100, l

′
= 0 - 8) and 3l18(4s24p5)−1 nln

′
l
′
(n = 4 - 6, n

′
= 4 -

100, l
′
= 0 - 12).

based on the n
′−3 scaling law using equation (2) for n

′
>15.

αDR(n
′
) = αDR(ns)

( n
′

ns
)−3(

∑
Aα(ns) + Aγ(ns))

( n′
ns

)−3
∑

Aα(ns) + Aγ(ns)
exp(

−13.6057( 1
n2

s
− 1

n
′2 )

kTe

), (2)

DR rate coefficients form a free electron captured to primary quantum number n
′
= 4

subshell only involving the doubly excited states (3s23p6)−13d104s24p5 are clearly least

at the whole temperature region. It can be seen that the DR rate coefficients for n
′
=

6 are larger than n
′
= 5, the reason is that the partial (4s24p5)−15l5l

′
complex can not

autoionize. In general terms, DR rate coefficients will be smaller the greater the value

of n
′
for n

′
>5 at intermediate-high temperature region, this result is similar to those for

Co-like gold ions obtained by Meng et al [34] and Sn12+ ions calculated by Fu et al [1].

But at the low temperature, the partial DR rate coefficients do not follow, this is mainly

because many of the levels belonging to the (4s24p5)−14ln
′
l
′
complex from n

′
= 4 - 10 lie

below the ionization limit.

In order to reproduce conveniently the present results, the total DR rate coefficients,

�n = 0, 1 and 2 core excitations DR rate coefficients are fitted to the following empirical

formula (cm3/s):

αDR(kTe) = (kTe)
−3/2

6∑
i=1

Aie
−Bi/kTe (3)
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Figure 4: The DR rate coefficients where a free electron is captured to the orbits with
primary quantum number ranging from n

′
= 4 - 15, which are marked on the individual

curve. The tags SUM (n
′
= 4 - 100) and SUM (n

′
= 4 - 15) stands for their sums over

n
′
= 4 - 100,and over n

′
= 4 - 15, respectively.
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Table 3: Fitting DR rate coefficients for W39+ ions using equation (3). Numbers in
brackets denote powers of 10.

total � = 0 � = 1 � = 2
i Ai B i Ai B i Ai B i Ai B i

1 1.764(-7) 6.974(+0) 1.058(-7) 5.637(+0) 2.391(-8) 5.162(+0) 9.286(-7) 6.014(+2)
2 5.825(-7) 3.327(+1) 3.530(-7) 2.499(+1) 8.908(-8) 2.903(+1) 3.188(-6) 1.062(+3)
3 2.803(-6) 1.026(+2) 1.045(-6) 7.870(+1) 4.318(-7) 1.001(+2) 6.012(-6) 2.353(+3)
4 5.792(-6) 2.316(+2) 2.488(-6) 3.367(+2) 1.702(-6) 2.748(+2)
5 1.180(-5) 6.626(+2) 3.836(-6) 1.692(+1) 8.604(-6) 6.951(+2)
6 2.250(-5) 1.755(+3) 1.492(-5) 1.678(+3)

where both Ai and Bi are adjustable parameters, using the parameters listed in table 3,

we can reproduce present calculated �n = 0 and 1 core excitations DR rate coefficients

to within 1% and the total DR rate coefficients to within 1.6% for kT e>5 eV. It should be

pointed out that the DR rate coefficients at low temperatures (especially nearby zero) are

extremely sensitive to the exact position (in energy) of the resonances. As contribution

for �n = 2 core excitation is very small (under 0.2%) for kT e<100 eV, we only reproduce

present calculated �n = 2 core excitation DR rate coefficients to with 1% kTe>100 eV.

3. Conclusion

Based on the flexible atomic code (FAC), theoretical calculations have been presented

for the dielectron recombination rate coefficients of W39+ ions. Comparison of the rate

coefficients from 3l and 4l shell excitations shows the 4p subshell excitation gives the

most important in the whole temperature region, but the contributions of 4s subshell

excitation in low temperature region and the contributions of 3d and 3p excitations in

the intermediate and high temperature region can be not ignored. In order to facilitate

simple applications, the calculated DR rate coefficients are fitted to a empirical formula.

Using the parameters we gave, the present calculated total DR rate coefficients can be

reproduced within 1.6% for kTe>5 eV. These results would be beneficial for the study of

impurity transport processes and radiative power loss in ITER.
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 Tungsten study through visible, vacuum ultraviolet (VUV) and extreme ultraviolet 
(EUV) spectroscopy has been recently started in Large Helical Device (LHD) for 
developing the diagnostic method in International Thermonuclear Experimental Reactor 
(ITER) and understanding the tungsten transport in helical system.  In order to study 
the tungsten spectra from core plasmas of LHD, several tungsten spectra are observed in 
EUV range by injecting a carbon pellet with tungsten.  Zn-like tungsten spectrum with 
4p-4s transition is clearly identified at 60.9Å in high-temperature phase (Te�2.3keV) of 
NBI discharges in addition to several unresolved transition arrays with 6g-4f, 5g-4f, 
5f-4d, 5g-4f, 4f-4d and 4d-4p transitions in range of 10-70Å.  Radial profile of the 
Zn-like tungsten is also successfully observed with enough intensity in order of 1016

photons.cm-2.s-1.  The radial emissivity profile reconstructed from the chord-integrated 
intensity profile is analyzed with combination of HULLAC code for emission 
coefficient calculation of the Zn-like transition and impurity transport code included 
ADPAK code for calculation of ionization and recombination rate coefficients.  Thus, 
a total tungsten ion density of 3.5x1010cm-3 at the plasma center is reasonably obtained 
in discharge with central electron density of 4x1013cm-3 as the first experimental trial.  
The present result demonstrates that the Zn-like 4p-4s transition is applicable to the 
tungsten diagnostics in high-temperature plasmas. 
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I. Introduction 
 Recently, atomic structure of tungsten has been widely studied in fusion research 
because the tungsten was adopted as divertor material of ITER tokamak instead of 
carbon which has been used for most of fusion devices [1-3].  At present, however, 
atomic data on the tungsten necessary for the impurity transport study in fusion plasmas 
are entirely insufficient [4-6], whereas those on intrinsic metallic impurities such as iron 
are well arranged due to a lot of works done in the fields of plasma spectroscopy and 
atomic physics [7].  Then, the study on tungsten spectroscopy has been also started in 
Large Helical Device (LHD) by injecting carbon pellet included a small amount of 
tungsten.  The first purpose for the tungsten spectroscopy in LHD is to find some 
tungsten lines in higher ionization stages useful for the plasma diagnostics. 
 Until now, many tungsten line emissions have been measured from 
high-temperature plasmas in different wavelength ranges of EUV to visible light.  At 
least, however, the spectral line which has been used for the plasma diagnostics is 
basically only one neutral tungsten line emitted at 4009Å.  A typical spectrum of the 
neutral tungsten observed from LHD is shown in Fig.1.  A small tungsten plate is 
inserted in the divertor region of LHD and the tungsten line is directly observed by 
focusing the observation chord of an optical fiber with lens.  The neutral tungsten line 
is clearly identified by extending the exposure time of CCD to 1s.  Since the tungsten 
line at 4009Å is well isolated from other lines and the line intensity is not so much weak, 
it has been frequently used for studying the plasma wall interaction [8].  Unfortunately, 
the tungsten line emission from the plasma core was entirely insufficient in the EUV 
range because the tungsten plate inserted in the LHD divertor region was not mostly 
eroded.
 Figure 2 shows the ionization energy of tungsten ion against the charge state [9].
Taking into account LHD temperature range in NBI discharges, as indicated with gray 
hatched region, the highest charge state of tungsten ions which can be observed from 
LHD plasmas is probably Ni-like W46+.  Since the central temperature of ITER is very 
high as indicated with gray striped region, the atomic configuration of L-shell partially 
ionized tungsten in the plasma core is simple and the impurity diagnostics using such 
ions is relatively easier.  However, the N-shell and O-shell partially ionized tungsten 
produced in edge plasmas of ITER have many electrons in the bound orbit forming 
complicated atomic structure.  The spectroscopic study of tungsten ions in LHD can 
give the information on such ions for the edge plasma diagnostics of ITER. 

II. EUV spectra of tungsten from LHD 
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 Typical tungsten EUV spectra measured from LHD using EUV spectrometers 
[10,11] are plotted as a function of central electron temperature in Figs.3 and 4 at two 
different wavelength ranges of 10-45Å and 45-70Å, respectively.  The EUV spectrum 
is recorded with sampling time of 5ms and a few frames are summed up for the plots.  
Several tungsten lines in wavelength range of 25-70Å are already identified as an earlier 
work [12].  A cylindrical impurity pellet of carbon (1.2mm��1.2mmL) with a small 
amount of tungsten enclosed in the narrow hole [13] is injected in neutral-beam-heated 
(NBI) plasmas to observe the tungsten spectra.  Figures 3(a) and 4(a) show spectra 
before the impurity pellet injection.  Spectral lines from He- and H-like carbon and 
oxygen only appear in such wavelength ranges except for AlXI at 48.3Å left over from 
previous discharges with Al pellet injection.  All these lines can be a good standard for 
accurate determination of measured wavelength. 
 A transition array seen in Figs.3(b)-(g) consists of the following transitions at 
various ionization stages of tungsten; 

 (1)  6g-4f (20-40Å) and 5g-4f (20-45Å) transitions for 4s24p64d104fq configurations 
 (2) 5f-4d (18-30Å) and 5g-4f (20-45Å) transitions for 4s24p64dq configurations. 

The shape of the transition array changes according to the electron temperature of LHD 
plasmas because the radial structure of tungsten ions also changes as a function of 
electron temperature.  The transition array moves to longer wavelength range with 
electron temperature indicating that the tungsten emission from lower ionization stages 
exists at longer wavelength range.  It should be noticed here that identification of each 
spectral line is entirely difficult in such tungsten spectra. 
 A similar transition array is also seen in Figs.4(b)-(g) consisting of the following 
transitions in various ionization stages of tungsten; 

 (1) 4f-4d (45-65Å) transitions for 4s24p64d104fq configurations in W19+-W27+ ions. 
 (2) 4d-4p (60-70Å) transitions for 4s24p64dq configurations in W27+-W43+ ions. 

The shape of this transition array does not change so much as a function of electron 
temperature, which is contrastive to the Fig.3.  However, any spectral line can not be 
identified when the electron temperature is lower, forming a pseudo-continuum 
spectrum.  The spectral lines are visible when the 4d electrons are partially ionized.  
As a result, it is difficult for these lines seen in Figs. 3 and 4 to apply the impurity 
transport study of tungsten ions in fusion plasmas. 
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 Zn-like (W44+) tungsten spectrum can be observed at 60.9Å if the electron 
temperature is higher than 2.3 keV, as shown in Fig.5.  It should be mentioned here 
that the wavelength of Zn-like tungsten is not accurately determined.  At present, we 
use the wavelength in the reference [9].  The Zn-like tungsten appears with strong 
intensity in the range of 2.3�Te�3.2keV, but it begins to disappear when the electron 
temperature increases above 3.2keV, since the W44+ ion does not exist at the plasma 
center no longer.  The Zn-like tungsten at 60.9Å is a little blended with other lines at 
the shorter and longer wavelength sides.  Ga-like tungsten (W43+) exists at 60.5Å in 
shorter wavelength side of Zn-like tungsten at 60.9Å.  At the longer wavelength side 
Ge-like (W42+) and Ga-like (W43+) tungsten also exist at 61.3Å.  The detailed spectral 
structure near Zn-like tungsten is shown in Fig.5(h) as an extension of Fig.5(d).  In the 
following analysis we select only the part of the Zn-like tungsten. 
 In addition, another Zn-like tungsten exists near 62Å as the forbidden line.  In the 
same wavelength, however, Cu-like (W45+) tungsten is also emitted as the dipole 
transition.  Then, we calculate the intensities of them using HULLAC (Hebrew 
University Lawrence Livermore Atomic Code) code.  The results are shown in Figs.6 
(a) and (b) for Zn-like forbidden transition and Cu-like dipole transition, respectively.  
Here, it should be noticed that the wavelength of the Zn-like tungsten calculated with 
HUULAC code (60.6Å in Fig.6(a)) is different from the experimental observation 
(60.9Å) and the wavelength of Cu-like tungsten (62.1Å in Fig.6(b)) is also different 
from Fig.5(h).  In the Fig.6(a) configuration interaction is taken into account between 
4s2 1S0 and 4p2 1S0 levels.  If we do not consider the configuration interaction, the 
Zn-like forbidden transition is of course very weak because the transition is not allowed, 
as shown in Fig.7.  Looking at the temperature dependence of tungsten lines in Fig.5 
the tungsten line at 62.1Å can not be observed at Te=2.35keV in Fig.5(b), whereas the 
Zn-like tungsten is clearly observed at 60.9Å.  When the electron temperature 
increases to 2.7keV, the tungsten line at 62.1Å begins to appear, as seen in Fig.6(c).  
Therefore, the line at 62.1Å must be Cu-like tungsten.  This Cu-like tungsten transition 
is also applicable to the impurity transport because the configuration is very simple as 
well as Zn-like transition. 

III. Quantitative analysis of Zn-like transition 
 Local impurity ion density, nq, in charge state of q+ is determined by continuity 
equation in cylindrical geometry; 

                 , (1) � � � � 1111
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where 
 and � are ionization and recombination rate coefficients, respectively.  
ADPAK  (Atomic Data Package) atomic physics code is used for the rate coefficients 
in the present impurity transport code.  Radial impurity flux of, 
q, is expressed by 
diffusive/convective model; 

        ,          (2) 

where D and V are diffusion coefficient and convective velocity, respectively.  Based 
on these equations, radial profiles of tungsten ions in LHD calculated as a parameter of 
D and V are shown in Figs.8 (a) and (b), respectively.  In LHD D=0.2m2/s and 
V=-1m/s are obtained as the typical value in the previous work [15,16], although the 
convective velocity depends on the electron density and the ion charge, in particular for 
heavier impurity.  In general, the radial structure of heavy impurity ions is not a large 
function of D and V because such impurity ions are partially ionized even in the plasma 
center having many electrons in the bound orbit and the difference of ionization energy 
is relatively small between adjacent charge states of such heavy impurity ions.  
Therefore, the charge state of tungsten in the plasma center takes a large function of the 
electron temperature, as shown in Fig.8(c).  The radial density profile of Zn-like W44+

ions, nW
44+, largely changes even if the central electron temperature only changes a little.  

As a result, the charge state of the tungsten ion is strongly affected by the accuracy of 
the ionization and recombination rate coefficients. 
 In order to examine the accuracy of the rate coefficients the intensity of Zn-like 
tungsten is analyzed against the electron temperature using the temperature recovery 
phase after injection of the carbon pellet with tungsten.  A discharge wave form after 
the impurity pellet is shown in Fig.9.  The measured density rise, �ne, after the 
cylindrical carbon pellet injection with size of 12.mm��1.2mmL is �ne=2x1013cm-3,
whereas the expected density rise is �ne=3x1013cm-3 if all the particles of the impurity 
pellet are fully confined in the plasma.  The gradual increase in the density after the 
pellet injection from 3.87s to 4.07s is due to the change of edge particle confinement.  
When the edge temperature decreases in LHD, the edge particle confinement increases 
because the particle screening by the edge stochastic magnetic field layer is weak [17].
After 0.45s from the pellet injection the electron temperature begins to recover since the 
electron density decreases.  At present, it is unclear whether the density of tungsten 
ions injected by the impurity pellet also decreases with the electron density or not.  
However, the tungsten ion density, at least, gradually decreases as a function of time, 
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even if it decays with recovery of the electron temperature. 
 The intensity of Zn-like tungsten is analyzed for the electron temperature recovery 
phase indicated with hatched area in Fig.9.  The result is plotted with solid circles in 
Fig.10 as a function of central electron temperature.  The Zn-like tungsten intensity 
evaluated from Fig.9 takes the maximum value at Te=2.8keV as a sharp function of 
electron temperature.  In the meantime the charge state distribution of tungsten ions in 
the plasma center of LHD is calculated based on eqs. (1) and (2).  The density of 
Zn-like tungsten at the plasma center calculated with the impurity transport code is also 
plotted in Fig.10.  The electron temperature at which the nW

44+ takes the maximum is 
4.5keV in the present impurity transport code.  A large difference is clearly seen 
between the observation and the calculation in Fig.10.  The reason is definitely caused 
by a discrepancy in the ionization and recombination rate coefficients.  The difference 
of the rate coefficients from ADPAK code is determined in several ionization stages of 
tungsten [5].  The present result shows a similar tendency to the previous result, that is, 
the recombination rate of ADPAK is small compared to the experiment.  In order to 
compare between the present and previous results quantitatively, however, several data 
from other ionization stages of tungsten ions are necessary when the impurity transport 
code is modified.  It will be done as the future work. 
 Radial intensity profile of Zn-like tungsten with 4p-4s transition at 60.6Å has been 
measured using a space-resolved EUV spectrometer in LHD [18].  The absolute 
sensitivity of the spectrometer is accurately calibrated using bremsstrahlung continuum 
from LHD [19].  A typical result is shown in Fig.11(a).  The centrally peaked profile 
indicates the Zn-like tungsten ion exists in the plasma center.  In order to compare with 
the impurity transport calculation, the chord-integrated vertical profile of Zn-like 
tungsten shown in Fig.11(a) is reconstructed into the local emissivity profile using Abel 
inversion technique.  The resultant profile indicated in Fig.11(b) seems to have two 
components in the Zn-like tungsten at 60.6Å.  It is probably an effect of the line 
blending with tungsten emission in lower ionization stage.  However, we need further 
examination on the Zn-like tungsten to conclude the true reason. 
 We calculate the emission coefficient of 4p-4s transition for the Zn-like tungsten 
based on HULLAC code.  If we do not take into account the configuration interaction 
for the transition, the emission coefficient is considerably small, as shown in Fig.12(a).  
In addition, the rate coefficient decreases with electron temperature at Te�0.6keV.  The 
configuration interaction is then necessary for such an allowed transition.  The radial 
profile of Zn-like tungsten is also calculated for both cases with and without 
configuration interaction, as shown in Fig.12(b).  If we do not include the 
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configuration interaction, the emissivity of Zn-like tungsten is reduced to 60% 
compared to the emissivity with configuration interaction. 
 The radial emissivity profile of Zn-like tungsten is also calculated with different 
electron temperatures, as seen in Fig.13(a).  It is clear that the emission moves from 
the central part to the outside of plasma, when the electron temperature is more than 
5keV.  In this calculation the tungsten ion density integrated along the whole plasma 
volume is assumed to be 10-4 to the electron density.  In order to determine the 
tungsten density in LHD the local emissivity profile in Fig.11(b) is compared with the 
transport calculation.  The best fitting to the measured profile is obtained at Te=4.6keV.  
The result is shown in Fig.13(b).  From this analysis the nW

44+ is estimated to be 
1.4x10-4 to the electron density (4x1013cm-3) at the plasma center, if the configuration 
interaction is included.  The total tungsten density in the plasma center can be also 
estimated to be 3.5x1010cm-3 (nW/ne=8.8x10-4).  When the total radiation loss, Prad,
from the present tungsten density is calculated with average ion model [20,21], we 
roughly obtain the value of Prad=4MW.  Since the Prad in the present discharge ranges 
in 3-4MW after the tungsten pellet injection (see Fig.9), the Prad from the calculation 
seems to be reasonable.  As a result, we can summarize the tungsten density obtained 
in the present analysis will be also reasonable. 

IV. Summary 
 Tungsten spectroscopy has been started in LHD for development of the diagnostic 
method and study of the impurity transport through deeper understanding of the 
tungsten spectra.  Several tungsten spectra are observed in EUV range by injecting 
carbon pellet with tungsten.  Zn-like tungsten spectrum with 4p-4s transition is 
identified at 60.9Å in high-temperature phase of NBI discharges and the radial profile is 
successfully observed with enough intensity.  The radial emissivity profile 
reconstructed from the chord-integrated intensity profile is analyzed with combination 
of HULLAC code for emission coefficient calculation of the Zn-like transition and 
impurity transport code included ADPAK code for calculation of ionization and 
recombination rate coefficients.  Total tungsten density of 3.5x1010cm-3 is reasonably 
obtained in the plasma center (ne(0)=4x1013cm-3) as the first trial of quantitative analysis 
for tungsten.  The present result demonstrates that the Zn-like 4p-4s transition is 
applicable to the tungsten diagnostics in high-temperature plasmas. 
 Several subjects on the tungsten diagnostics are also made clear through the present 
study.  In particular, further studies on ionization and recombination rate coefficients of 
tungsten ions for the impurity transport code are important in addition to emission rate 
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coefficient of Zn- and Cu-like tungsten ions.  Dielectronic recombination plays an 
important role for modeling the level population and the emission intensity of tungsten 
ions.  Detailed study of the tungsten spectra is necessary for accurate analysis 
including Zn-like tungsten transition. 
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Fig.1  Visible spectra of tungsten at 4.5-U port looking at tungsten plate inserted in 
divertor region (black line) and at 10-O port as background emission (gray line). 

Fig.2  Ionization energy of W ions with charge state of q+.  Hatched and striped 
areas indicate electron temperature ranges at Te=Ei for NBI discharges in LHD and 
typical discharges in ITER, respectively. 
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Fig.3 Tungsten EUV spectra at 10-45Å with 6g-4f, 5g-4f, 5f-4d and 5g-4f transitions 
in different electron temperature ranges of (b) 1.7keV, (c) 1.15keV, (d) 0.78keV, (e) 
0.54keV, (f) 0.34keV and (g) 0.13keV observed after carbon pellet injection with 
tungsten.  Reference spectrum at Te=3.0keV before pellet injection is plotted in (a). 
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Fig.4  Tungsten EUV spectra at 45-70Å with 4f-4d and 4d-4p transitions in 
different electron temperature ranges of (b) 1.7keV, (c) 1.15keV, (d) 0.78keV, (e) 
0.54keV, (f) 0.34keV and (g) 0.13keV observed after carbon pellet injection with 
tungsten.  Reference spectrum at Te=3.0keV before pellet injection is plotted in (a). 
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Fig.5 Tungsten EUV spectra from Zn-like (W44+) ions at 60.9Å in different electron 
temperature regions of (a) 1.85keV, (b) 2.35keV, (c) 2.7keV, (d) 2.9keV, (e) 3.05keV, 
(f) 3.15keV and (g) 3.25keV.  Hatched area indicates the vicinity of Zn-like tungsten. 
Detailed information near Zn-like tungsten [14] is plotted in (h) as an enlarged 
spectrum of (d). 
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Fig.7 Emission coefficients of Zn-like W44+ forbidden transition (4p2 1S0-4s4p 1P1)
with (solid line) and without (dotted line) configuration interaction. 

Fig.6 Intensities of (a) W44+ and (b) W45+ transitions at near 61Å calculated from 
HULLAC code with configuration interaction.
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Fig.8 Radial profiles of W44+ density as a parameter of (a) diffusion coefficient, (b) 
inward convective velocity and (c) central electron temperature.  Total tungsten ion 
density of 4x109cm-3 (nW/ne=10-4) is assumed in the calculation with default values of 
D=0.2m2/s and V=-1m/s 
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Fig.10 Temperature dependence of Zn-like (W44+) 4p-4s transition at 60.9Å 
(observation: solid circles and impurity transport calculation: solid line). 
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Fig.9 Injection of cylindrical carbon pellet (1.2mm��1.2mmL) with tungsten in 
LHD.  The pellet is injected at 3.85s in NBI discharge and Zn-like tungsten is 
analyzed for 4.4-4.8s indicated with hatched area. 
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Fig.11 Chord-integrated vertical profile and local emissivity profile of Zn-like (W44+)
4p-4s transition at 60.9Å. 

Fig.12 (a) Emission coefficients as a function of electron temperature and (b) local 
emissivity profiles of Zn-like W (W44+) transition at 60.9Å with/without 
configuration interaction calculated by HUULAC code. 

Fig.13 Calculated local emissivity profile of Zn-like (W44+) 4p-4s transition at 60.9Å as 
a parameter of (a) central electron temperature and (b) fitting of calculated local 
emissivity profile at Te=4.6keV to experimentally observed profile. 
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Abstract 

 EUV spectra have been measured by EUV spectrometer with a holographic 

varied-line-space (VLS) grating newly installed in HL-2A tokamak to observe the 

wavelength range of 20-500Å. We observe that carbon, oxygen and iron impurities 

are dominant in the HL-2A plasmas.  Aluminum and neon have been injected based 

on laser blow-off (LBO) and super-sonic molecular beam injection (SMBI) 

techniques for studies of spectral identification and impurity transport.  Lithum-like 

AlX and beryllium-like AlIX appear in the wavelength interval of 45-70Å, while 

lithum-like NeVIII and beryllium-like NeVII is seen in the spectral interval of 

70-130Å.  Time behaviors of aluminum and neon emissions after LBO are compared 

with those after SMBI.  It indicates that the transport behavior of aluminum after 

LBO is entirely different from that after SMBI. 

Keywords: EUV spectra, LBO, SMBI, EUV spectroscopy 
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Introduction 

Impurity study [1,2,3] is significantly important for fusion research, since 

effective control of impurities can improve plasma performance and reduce divertor 

heating flux through enhanced radiation loss in the plasma edge.  Although the 

impurity intrinsically exists in the plasma as the origin of vacuum wall, divertor plates 

and in-vessel components, it is extrinsically introduced by methods of gas-puffing, 

laser blow-off (LBO) [4,5] and super-sonic molecular beam injection (SMBI) [6].  

The impurity ions widely distribute from the edge to the core region of toroidal 

plasmas depending on the ionization stage.  Spectroscopic method [7,8] is 

indispensable to observe the impurity spectra and to understand the impurity behavior.  

In HL-2A vacuum ultraviolet (VUV) spectroscopy [9] is firstly developed to observe 

the line emissions from edge impurities in low ionization stages.  Extreme ultraviolet 

(EUV) spectroscopy is also newly installed [10] on HL-2A to measure the line 

emissions from core impurity ions in high ionization stages for the study of atomic 

and molecular processes in addition to the impurity transport study.  Furthermore, 

LBO and SMBI are applied to injected impurities for analyzing spectra and transport. 

 

1. Experimental setup 

A schematic view of the EUV spectrometer system is shown in Fig.1.  The EUV 

spectrometer consists of an entrance slit, a holographic varied-line-space (VLS) 

grating, a back-illuminated charge-coupled device (CCD) and a laser light source for 

positional calibration of the spectrometer.  The specifications of the spectrometer 

are; 

Entrance slit: 30�m or 100�m in width 

VLS grating: 1200 grooves/mm at the center 

Effective area of grating: 26mm�46mm 

Curvature radius of grating: 5612mm 

and 

CCD size: 26.6�6.7mm2 (1024�256pixels).  
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The EUV spectrometer can work in the wavelength range of 20-500Å and the spectral 

resolution is 0.22Å at �=200Å.  The EUV spectrometer is maintained at the vacuum 

pressure of 10-5 pa using a pumping system of 300 l/s turbo-molecular and 5 l/s 

oil-free rotary pumps.  The spectrometer sensitivity is absolutely calibrated by 

comparing the measured bremsstrahlung continuum with calculated one.  On the 

other hand, the VUV spectrometer consists of two interchangeable 1200 grooves/mm 

gratings with blaze wavelength of 800Å and 1500Å, entrance and spatial-resolved 

slits and CCD.  The wavelength region of 300-3200Å can be observed by changing 

the grating angle with the spectral resolution of 0.15Å.   

The LBO injection system consists of a YAG laser, lens and a target.  The YAG 

laser with the wavelength of 1053nm has the maximum energy of 800mJ and the 

pulse width of 8ns.  The target is fabricated by coating target materials (Al, Ti, Ni 

and so on) in thickness of several �m on a quartz glass with size of 38�38�1mm3.  

The injected number of particles is controlled by adjusting the size of laser spot.  The 

target is set at about 710mm away from the plasma edge. The SMBI system consists 

of a gas source, an electromagnetic valve, cooling trap and vacuum pump unit.  The 

pressure of injected particles can be varied from 1bar to 30bar, corresponding to 

injected molecular inventory of 2�1017 ~ 6�1019 for one single pulse.  Temperature 

of the injector is changed from the room temperature (300K) to the liquid nitrogen 

temperature (100K). 

 

2. EUV Spectra from HL-2A Plasmas 

EUV spectra have been observed from HL-2A plasmas in normal ohmic 

discharges with and without LBO and SMBI injection.  The dominant impurities in 

the ohmic discharges are carbon, oxygen and iron.  The aluminum and neon are 

injected into plasmas through LBO and SMBI injection, respectively.  The EUV 

spectrometer can simultaneously measure the line emissions in the wavelength 

interval of 130Å at shorter wavelength side and 280Å in longer wavelength side, since 

the spectral dispersion is varied.  The temporal resolution is 6ms when the full 
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vertical binning (FVB) mode is used for the present CCD.   The CCD is operated at 

temperature of 5  to reduce the thermal noise.    

Typical spectra from the ohmic discharges are plotted in Figs. 2(a), (b) and (c) in 

the wavelength regions of 20-150Å, 150-300Å and 300-500Å, respectively.  

Hydrogen-like CVI and OVIII and helium-like CV and OVII emissions dominate the 

spectra in the shorter wavelength region (see Figs. 2(a)), whereas carbon and oxygen 

emissions in lower ionization stages are dominant in the longer wavelength region 

(see Figs. 2(c)).  The intensity of line emissions in the shorter wavelength region is 

usually one order of magnitude stronger than that in the longer wavelength region.  

In addition, the HeII line at 303.38Å is the strongest in the longer wavelength region, 

which is remained by helium glow discharge cleaning.  In Fig. 2(b), the lithum-like 

OVI and beryllium-like OV emissions are observed with line emissions from metallic 

impurities such as M-shell ionized iron.  The intensity of iron emissions is relatively 

weak compared to the line emissions from light impurities, in particular oxygen.  It 

indicates that a lot of oxygen still exists in the plasmas.  The iron emissions are 

generally enhanced in ECRH discharges.  It is probably due to the increased edge 

temperature or effect of suprathermal electrons. 

The aluminum is injected into HL-2A plasmas at t=700ms during ECRH heating 

with the power of 1.7MW.  Typical waveforms of AlX (51.98Å, 330eV) measured 

with the EUV spectrometer and AlIV (581.91Å, 28eV) measured with the VUV 

spectrometer are shown in Figs. 3(a) and (b), respectively.  The EUV spectra at 

t=712ms after Al injection is studied in the wavelength range of 20-100Å, as 

displayed in Figs. 3(c).  The lithum-like AlX and beryllium-like AlIX emissions 

dominate the wavelength interval of 45-70Å after the Al injection, while this 

wavelength interval basically has no line emissions before the Al injection, as shown 

in Fig. 2(a).  Furthermore, it is clear that the decay time of AlX is much shorter than 

that of ALIV, as given in Figs. 3(a) and (b).  It means that the outward transport of 

impurity in the plasma core is much stronger than that in the plasma edge.   
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The neon is injected at t=600ms in ohmic plasmas.  Typical waveforms of 

lithium-like NeVIII (88.09Å, 207eV) and beryllium-like NeII (1399.5Å, 21eV) are 

shown in Figs. 4(a) and (b), respectively.  The EUV spectra at t=618ms after Ne 

injection is analyzed in the wavelength range of 20-150Å, as plotted in Fig. 4(c).  

The NeVIII and NeVII emissions dominate the wavelength interval of 70-130Å, while 

only two weak carbon lines appear in this wavelength interval before the Ne injection 

(see Fig. 2(a)).  The rump-up time of NeVIII is obviously longer than that of NeII 

(see Figs. 4(a) and (b)), suggesting that the inward transport appears in the plasma 

core after the SMBI injection.  The decay time of NeVIII is longer than that of 

NeVII, which suggests that the outward transport of impurity in the plasma core is 

weaker than that in the plasma edge. 

 

3. Summary 

Typical EUV spectra have been measured with the EUV spectrometer in the 

wavelength range of 20-500Å of which the temporal resolution is 6ms and the 

spectral resolution is 0.22 Å at �=200Å.  Hydrogen- and helium-like ions in light 

impurities such as CVI, CV, OVIII and OVII dominate the spectra in the wavelength 

region of 20-150Å, whereas the spectra is dominated by the line emissions from lower 

ionized carbon and oxygen emissions in the wavelength region of 300-500Å.  The 

line emissions from metallic impurities such as M-shell ionized iron are also observed 

in the wavelength region of 150-300Å. 

Aluminum and neon have been injected into HL-2A plasmas through LBO and 

SMBI techniques.  Lithum-like AlX and beryllium-like AlIX dominate the 

wavelength interval of 45-70Å, and lithium-like NeVIII and beryllium-like NeVII 

occupy the wavelength interval of 70-130Å.  Temporal behaviors of AlX and AlIV 

are studied based on the LBO injection.  The result suggests that the outward 

transport of Al in the plasma core is much stronger than that in the plasma edge.  The 

time behavior of NeVIII and NeII are also studied using SMBI injection technique.  

It indicats that the outward transport of Ne in the plasma core is weaker than that in 

the plasma edge. 
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Fig. 1 Schematic view of EUV spectrometer system. 
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Fig. 3 Waveforms of (a) AlX and (b) AlIV spectra and (c) EUV spectrum after Al 
injection at t=712ms. 

Figure 4: Waveforms of (a) NeVIII and (b) NeII spectra and EUV spectrum after 
Ne injection at t=618ms. 
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Abstract

We observed X-ray and Auger electron emissions following the three-dimensional res-

onant coherent excitation (3D-RCE) of highly charged ions in a Si crystal. Using the

polarization control technique, the ions were excited to the speci c magnetic substates

resulting in anisotropic emissions of de-excitation x-rays. The Auger electron emission

was also observed through the selective production of doubly excited states by the double

resonance technique in 3D-RCE. These methods are quite useful to study the collision dy-

namics, decay properties, and structure of highly charged ions relevant to atomic processes

in plasma.

Keywords: resonant coherent excitation, highly charged ion, x-ray spectroscopy, Auger

electron

1.Introduction

When energetic ions pass through a crystal, they experience periodical oscillations

of electric elds originating from the lattice structure of the crystal. If this oscillating

frequency corresponds to a transition energy of the ions, they can be resonantly excited,

i.e., the resonant coherent excitation (RCE) takes place. Because the frequency of the

oscillating eld in the projectile frame increases with their velocity, the use of higher energy

ions allows the RCE of higher transition energies in the x-ray domain. The amplitude of

the oscillating eld is comparable to that of the laser elds focused to 1016 W/cm2. For

these reasons, the RCE process is expected to be a versatile tool for atomic physics in the

short wavelength regions not accessible by the laser technologies. Historically, since the

1
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Figure 1: (a) The base vectors for the reciprocal lattice vectors of a Si crystal. θ and φ
are the ion incident angles with respect to the [1̄10] axis. (b) The schematic layout of the
experimental setup.

rst prediction by Okorokov [1], the RCE process has been observed exclusively under

the ”channeling” conditions [2, 3, 4, 5], in which the ion beam was incident parallel to the

crystal axes or planes. The channelled ions penetrate the crystal along the open spaces

between the atomic strings or planes avoiding the close collisions with target atoms, on

the other hand, they undergo the trajectory dependent interactions with the target.

Recently, the use of extremely thin crystal enabled us to observe the RCE of ener-

getic ion out of channeling conditions, which is called three-dimensional RCE (3D-RCE)

[6]. The discovery of 3D-RCE provided new opportunities to introduce the polarization

control and double resonance technique into the RCE process. Here, we demonstrate

the application the 3D-RCE to the manipulation of electronic states of energetic highly

charged ions for the study of the x-ray and Auger electron emission properties of highly

charged ions.

2. Experiment

In the 3D-RCE process, the projectile ions experience the oscillating elds by traversing

the periodic arrays of atomic planes. The frequency at which the ions with a velocity v

traverse the crystallographic plane speci ed by a reciprocal lattice vector g is given by

γg·v, where γ is the Lorentz factor. In the present experiments, we used a Si crystal, which

has the diamond structure with a lattice constant a = 5.43 Å. Taking the base vectors

as shown in Fig. 1(a), namely, A∗ = (−1, 1, 0)/a, B∗ = (0, 0, 1)/a, and C∗ = (1, 1, 0)/a,

the reciprocal lattice vector is represented by gk,l,m = kA∗ + lB∗ + mC∗, with the Miller

index (k, l,m). Thus, the oscillating frequency is given by

γgk,l,m · v =
hγv

a

{√
2 (k cos φ + m sin φ) cos θ + l sin θ

}
, (1)

2
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Figure 2: The K x-ray yields from (a) 416 MeV/u Ar16+ and (b) 423 MeV/u Fe24+ in
the horizontal (◦) and vertical (•) directions.

where θ and φ are the incident angles of the beam with respect to the [1̄10] axis of the

crystal. The resonance condition is satis ed when hgk,l,m ·v equals to the transition energy

of the ions.

A typical experimental setup is shown in Fig. 1(b). The ion beams were accelerated by

the Heavy Ion Medical Accelerator in Chiba (HIMAC) at National Institute of Radiolog-

ical Sciences. The Si crystal was mounted on a high-resolution three-axis goniometer in

order to scan the incident angles θ and φ. We observed the electron and x-ray emissions

from the projectile ions as well as the nal charge state distribution of the beam.

3. Anisotropic x-ray emission

The heliumlike Ar16+ and Fe24+ ions were excited from their ground state (1s2) to the

1s2p state at excitation energies of 3139.55 and 6700.41 eV, respectively. We observed

the de-excitation x-rays from the ions using the two Si(Li) x-ray detectors installed at 41

from the beam. This allows us to observe the x-rays emitted into ∼ 90 from the beam

in the horizontal (y−) and vertical (x−) directions in the projectile frame. The RCE

spectra were obtained by observing the x-ray yields as a function of the incident angle

θ around the resonance conditions for different crystallographic planes labelled by gk,l,m.

The results are shown in Fig. 2(a) and (b) for Ar16+ and Fe24+, respectively. The gk,l,m

and corresponding directions of atomic planes used in the resonance were denoted in each

gure.

Each spectra exhibited characteristic anisotropy reflecting the polarization direction of

the oscillating eld determined by gk,l,m. From the magnetic substate population of the

1s2p state, which is calculated from the polarization direction as (2px : 2py : 2pz) = (γgx :

3
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γgy : gz), the relative ratios of the x-ray yields in the horizontal and vertical directions were

estimated. The experimental results were well reproduced by this estimation, proving the

alignment of the excited states into the polarization direction of the oscillating eld in

the 3D-RCE process [7].

4. Auger electron emission

When two frequency components of the oscillating eld were exploited simultaneously,

a double resonance in three-level systems can be realized. In the ladder con guration

shown in Fig. 3(a), we excited the heliumlike Ar16+ ions to the doubly-excited 2p2(1D)

state in two steps via the 1s2p state. The corresponding transition energies were 3139.55

and 3286.95 eV, for the 1s2 - 1s2p and 1s2p - 2p2 transitions, respectively. We observed

the electrons released from the ions at 0 from the beam in the laboratory frame. The

zero-degree electrons were deflected by 90 magnet followed by a pair of apertures and

detected by a silicon solid state detector (SSD) as shown in Fig. 1(b). Fig. 3(b) shows the

2D energy-momentum distribution of the electrons observed under the double resonance

condition. The electrons collisionally ionized in the target were observed around the

ion velocity in the laboratory frame, which are the so-called convoy electrons. On the

other hand, the Auger electrons from the 2p2 state has a monochromatic kinetic energy

of 2.3 keV. The small two islands visible at the both sides of the convoy electron area

represent the Auger electrons emitted forward and backward in the projectile frame. The

Auger electrons having transverse momentum components to the beam were not to be

observed at 0 in the laboratory frame. The projection of the 2D plot on the momentum
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axis are also shown with the result of Monte Carlo simulation of the electron trajectories

in the analyzer. The calculation indicated that more than 10% of the incident ions were

excited to the 2p2(1D) states by the resonant coherent excitation.

5. Summary

The x-ray and Auger electron emissions associated with the 3D-RCE of He-like Ar16+

and Fe24+ were observed. The anisotropy of the x-ray emission provided a clear evidence

for the alignment of excited states by the linearly polarized oscillating eld in the crystal.

The double resonance technique enabled us to produce the selective doubly excited states

followed by the Auger electron emission. We plan to investigate the angular distribution

of the Auger electron emissions with respect to the polarization of the oscillating eld,

in which the effects of the Breit interaction may show up. In addition to these funda-

mental experiments at HIMAC, we started to apply this technique to the high-resolution

spectroscopy of highly charged uranium ions [11].
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Abstract

Highly charged atomic ions with large atomic numbers often have open sub-shell

electronic structures in outermost shells. They give sometimes highly correlated many

electron states, which are of interest in view of the theory of atomic structures as well as

of observing characteristic photoemission spectra. EUV light emission spectra of heavy

elements are investigated theoretically. By employing a multi-configuration Dirac-Fock

method, Gd, and Nd atomic ions are investigated. M1 transitions between the ground

state fine structure multiplets are studied for W26+ ions.

Keywords: EUV, MCDF, CI, electron correlation, Lanthanide ion, Tungsten ion

1 Introduction

The properties of electronic states of highly-charged many-electron atomic ions and

their dynamical processes are of interest both from the theoretical point of view and

aspects in the development of devices using plasmas containing heavy elements or in

other applications. The knowledge of accurate data in heavy elements are indispensable

for understanding the atomic processes in such plasmas. As illustrated in Fig.1, in heavy

elements the relativistic effects become important for lower lying electronic shells and

the effect of electron correlations may become serious in some open-shell ions. Electron

correlations must be considered if we investigate the excited electronic states. The use of

multi-configuration treatment with relativistic Hamiltonian is one of the most plausible

choices for the calculation of such systems; it is crucial to properly take into account

the effects of electron correlations on the basis of relativistic scheme of atomic structure

descriptions.
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Figure 1: (color on line) Key effects to the accurate electronic states calculation of heavy
ions. Relativistic effects become important in ions with large atomic numbers. Electron
correlations may cause serious effects in many-electron open-shell ions.

Extreme UltraViolet (EUV) or eXtreme UltraViolet (XUV) light emission is one of

the interests for studying the plasmas containing heavy elements. The photoemission

spectra due to the transitions between the sub-shell levels in N -shell open atomic ions

are sometimes suffering a strong influence from interactions between the electronic state

configurations with different constituent orbitals. Spectral shift and narrowing in the

unresolved transition array (UTA) were discussed by O’Sullivan and Faukner [1], and this

narrowing effect gives an advantageous situation to the development of practical EUV light

sources. To gain shorter wavelength light emissions, we are suggesting the investigation

of heavier elements. Recently, emission spectra at around 6 to 7 nm range from Gd and

Nd atomic ions have been measured using Large Helical Device (LHD) at the National

Institute for Fusion Science (NIFS), Japan [4]. A Gd or Nd pellet has been injected into

the plasma with the highest central electron temperature of 2 to 3 keV, and the emission

lines have been observed.

On the other hand, visible light emission is also observable from the ions with large

atomic numbers. In open-shell atomic ions, we have multiplets in the ground state due

to angular momentum term splittings within the same electronic orbital configuration;

optical transitions among the multiplets are forbidden except by magnetic dipole (M1),

electric quadrupole (E2), or higher multipole interactions. Term splitting energies come

into the visible light region in heavy elements such as tungsten (W). Recently, Komatsu et
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al [5] measured the spectra of W (Z = 74) ions in EBIT plasmas. The light emissions are

due to magnetic dipole (M1) transitions among the ground state multiplets of W highly

charged ions. Ding and Koike et al [6] carried out ab-initio calculations for the M1 as well

as electric quadrupole (E2) transitions in W 26+ ground state multiplets on the basis of a

multi-configuration Dirac-Fock (MCDF) method [8–11].

In the present paper, we firstly review the theoretical aspect of the electronic structures

and dynamics of highly charged atomic ions with many electrons. We discuss the spectra

of photoemissions due to the transitions between N -sub-shell levels in Gd and Nd highly

charged ions. Finally, visible light emissions from W highly charged ions are discussed.

2 Structures and dynamics of heavy ions

Generally speaking, a highly-charged many-electron ion often has open sub-shells in

its valence shells. Several electronic configurations with similar energies may have the

same symmetry especially in the excited states. Interactions between those configurations

may play a quite important role for spectral features of optical transition processes. To

descrive the point clearly, we try to consider the transitions of two interacting states 1

and 2 into the ground state g following the discussion by Bauche and Bauche et al [7]. Let

us take wavefunctions ϕ1, ϕ2 for the states 1 and 2, respectively, and ϕg for the ground

state. Then, we have two excited state hamiltonian matrix elements H11 and H22, and

their mutual interaction H12, and the ground state hamiltonian matrix element Hgg. The

amplitude of elentric dipole transitions a1 and a2 for the states 1 and 2 may be given by

ai = 〈ϕg‖D (1)‖ϕi〉, i = 1, 2, (1)

where D (1) is the electric dipole transition operator. Due to the configuration interaction

H12 , the level energies H11 and H22 will be shifted to H ′
11 and H ′

22 as

H ′
ii
∼= Hii +

|H12|2
Hii −Hjj

, i �= j = 1, 2. (2)

And the transition amplitudes a1 and a2 will be also modified to a′1 and a′2 as

a′i ∼= ai +
H12

Hii −Hjj

aj, i �= j = 1, 2. (3)

The center of the gravity of transition energies μ may be given by

μ =
|a1|2H11 + |a2|2H22

|a1|2 + |a2|2 +
2a1a2

|a1|2 + |a2|2H12. (4)
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We can see from Eq.(2) that the energy shift due to the configuration may be quite large

if the unperturbed energies H11 and H22 are close each other under the condition that the

configuration interaction H12 is significantly large. From Eq.(3) we can derive a similar

idea on the modification of transition amplitude.

We introduce the General purpose Relativistic Atomic Structure Program 92 (GRASP92)

[8] and 2K (GRASP2K) [11] for the electronic structure of the atomic ions, and the Rel-

ativistic Atomic Transition and Ionization Properties (RATIP) code [9, 10] for transition

wavelengths and strengths. The advantage of these programs is that we can treat the

two electron non-local exchange integrals as they are [2]. In this context, we can properly

evaluate the electron correlations through configuration interactions including the excited

orbitals in configuration state functions (CSF’s) in a sophisticated way.

We carried out a series of MCDF calcutation for Sr-like atomic ions of Z = 48 to

56. The result of the orbital energy calculation stands for the argumentation made by

O’Sullivan and Faukner [1]. Also, we find that we may expect that the so called the effect

of spectral narrowing and shift is quite common to the atomic specieds with Z = 48 to

56.

Figure 2: Ionic charge q dependence of the orbital energy difference in Gd N = 4 atomic
orbitals. The calculated range of the charge state is q = 5 to q = 37.
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Further on, there is an interesting feature in the charge state dependence of the orbital

energy difference between N = 4 atomic orbitals. Churilov and Kildiarova et al [3] pointed

out, that the transition energies between the N = 4 sub-shells decreases when we increase

the charge state q at its highest range. We can verify this effect as of the decrease of the

atomic orbital energy differences. In Fig.2, we show the q dependence of 4d − 4f , and

4p−4d orbital energy differences in Gdq+ ions. We can see that the energy differences tend

to decrease if q increases beyond Kr-like charge state. We can expect that the exchange

interaction of inter-subshells such as 4p to 4d is smaller than that of intra-subshells such

as 4p to 4p; the sub-shell energy difference may decrease with the decrease of the number

of lower lying sub-shell electrons. The atomic orbitals are so optimized as to reflect such

exchange interactions.

3 Spectral features of Gd and Nd ions

The spectral narrowing of UTA [1] is advantageous for the practical EUV light sources.

For shorter wavelength light sources, we should investigate the heavier elements. To gain

insight to the role of the intra N -shell optical transitions, which are relevant for EUV

emissions, we calculate the 4p − 4d and 4d − 4f transitions of Gd and Nd ions. The

complex spectra from UTA are generated theoretically and compared to the experimental

data. By using the GRASP92 package [8], we carry out a set of MCDF calculations for

ions with charge states q+ in Gdq+ with q = 15 to 37 and in Ndq+ with q = 15 to 32, in

which the N -shells are mostly partially filled in their ground states and this causes the

complexity of the electronic structures. In MCDF calculations, we optimize the individual

single electron atomic orbitals in atomic state functions (ASF’s), which consist of the

linear combination of configuration state functions (CSF’s), numerically by means of the

self-consistent field (SCF) iterative procedure. By using the minimal basis sets, we may

obtain a physically plausible set of single electron atomic orbitals; we may discuss the

physical property of the atomic ions in connection to the character of single electron

atomic orbitals. In the present calculations, we included all the CSF’s with one electron

excitations to the sub-shell orbitals in the N -shell from the N -shell orbitals in the ground

states. For instance, to calculate Gd30+ 1s22s22p63s23p63d104s24p4, we considered all the

possible one electron excitations from 4s24p4 to 4p, 4d, and 4f orbitals. We considered the

configurations 4s24p34d, 4s24p34f , 4s4p5, 4s4p44d, and 4s4p44f , and all the possible ASF’s

are optimized simultaneously, which gives us a set of atomic orbitals that are common

throughout the ASF’s. By using the RATIP package [9,10], we calculate wavelengths and

the strengths of electric dipole (E1) transitions for all the possible combinations of the
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ASF’s that are obtained by the MCDF procedure. In the case of Gd30+ ions, for instance,

we calculate the transitions to the ground states 4s24p4 − 4s24p34d, 4s24p4 − 4s4p5, and

4s24p4 − 4s4p44f , as well as between the excited states 4s24p34d − 4s24p34f , 4s4p5 −
4s4p44d, and 4s4p44d − 4s4p44f . Due to the term splittings both in the ground and

the excited states, the spread of the weighted Einstein coefficient gA-factor distribution

would be a couple of ten electron volt if the interference between the 4p− 4d and 4d− 4f

transitions is absent.
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Figure 3: (color on line) Synthesized EUV photoemission spectra of Gdq+ ions. (Blue)
broken line: the sum of gA-factors of Gdq+ with q = 19 to 23. (Red) solid line: q =
24 to 28.

In Fig.3, we illustrate the synthesized EUV photoemission spectra of Gdq+ ions. The-

oretical gA-factors were summed over through selected ranges of the charge state q. The

broken line gives the sum of gA-factors for transitions between the N -shell states with

q = 19 to 23. The solid line gives the sum of gA-factors for transitions between the N -shell

states with q = 24 to 28. The corresponding experimental spectra are seen in figure 4 of

ref [4].

In Fig.4, we illustrate the synthesized EUV photoemission spectra of Ndq+ ions. The-

oretical gA-factors were summed over through selected ranges of the charge state q. The

dot dashed line gives the sum of gA-factors for transitions between the N -shell states with

q = 15 to 19. The dotted line gives the sum of gA-factors for transitions between the

N -shell states with q = 20 to 24. The solid line gives the sum of gA-factors for transitions

between the N -shell states with q = 24 to 33. The corresponding experimental spectra
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Figure 4: (color on line) Synthesized EUV photoemission spectra of Ndq+ ions. (Blue)
dot dashed line: the sum of gA-factors of Ndq+ with q = 15 to 19. (Pink) dotted line:
q = 20 to 24. (Green) solid line: q = 24 to 33.

are seen in figure 5 of ref [4].

4 M1 and E2 lines in W26+ ground state multiplets

Visible light emission is observable from the ions with large atomic numbers. Recently,

Komatsu et al [5] measured the spectra of W (Z = 74) ions in EBIT plasmas. The light

emissions are due to magnetic dipole (M1) transitions among the ground state multiplets

of W highly charged ions. Ding and Koike et al [6] carried out ab-initio calculations for

the M1 as well as electric quadrupole (E2) transitions in W26+ ground state multiplets

using GRASP2K [11]. They obtained 388.43 nm for 3H4 − 4H5 M1 transition [6], which

is in good agreement with experimental date 389.41 nm [5].

5 Conclusion

The accurate theoretical data of the atomic structures and dynamics that include the

relativistic effects and the electron correlation effects provide us with a good base for

precision analysis of highly charged atomic ions in plasmas. In the present paper, we have
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investigated intra N -shell correlations for open N -shell Gd and Nd atomic ions. From

the view point of atomic multi-configuration Dirac-Fock calculations, which can provide

us with plausible shapes for the single electron orbitals by the procedure of non-linear

numerical orbital SCF optimization, these effects are due to the coincident agreement of

the orbital energy differences in N -shell. This itself is the outcome of electron correlations,

and an MCDF procedure can account for them in the single electron orbitals.

The M1 and E2 transitions between the fine ftructure multiplets of W ground states

have been discussed briefly.
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Abstract 
Absolute Kα line spectroscopy is proposed to study laser-plasma interactions 

taking place in the cone-guided fast ignition targets. A transmission-type 
spectrometer was developed, and its absolute sensitivity was measured with laser-
generated x-rays and radioisotopes, showing good agreement with theoretical 
predictions. The absolute yield of Au Kα line was mesured in the fast ignition 
experimental campaign perfomed at ILE Osaka U.. Assuming a single Maxwellian 
electron spectrum and one-way travel of hot electrons through the cone, energy 
transfer efficiency of incident LFEX laser to hot ellectrons was derived.  
 
   Keywords: Kα line spectroscopy, atomic transition, fast ignition 
 
1.  Introduction 

Fast ignition is recognized as a promising pathway to efficient thermonuclear 
fusion in laser-driven inertial confinement fusion. A cone-guided CD-shell has 
been used as a base-line target for the fast ignition experiment. It has long been 
expected to provide more quantitative information about the hot electron 
generation and transport in the cone than those derived only with x-ray imaging 
and neutron detection. Hot electron spectra observed with an electron spectrometer 
suffer from substantial modification: Although the major fraction of hot electron 
energy is carried by the component around 1-2 MeV, corresponding spectral 
information is missing due to the self-generated plasma potential. To solve this 
problem, Bremsstrahlung x-ray spectra, as a consequence of hot electron 
propagation in dense plasma, are measured [1]. In addition to this, we propose an 
absolute Kα line spectroscopy dedicated for quantitative measurement of hot 
electron generation and transport in the high-Z target. This method has advantage 
over the Bremsstrahlung measurement since it provides local information about the 
hot electrons propagating through specific materials composing the cone-guided 
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target. Combination of the Kα and Bremsstrahlung spectroscopy will improve 
diagnostic accuracy of hot electron energy distribution function in the cone. In this 
study, Au was chosen as a tracer since it is one of representative highest-Z 
materials available for the guide cone, thus better matching with MeV-hot 
electrons than lower-Z tracers such as Cu.  

 
2.  High energy Kαα  line spectrometer  

A Laue spectrometer was developed to cover high energy range from Mo 
(Kα1:17.48 keV, Kα2:17.37 keV) to Au (Kα1:68.80 keV, Kα2:66.99 keV) Kα lines. 
As shown in Fig.1 the spectrometer consists of a cylindrically curved Quartz (10-
11) plate of 0.2 mm in thickness, 14 mm in height and 30 mm in width (direction 
corresponding to spectral dispersion). The detector can either be an imaging plate 
(IP) from Fujifilm [2] or a charge coupled device (CCD: Andor Model DH420-FO, 
6.7 mm in height and 25 mm in width) with a fiber-optic plate coated with a CsI 
phosphor of 100 µm in thickness. The Quartz plate is bent with a radius of 170 mm 
in such that the diffracted x-rays are focused once at the intermediate slit. X-ray 
components propagating in a straightforward manner are prohibited irradiating the 
detector directly with a lead pinhole plate located in front of the crystal and a pair 
of lead shields located at the intermediate x-ray focus. To avoid influence of hard 
x-rays from plasma on output signal, whole body of the spectrometer and the 
detector are covered with lead shields. This Cauchois geometry effectively 
discriminates 0th-order component, stray x-rays and fluorescence from 
spectrometer components such as filters [3, 4]. By varying the distances from the 
crystal to the source and detector, this spectrometer can cover the energy range of 
either 10-60 keV (Type-I set) or 30-100 keV (Type-II set) (see Fig. 1 for details).   

 
Absolute sensitivity of the Laue spectrometer was defined as follows. First, the 

overall sensitivity was calibrated using laser-produced-plasma (LPP) Kα lines and 
radioisotopes (RIs). For RIs, IP was used in place of the CsI/CCD because of the 

 

 
 

Figure 1  Schematic of the Laue spectrometer system and the distances for 
Type-I and Type-II setups. 
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low-yield-rate of x-rays. Cross-calibration between the IPs and the CsI/CCD was 
performed at discrete energies. Second, to fully span the energy range, the spectral 
responses of the individual components of the spectrometer were theoretically 
calculated and compared to the experimental calibration data [5]. 

Absolute sensitivity for the Type-I set was measured [6] at J-KAREN laser 
system at Japan Atomic Energy Agency, Kansai Photon Science Institute  [7]. This 
system delivers a laser pulse of 800 nm in wavelength, 1.8 J in energy and 58 fs in 
duration. The pulse contrast ratio was typically 10−11. An f/2.67 gold-coated off-
axis parabolic mirror was used to focus a p−polarized laser beam at an incident 
angle of 22.5 deg. relative to the target normal. 100-µm-thick Mo and Ag planar 
targets were mounted on a motorized translation stage. The laser focal spot size 
was varied with translating the target along the laser beam to change laser irrdiance. 
The absolute yield of Kα x-rays was measured with a back-illuminated x-ray CCD 
operated in a single-photon counting mode. The spectral sensitivity of the CCD 
was absolutely calibrated in separate by using radioisotopes.  

The calibration for the Type-II was taken out with radioisotopes. The line 
emission at 59 keV from 241Am (370 kBq), and 77 keV from 226Ra (3.7 MBq) were 
used in this calibration. The calibration with 226Ra was taken out at the 
OCTAVIAN facility at Osaka University. Due to a long exposure time, IP of Type 
BAS-TR2025 from Fujifilm was applied [8]. The typical exposure time was 20 to 
140 hours. Due to the self-fading effect of IP, the spectral intensities recorded on 
IP are not in proportion to the exposure time. The absolute sensitivity and fading 
rate were calibrated in a time range from 5 min to 200 hrs by using the Fuji BAS 
1800 IP scanner. The calibration was done at 59 keV by using 241Am; for other 
photon energy, the data in Ref. [9] is considered. In order to compare the data 
recorded with CsI/CCD in the experiment, a cross calibration between IP and 
CsI/CCD has also been made. 

 
3.  Comparison of sensitivity with model predictions 

Spectral sensitivity for the Au Kα line was obtained by comparing model 
prediction with the measurement. Diffraction efficiency for the Quartz crystal was 
derived with XOP code assuming the Takagi-Taupin model [10], and the spectral 
sensitivity for the CsI phosphor screen was referred from Ref. [11]. Figure 2 shows 
the comparison result. The solid line represents the product of calculated 
diffraction efficiency and spectral sensitivity of CsI. Absolute sensitivities 
calibrated with laser produced Kα lines and that for a radioisotope are respectively 
shown with triangles and a circle.  
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4.  Kαα  line measurement for Au-cone-guided targets 

The absolute yield of Au Kα line was measured in the fast ignition 
experimental campaign by using Gekko XII and LFEX lasers [12] at ILE, Osaka 
U.. The target was an Au-cone CD shell. The thickness of the sidewall of the cone 
was 10 μm and that of the tip was 6 μm. CD shell was typically 500 μm in 
diameter and 7 μm in thickness. The shell was driven with nine green-laser-pulses 
from GXII of 1.2 ns in duration and 2 kJ in total energy on target. LFEX laser 
irradiated the inner wall of the cone tip at the maximum compression of the shell. 
Energy and duration of the LFEX pulse were respectively 500+/-100 J and 1.5 ps, 
yielding intensity of 1.2x1019 W/cm2 at the cone tip. The density of the core is 
estimated to be around 10 g/cm3 and density-radius product is around 0.02 g/cm2. 
      Assuming a single Maxwellian electron velocity distribution and one-way 
travel of hot electrons through the cone, energy transfer efficiency (TE) of incident 
LFEX laser to hot electrons was derived according to Salzmann’s model [13]. 
Figure 3 shows the TE given as a function of hot electron temperatures. A typical 
Au Kα line spectrum observed with the LAUE spectrometer is inset there. Intense 
continuum line overlapping with the K α line is due to Bremsstrahlung from the 
core plasma passing through hot electrons. Two plausible temperatures for the 
experimental conditions are shown for comparison. One is predicted by Beg’s 
empirical law of Th(keV)=215(I18λL

2)1/3 [14], and the other is by Ponderomotive 
force law of Th(keV)=512((1+0.73I18 λL

2)1/2 -1) [15]. Here I18 is the normalized 
laser intensity in units of 1018 W/cm2 and λL is the normalized laser wavelength in 
micron-meter. It is inferred that TE for the present conditions is around 30-50%. 
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Figure 2  Overall sensitivity of Laue spectrometer system with CsI/CCD 
detector. The solid line represents a product of spectral sensitivities for the 
crystal and CsI/CCD. Experimental data points are also plotted for comparison. 
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 5 

This value can be compared to the case of Th measured with an electron 
spectrometer set along the symmetrical axis of the cone in the forward direction of 
LFEX laser incidence. Th predicted from the slope temperature at 10 MeV electron 
kinetic energy was 4.1 MeV, resulting in TE over 100 %. Therefore we will 
attempt to measure the temperature of hot electrons directly at the interaction 
region by observing Bremsstrahlung continuum.  

 

5. Summary 
Kα line spectroscopy, particularly for hard-x-ray region, has been proposed 

for quantitative measurement of cone-guided fast ignition targets. The Au Kα line 
from the Au-cone guided target was observed and energy transfer efficiency was 
provided as a preliminary study. In near future, absolute measurement of hard x-
ray continuum will be made together with that of the Kα line to improve accuracy 
of energy transfer measurements in the cone-guided fast ignition targets. 
Furthermore, detailed analysis with a hybrid modeling, namely combination of 
particle-in-cell (PIC) code and hydrodynamic code, will be made for Kα yield to 
improve understanding of hot electron generation, transport and deposition in the 
cone-guided target. 
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Abstract

Examined is Kα radiation from low charge chlorine of C2H3Cl-plasma heated by an

ion beam for cold dense plasma diagnostics. With relativistic atomic structure calcula-

tions, the transition energies of Kα lines are shown to be slightly shifted to a higher-energy

side according to the degree of M-shell ionization. Total spectral shift from Cl+ Kα lines

up to those with a fully stripped M-shell is found to be about 10 eV. The calculation re-

sults with a collisional-radiative-equilibrium condition show clear spectral deformation in

the range of the electron temperatures of ≤∼ 30 eV. Cl-Kα lines from atomic states with

M-shell electrons can be expected to give us distinct understandings for energy deposition

by an ion beam in cold dense plasma.

Keywords: heavy ion fusion, energy deposition, cold Kα, spectrum diagnostics

1.Introduction

In heavy ion inertial fusion research, energy deposition by incident ion beams is

one of critical issues, and many experimental and/or theoretical studies have been inten-

sively done [1, 2]. In the related experiments, Time-Of-Flight (TOF) is one of the most

powerful diagnostics in the framework of particle diagnostics [3, 4]. In the category of

X-ray diagnostics, which is also one of promising tools for the above purpose, Goel et al.

[5] demonstrated some numerical calculations of Kα spectra from low-Z target material

heated by a proton beam. In their study, because of cold plasma creation and a very

small number of M-shell electrons of target material, Kα spectra from atomic states with

M-shell electrons do not seem to have enough spectral shift to diagnose plasma tempera-

ture, and Kα spectra from those with a partially ionized L-shell are found to be effective.

Rzadkiewicz et al. [6] experimentally showed direct observation of Si-Kα lines from atomic

states with L-shell vacancies and chemical bounding with neighbor oxygen. Their study

may lead us fruitful understandings for energy deposition by an ion beam, and have a

potential to open a new field of cold and/or warm dense matter physics.
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In the study of Ref.[7], Cl-Kα spectra from polyvinyl-chloride (C2H3Cl), which is often

used in laser-produced-plasma (LPP) experiments and chlorine is doped as a tracer, heated

by a He2+-beam were examined for dense plasma diagnostic, and a threshold temperature

(∼ 85 eV) was found. The created plasma-temperature must be lower than the threshold

to trace energy deposition by an incident ion beam. The Kα lines from atomic states

with a partially ionized L-shell are well-separated spectra with respect to the charge state.

However, they are essentially applicable to hot plasma with an electron temperature of

near 100 eV for chlorine [8]. With dense plasma creation by an ion beam, K-shell ionization

and dielectronic-capture are competed due to a small number density of an incident ion

beam. Since the K-shell ionization by an ion beam governs the kinetics of the Kα radiation

below the threshold, there are some aspects that the Kα radiation with a high charge state

is not effective for cold plasma diagnostics. In such a case, Kα radiation with a lower

charge state is preferred. Recently, the demonstration of Kα lines from low charge chlorine

with M-shell electrons, which are Cl+ ∼ Cl7+ and called ’cold-Kα’ hereafter, is examined

for cold plasma diagnostics [9]. Ionization between lower charge states results in small

spectral shift of line radiation. Since Kα radiation is due to an atomic transition between

L and K-shells, the resultant spectral shift by M-shell ionization is much smaller than

that by L-shell ionization. Compared with the study done by Goel et al. [5], chlorine has

a moderate number of bound electrons in the M-shell to see a small spectral shift, and is

expected to be a good candidate for cold dense plasma diagnostics.

In this paper, our past study up to now on Kα lines from low charge chlorine with

M-shell electrons is surveyed and the latest progress on the study will be also briefly

presented.

2. Descriptions on Modeling of Atomic Processes

The model of population kinetics considered in this study is presented in Fig.1. The

K-shell vacant states are mainly created through inner-shell ionization by ion impacts

rather than dielectronic-capture in cold plasma. All the non-radiative processes, namely,

KLL-, KLM- and KMM-Auger transitions are included in the model. In solid density

plasma heated by an ion beam, the population of K-shell vacant states is very small,

and the average charge state of total Cl ions Ztotal ≈ Zbulk ≈ ZK−shell vacant − 1, where

Zbulk and ZK−shell vacant stand for the average charge state of bulk and K-shell vacant

states, respectively. Here, it should be noted that Fig.6 in Ref.[7] gives an intensity ratio

between cold-Kα radiation and high charge one, and the ratio can be an effective index

to deduce an electron temperature Te in the range of 50 eV ≤ Te ≤ 100 eV, in which the

ratios give almost 0.1 ∼ 10. For Te ≤ 50 eV, it is suggested that only Kα lines from

2
108



atomic states with M-shell electrons are applicable.

Figure 1: Population kinetics associated with low charge Kα lines.

3. Spectral Deformation of Kα lines from Atomic States with M-shell Elec-

trons

Emission energies and oscillator strengths of Cl-Kα lines are calculated with the

use of GRASP92 and RATIP codes, which are based on a multi-configuration Dirac-Fock

(MCDF) method [10, 11, 12]. Calculated Cl-Kα lines are associated with the charge states

of Cl+ ∼ Cl8+, and they come from ground states with a vacant K-shell, namely Cl+ :

1s2s22p63s23p5 → 1s22s22p53s23p5 + hν, Cl2+ : 1s2s22p63s23p4 → 1s22s22p53s23p4 + hν,

· · ·, Cl8+ : 1s2s22p6 → 1s22s22p5 + hν. The resultant Kα1 and Kα2 are calculated within

the accuracy of ∼ 0.5 eV compared with one of available data [13].

The typical deformation of a spectral line-shape on the electron temperature is given

in Fig.2. Calculated spectra are convolved by Stark broadening with quasi-static electric-

microfield, electron impact broadening using a semiclassical expression, natural and Doppler

broadenings [14]. In the Doppler broadening calculation, the ion temperature is assumed

to be equal to the electron temperature. It is also assumed that the plasma ion density

is solid density (≈ 8.1 × 1022 cm−3), the incident beam is a C6+-beam, of which current

density and mean energy respectively are 3 kA/cm2 and 30 MeV with the energy spread

described by Maxwellian of 10% of the mean energy.

At Te = 5 eV, the spectrum consists of mainly two Kα components of Cl+ and Cl2+.

The K-shell vacant states of Cl+ ∼ Cl3+ contribute to the spectrum at Te = 10 eV. With

increase in Te, the charge states of the main components are Cl2+ ∼ Cl4+ in Te = 15 ∼
20 eV, and the Kα lines from Cl5+ ∼ Cl7+ have a large contribution in Te ≥ 25 eV. Finally,
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the total blue-shift of the Kα lines in Te = 5 ∼ 30 eV is ∼ 10 eV and the clear spectral

deformation can be observed.

Figure 2: Deformation of a spectral line-shape and blue-shift of cold Cl-Kα radiation from
a polyvinyl-chloride (C2H3Cl) plasma. The vertical scale of the spectrum at Te = 5 eV is
scaled down to make a comprehensive comparison with others. The actual vertical scale
at Te = 5 eV must be multiplied by ∼ 2.86. The spectral peak at Te = 5 eV is the highest.

According to the study done by Kauffman et al. [15], the contribution of the multiple

ionization KLn (here, n stands for a number of L-shell vacancies.) of neon was discussed.

In their study, because of low density plasma free-electron, colliding particles almost

come from an incident ion beam. Then, the outer-shell ionization is governed by the

multiple ionization KLn. On the other hand, in our study, even if the multiple ionization

associated with M-shell KMn is occurred to chlorine by an incident ion beam, because of

high density plasma free-electrons up to ∼ 1023 cm−3, the degree of M-shell ionization is

determined by the surrounding plasma free-electrons. The particle density of an incident

ion beam is at most 1013∼14 cm−3 and the difference of the colliding particle densities

between free-electrons and incident ions is up to 9 ∼ 10 digits. The contribution of the

multiple ionization KMn can be neglected. Currently, since there may be some aspects

that the multiple ionization plays an important role to determine the degree of ionization,

such a atomic process will be studied by numerical simulation in near future.

4. Effects of Satellite Lines and Opacity of Cold-Kα Radiation

Concerning satellite lines, atomic states with an excited electron in the outer-shell

(Cln+ : 1s2s22p63s23p(5−n)nl , and nl stands for a quantum number of the outermost

bound-electron.) may have a contribution to the composite spectra. Actually, Kα lines
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from the excited states 1s2s22p63s23p(5−n)3d strongly overlap with those from Cln+ :

1s2s22p63s23p(6−n) and Cln+1 : 1s2s22p63s23p(5−n). However, due to a large continuum

lowering at solid density, an ionization energy of a bound electron is reduced and pop-

ulation of atomic states with a shallow ionization potential is estimated to be small. In

Ref.[9], the dependence of continuum lowering on electron temperature is given, resulting

in negligible contribution of the atomic states.

To utilize the cold-Kα radiation for cold dense plasma diagnostics, opacity effect is also

one of critical properties. In one of our past studies [14], highly charged major Cl-Kα lines

from hot dense plasma are saturated at the plasma thickness of a few microns, and those

minor ones at a few tens microns. This is because the final atomic states associated with

the Kα lines belong to bulk states. However, the final atomic states of the Kα lines from

atomic states with M-shell electrons discussed here are Cln+ : 1s22s22p53l (8−n) (1 ≤ n ≤
6). The binding energies of the L-shell electrons are about 200 ∼ 300 eV in accordance

with M-shell ionization, and the temperature of bulk-electrons in this study is too low

to ionize the electrons. Therefore, those states have a small contribution to determine

overall population kinetics, resulting in small opacity. The quantitative study is being

done now. In order to estimate the opacity of the cold-Kα radiation, an additional Auger

transition must be considered. The final states associated with the cold-Kα are L-shell

vacant states, and K-shell vacant states can be created through the dielectronic-capture

from the L-shell vacant states. It means that LMM-Auger transition in succession to other

Auger transitions associated with K-shell (double-autoionization) may have a contribution

to determine the kinetics of the cold-Kα radiation.

5. Conclusions

In this paper, our recent studies on the plasma diagnostics with cold-Kα radiation

is surveyed. To utilize the radiation, clear blue-shift of cold-Kα lines must be examined

with accurate numerical simulation. In the calculation, the line-shift gives about 10 eV

in accordance with M-shell ionization for chlorine, and the clear deformation of spectral

shape is also seen in the electron temperatures of ≤ 30 eV. The recent progress on this

study is also briefly presented, and cold-Kα radiation is shown to be one of promising

tools for cold dense plasma diagnostics.
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Atomic process modeling based on plasma microfield
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Abstract

An atomic modeling based on the plasma microfield is considered. In the atomic

modeling, it is considered that an ion in plasma is immersed in a uniform electric field

due to the field values averaged over the other ions in the plasma. Using the modeling,

we can compute the average ionization degree of hydrogenic plasmas without any ad hoc

parameters to cut off the number of bound states.

Keywords: boudn state, free state, statistical weight, state density, Saha equation,

microfield, average ionization degree

1. Introduction

In the state of thermodynamic equilibrium, the ratio of the product of the number

density of the (Z + 1)-charged ion NZ+1, and that of the electron Ne(E) of its energy E,

to that of the combined Z-charged ion NZ , is determined by

NZ+1Ne(E)

NZ
=

UZ+1

UZ
exp

(
−E + Ip

kBTe

)
2
4πp2

h3
dp. (1)

In the expression involving the Boltzmann factor, Ip, kB, and Te denote the ionization

potential from the Z-charged to the (Z + 1)-charged state, the Boltzmann constant, and

the electron temperature, respectively. In the expression involving the number of electron

states, h denotes Planck’s constant. With respect to the energy of the free electron and

its momentum p, the expression E = p2/2me is satisfied, and here, me denotes the mass

of the electron. Translating the free electron’s momentum to its equivalent energy and

integrating Eq. (1) over the energy range of the free electron for E > 0, we obtain

NZ+1Ne

NZ

=
UZ+1

UZ

exp
(
− Ip

kBTe

)
8π
√

2me
3

h3

∫
∞

0

√
E exp

(
− E

kBTe

)
dE

=
UZ+1

UZ
exp

(
− Ip

kBTe

)
2

(
2πmekBTe

h2

)3/2

. (2)

This equation is called the Saha equation. Applying the equation to various ionic species

including their excited states in plasma, we can compute the population of all ionic species

in the plasma along with the average ionization degree obtained by Zav = Ne/N0 from
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Figure 1: Contours of average ionization degree are 0.5 of hydrogenic plasmas. The
maximum principal quantum numbers of the considered bound states are n = 5, 10, and
30.

this computed population, where N0 is the total number density of ion and atom defined

by
∑

NZ .

Practically, we need to determine the number of bound states when we apply the

Saha equation for realistic plasmas. For the case of hydrogenic plasmas, Fig. 1 shows

one of the difficulties arising out of the conventionally used simple model in which the

bound states exist up to a fixed maximum principal quantum number. The contours for

an average ionization degree of 0.5 are plotted for three cases in which the maximum

principal quantum numbers of the considered bound states are n = 5, 10, and 30. From

Fig. 1, it can be observed that the plasma density and its temperature for an average

ionization degree of 0.5 varies depending on the maximum principal quantum number of

the bound state in the atomic process model. For a given temperature and density of a

plasma in thermal equilibrium, however, a unique value of an average ionization degree

must be computed. In order to address this ambiguity, I have developed a simple atomic

model based on the plasma microfield for hydrogenic plasmas[1,2].

2. Bound State
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In the atomic model based on the plasma microfield, hydrogenic ions are assumed

to be immersed in a statistically distributed uniform electric field, i.e., the microfield

in the plasma. As a result, the potential profile around the ion in plasma is given by

the superposition of the ion’s Coulomb potential Zae/4πε0r and the potential due to

the uniform external field F ; here, Za, e, and ε0 denote the nuclear charge of the ion,

the elementary charge, and the permittivity of free space, respectively. The hydrogenic

ion has a bound state whose energy is given by −mee
4Za

2/8ε0
2h2n2, and this energy is

assumed to be unchanging even in the external electric field. In this case, the potential

distribution around the ion shows a saddle point. The height of the saddle point varies

as the function of the strength of the uniform external electric field. I determine that the

electronic state is that of a free electron for energies above this saddle point and that the

energy values below the saddle point indicate bound states. From the above assumption,

the threshold electric field till which the bound state n exists is given as

F c
n =

πme
2e5Za

3

64ε0
3h4n4

. (3)

The probability that the bound state n exists is given by the expression

wn =
∫ F c

n

0
dF P (F ), (4)

where P (F ) represents the distribution function of the microfield. Using the Holtsmark

field, given as

H(β) = F0W (F ) =
2

π
β

∫
∞

0
x exp[−x3/2] sin(βx) dx, (5)

as the statistically distributed uniform microfield F , we can compute Eq. (4), where

β = F/F0, as

F0 = 2π
(

4Np

15

)2/3 Zpe

4πε0

, (6)

where Np and Zp denote the number density and the charge state of the perturbing ion,

respectively. The term F0 is called the Holtsmark normal field strength[3].

3. Free State

In the conventional atomic process modeling, the translation of the electron’s mo-

mentum to its equivalent energy in the free-state density calculations is carried out using

the equations E = p2/2me and 2·4πp2dp/h3. In the present modeling, an ion is assumed to

be in a potential that is composed of the Coulomb potential of its nucleus and the poten-

tial due to the uniform external field. To accommodate this effect, we rewrite the relation
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between the electron’s energy and momentum at (r, θ) in the spherical coordinates inside

the ion sphere radius R0 as

p2

2me
= E +

1

4πε0

Zae
2

r
+ eFr cos θ. (7)

The ion sphere has a radius R0 such that

4π

3
R0

3N0 = 1 (8)

Here, N0 denotes the total number density of the atom and ion. The second term on

the right hand side of Eq. (7) indicates the contribution of the Coulomb potential of the

nucleus and the third term indicates that of the plasma microfield.

However, the free-state density obtained by the simple atomic model based on the

microfield is not practically acceptable since the free-state density has been computed as

larger than that of a bound electron of the same energy. Detailed investigations show

that the difficulty is induced on the potential far beyond the saddle point inside the ion

sphere of radius R0. Such a large electric field by which the saddle point is sufficiently

inside the ion sphere occurs even in the low density plasmas, although the probability is

relatively small. The assumption that the large electric field mostly due to the nearest

ion is uniform within the ion sphere radius is inconsistent with the potential measured

in real plasmas. In order to overcome this difficulty, we have attempted to compute the

free-state density by estimating the contribution of the field values beyond the saddle

point assuming the mirror symmetry of the potential with respect to the saddle point.

Figure 2 shows the energy dependence of the state densities of the free and bound

states of hydrogenic plasma by using the above-mentioned potential modeling. The energy

dependence curves are plotted for six cases from Ni = 1016 cm−3 to 1021 cm−3. Here, Ni

denotes the number density of ion. From Fig. 2, the quantum states up to the principal

quantum number of n = 8 are almost completely existing for Ni = 1016 cm−3. From

the state value of n = 9, the bound state densities gradually decrease, while the free-

state density appears and gradually increases as the principal quantum number becomes

larger. Experimentally[4], the bound-bound spectrum from for state values n = 2 to 8

in hydrogenic plasma with Ni = 1.8× 1016 cm−3 can be clearly observed, while those for

n ≥ 9 are merged with the free-bound spectrum although the bound-bound spectrum is

broadened due to the Stark effect. For Ni = 9.3 × 1016 cm−3, the bound-bound spectra

from for state values of n = 2 to 6 can be clearly observed while our model posits bound

state existence up to n = 6 for Ni = 1017 cm−3.

4. Average Ionization Degree
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Figure 2: State density with modification in potential assuming the mirror symmetry with
respect to saddle point for various ion number densities ranging from Ni = 1016 cm−3 to
1021 cm−3 for hydrogenic plasmas.

Using the model, we can also compute the average ionization degree of various

plasmas. In the case of the present model, the free state density is changed to be that

described in Sec. 4 denoted by f(E), and the resulting relation between two different

charge states becomes

NZ+1Ne

NZ
=

UZ+1

UZ
exp

(
− Ip

kBTe

) ∫
∞

Emin

f(E) exp
(
− E

kBTe

)
dE. (9)

It is noted that the lower range of the integration on E, Emin has been changed to be from

0 to the larger value of just potential at the point, −e2Z/4πε0r−eFr cos θ or potential at

the saddle point, −2e
√

eZaF
4πε0

since the state density of which energy is below the value of its

saddle point is assumed to be bound in this model. Figure 3 shows the average ionization

degree of hydrogenic plasma. The dotted curves in Fig. 3 are the results obtained using

Eq. (2), while the solid curves are those obtained by Eq. (9). From Fig. 3, it is observed

that the contours including the potential effect in the free-state density deviate slightly

to the lower temperature region since the free-state density exists continuously from the

bound state. The deviation is not very large; however, the deviation grows larger as the

plasma density increases.

5. Conclusions

I draw attention to one of the features of the present model in comparison with

other models in which the concept of the ion sphere is used[5]. Most atomic models
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Figure 3: Average ionization degree of hydrogenic plasma. The potential is assumed to
be mirror symmetry with respect to the saddle point.

that apply the concept of an ion sphere only consider the plasma effects on the resulting

potential in a spherical fashion. Therefore, we sometimes encounter the difficulty of the

sudden disappearance of a bound state at a given threshold density when we compute the

average ionization degrees over a wide range of plasma density and temperature. Using

the present model, we can avoid such difficulties since the bound states gradually decrease

as the density increases.
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Abstract

Multiple ionization dynamics of rare gas dimers by slow highly charged ions is inves-

tigated with the three-center Coulombic over-barrier model. Quasi-molecule formation

of an electron at the distant atomic site from the projectile is shown sensitive to partial

screening of ion-core charge at the near atomic site due to electrons already forming quasi-

molecules. It is found that the screening effect suppresses simultaneous chained electron

removal from both sites and hence enhances charge-asymmetric ion pair formation. The

ion pair distribution measured in Ar9+ +Ar2 collisions (Matsumoto J et al. 2010 Phys.

Rev. Lett. 105 263202) is well reproduced by taking a screening factor of s = 0.4 in the

model.

Keywords: highly charged ion, rare gas dimer, three-center over-barrier model, screen-

ing effect, dissociating ion pair distribution

1. Introduction

Much attention has been called to Coulomb explosion of molecules in collisions with

slow (velocities of v � 1 au) highly charged ions. Recent progress of the experimental

technique of recoil-ion momentum spectroscopy [1] permits us to measure the dissociating

ion pair distribution in the collisions [2,3]. Such observations are of great interest from a

viewpoint of multi-center multi-electron dynamics. In contrast with a covalent diatomic

molecule, however, little effort has been devoted to a rare gas dimer. In the rare gas dimer,

because of its large internuclear distance, a range of selectron motion is well localized in

either atomic site in a time scale of the collision. It is expected that such a characteristic

structure gives intriguing multiple ionization dynamics.

About ten years ago, we proposed a three-center Coulombic over-barrier model to

describe multiple ionization of rare gas dimers with slow highly charged ions [4]. In a

preceding work [5], stimulated by an experiment done at GANIL [3], we modified the

model so as to incorporate a screening effect during a collision. The screening effect

1
119



was found crucial to explaining the population of charge-asymmetric ion pairs such as

(Q,Q′) = (2, 0).

In the present work, we carry out systematic calculations based on the modified model

to reveal how the screening affects the ion pair distribution and show how it explains the

result of measurement in Ar9+ +Ar2 collisions [3].

2. Three-center over-barrier model

We treat a process of multiple ionization (actually electron transfer) of a rare gas dimer

BC with a slow highly charged ion Aq+. The outermost electrons at respective atomic

sites, B and C, in the target dimer are supposed to sequentially form quasi-molecules

with projectile Aq+. During this course, the target state is labelled by a pair of charge

states (QB, QC) and evolves in respective steps either as (QB, QC) → (QB + 1, QC) or as

(QB, QC)→ (QB, QC + 1). Accordingly the active electron in the former process is taken

as tB = QB + 1 in site B, while that in the latter process is taken as tC = QC + 1 in site

C, where tB,C denotes the rank of an electron in each atom. It is assumed for simplicity

that the electron never returns to the target once trapped in a quasi-molecule; we only

consider the way in process to derive partial cross sections of ion pair (Q,Q′) formation

when q � Q,Q′.

Relevant one-electron dynamics is described by a three-center Coulomb potential,

U(r) = − qA
|r −RA| −

qB
|r −RB| −

qC
|r −RC| , (1)

with three ion core charges qA, qB and qC. Virtually in any case, this potential has two

saddle points, lower one (Ulow) and higher one (Uhigh). Stark-shifted energies of active

electrons localized at atomic sites B and C are given by

EB = −I(tB)− qC
2d
− qA
|R− d| , (2)

EC = −I(tC)− qB
2d
− qA
|R+ d| , (3)

where I(t) denotes the atomic t-th multiple ionization potential; nuclear configuration

is represented by a relative vector R = RA − (RB + RC)/2, with intra-dimer vector

d = (RB−RC)/2 being fixed during a collision. Hence we can formulate the over-barrier

criterion of quasi-molecule formation in such a way as either saddle height Ulow or Uhigh

gets lower than either electron energy EB or EC. A set of the criterions was generally given

according to the potential topography with three centers and two saddle points [4,5]. The

(QB, QC) evolution along a given collision trajectory is determined by applying the “rule
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of first arrival” to the alternative of active site B or C. It should be noted that the over-

barrier criterion may give two-electron chained processes (simultaneous electron removal

from both sites) as (QB, QC) → (QB + 1, QC + 1) [4,5]. This mechanism is illustrated in

figure 1.
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(a) (1, 0)→ (1, 1) (b) (1, 0)→ (2, 1) (c) (1, 0)→ (2, 0)

Figure 1: Competing equipotential surfaces UB(r) = EB and UC(r) = EC at critical
nuclear configurations for the second electron removal following (0, 0) → (1, 0) in the
(QB, QC) evolution. The surfaces are calculated for A9+ +Ar2 with a screening parameter
of s = 0.4 and plotted in the x− y plane (x ≡ r · d̂) with the origin taken at the midpoint
of sites B and C. Thin solid lines represent the surfaces of just forming relevant quasi-
molecules for tC = 1 electron in panel (a) and for tB = 2 in (b) and (c). Thick solid lines
indicate the surfaces for alternative electrons, tB = 2 in (a) and tC = 1 in (b) and (c),
just before the quasi-molecule formation, with dashed lines just after that. It is found in
panel (b) that, resultantly, the tC = 1 electron also forms a quasi-molecule at identical
nuclear configuration; a simultaneous two-electron chained process (1, 0) → (2, 1) occurs
at a configuration taken in panel (b), while it does not occur in (a) and (c).

The ion core charges in equations (1—3) are effectively taken as

qA = q, qB = QB + 1, qC = (1− s)×QC,

for active site B, and

qA = q, qB = (1− s)×QB, qC = QC + 1,

for active site C [5]. Here is introduced a screening factor s (0 ≤ s ≤ 1) as a parameter.

The screening effect during a collision comes from a situation peculiar to a rare gas dimer
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that the electron cloud at site B and that at C are well separated from each other; the

electrons already forming quasi-molecules from the non-active site (supposing B) still

partially screen their original ion core when seen from the active site (C) and also from

the active saddle point. Note that electron removal from B and that from C are not

correlated at all when s = 1 (i.e., the independent event model).

3. Results and Discussion

The model is applied to A9+ +Ar2 collisions with active electrons 1 ≤ tB, tC ≤ 4.

Critical nuclear configurations for ion-pair (Q,Q′) formation are plotted in figure 2 for

a screening factor of s = 0.4 as an example. As seen from the figure, the critical config-

urations for quasi-molecule formation from site B (near site to the projectile) compose

concentric circles around site B, while those from site C (far site) compose fragmented seg-

ments around site C. A pair of the former and latter curves merge into a curve composed

of critical configurations of two-electron chained processes. This pattern of the critical

curves varies sensitively with the parameter s, especially in a region of 0.3 � s � 0.5.

As the screening factor s increases, the simultaneous two-electron chained processes such

as (1, 0) → (2, 1) and (2, 1) → (3, 2) are suppressed; hence the populations of charge-

asymmetric ion pairs such as (2, 0) and (3, 1) are enhanced.

Figure 2: Critical curves for ion-pair (QB, QC) formation in the first quadrant of nuclear
configuration X − Y plane, calculated for A9+ +Ar2 collisions with screening parameters
of 0.4. The critical curves shown include the two-electron chained processes (solid lines)
and unchained processes (dashed lines).
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Ion pair (Q,Q′) formation cross sections are calculated for randomly oriented target

dimers using the critical configurations obtained above. The result with different values of

the screening factor 0 ≤ s ≤ 1 are shown in figure 3, where comparison with experiment

[3] is also made. As clearly seen from the figure, the (Q,Q′) distribution is sensitive to

the parameter s in the calculation. A partial screening model with s = 0.4 considerably

well reproduces the overall distribution observed in the experiment. The value of s = 0.4

has been confirmed the best choice throughout the domain of 0 ≤ s ≤ 1. In contrast, the

model without screening (s = 0) and that with full screening (s = 1) indicate tremendous

deviations from the experiment in particular in charge-asymmetric channels (2,0) and

(3,1), although giving a reasonable agreement in symmetric channels (1,1) and (2,2). It is

noted that these two models show opposite directions of deviation from the experiment in

(2,0) and (2,1) channels. It is also found from the figure that the calculated distribution

varies with the screening parameter drastically around s ∼ 0.4.

Figure 3: Screening parameter dependence of the ion-pair (Q,Q′) formation cross sections
in A9+ +Ar2 collisions: s = 0.0 (full triangles), s = 0.2 (full diamonds), s = 0.4 (full
circles), s = 0.6 (open diamonds), s = 0.8 (open squares), and s = 1.0 (full squares). The
experimental result [3] (open circles) is also shown and normalized to the model result
with s = 0.4 at (Q,Q′) = (1, 1).
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In the present paper, we have described the multiple ionization dynamics of rare gas

dimers by slow highly charged ions with the three-center Coulombic over-barrier model.

The screening effect during a collision is analyzed in detail and found to alter the ion pair

distributions crucially. The distribution observed in a recent experiment for Ar9+ +Ar2

collisions is best reproduced by taking a screening factor of s = 0.4.
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The charge exchange process has been found to play a dominant role in the production of X-rays
and/or extreme ultraviolet photons emitted from cometary and planetary atmospheres and from the
heliosphere. Charge exchange cross sections, especially state-selective cross sections, are necessary
parameters in simulations of this X-ray emission. In the present work, charge exchange, particularly
single electron capture, due to collisions of ground state O6+(1s2 1S) with atomic hydrogen has been
investigated theoretically using the quantum-mechanical molecular-orbital close-coupling method
(QMOCC). The multi-reference single- and double-excitation configuration interaction approach has
been applied to compute the adiabatic potentials and nonadiabatic couplings, and the atomic basis
sets used have been optimized with a method proposed previously to obtain accurate descriptions
of the high-lying Rydberg states of highly charged ions. Total and state-selective cross sections
are calculated for energies between 0.1 eV/u and 10 keV/u. The QMOCC results are compared to
available experimental and theoretical data as well as to new atomic-orbital close-coupling (AOCC)
and classical trajectory Monte Carlo (CTMC) calculations. A recommended set of cross sections,
based on the QMOCC, AOCC, and CTMC calculations, are deduced which should aid in X-ray
modeling studies.

PACS numbers: 34.10.+x, 34.20.Mq, 34.70.+e

I. INTRODUCTION

Over the past decade and a half, there have been im-
portant advances in soft X-ray and extreme ultraviolet
investigations of solar system objects [1–11] through ob-
servations by the XMM-Newton, Chandra, and Suzaku
observatories. For example, solar wind charge exchange
(SWCX) has been identified as a primary source of the
soft X-ray background, contributing at the same order or
more as the diffuse cosmic X-ray emission which includes
the extragalactic, galactic halo, and so-called Local Bub-
ble components, [12]. In some X-ray sub-bands, SWCX
even plays the dominant role [8, 10]. In the SWCX mech-
anism, X-ray photons are generated following charge ex-
change between highly charged, heavy solar wind ions
and the neutral species in cometary atmospheres [1], the
heliosphere [2, 3], the geocorona [5, 6] and planetary at-
mospheres [7]. Further, these X-rays can be used to diag-
nose the SW composition, evolution, velocity, and flux,
as well as the distribution of the neutral gas density. To
predict these emissions and compare with observations,
knowledge of total and state-selective charge exchange
data is required.

Charge exchange between oxygen ions and neutral
species H, H2, and He in the heliosphere, atmospheres

∗Electronic address: yongwu@physast.uga.edu

and the geocorona are of particular interest because oxy-
gen is a primary minor solar wind ion species. In addi-
tion, X-ray emission from the auroral regions of Jupiter is
believed to be due to radiative decay from highly-excited,
high-charge-state O and S ions produced following charge
transfer with neutral atmospheric species H2, H, and He
[13–15].

Though there have been advances in the investiga-
tion of charge exchange, accurate, systematic, and con-
veniently available data are sparse, particularly at the
final-quantal-state-resolved level. For O6+ + H collision-
s, the available calculations include a quantum mechani-
cal molecular-orbital close-coupling (QMOCC) investiga-
tion by Shipsey et al. [16] and classical trajectory Monte
Carlo (CTMC) computations [16, 17] of single electron
capture (SEC). Total SEC cross section measurements
were obtained between 0.1 and 100 keV/u by Meyer et
al. [18], Crandall et al. [19], Phaneuf et al. [20], and Di-
jkkamp et al. [21]. Also, Phaneuf et al. [22] and Janev et
al. [23] gave recommended total SEC cross sections, and
we note that these follow the measurements of Phaneuf
et al. [20] which disagree with the QMOCC calculations
of Shipsey et al. [16].

To help resolve such disagreements among the avail-
able data sets, to extend their range, and to provide the
detailed results needed in applications, in the present pa-
per, charge exchange between O6+ and H for SEC was
investigated systematically using the QMOCC [24, 25],
atomic-orbital close-coupling (AOCC) [27] and CTMC
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[28, 29] methods. Accurate total and state-selective cross
sections are provided for a large collision energy range.

In the QMOCC calculations, the adopted adiabatic po-
tentials and nonadiabatic couplings have been obtained
with the multi-reference single- and double-excitation
configuration interaction (MRDCI) approach [30, 31],
and the atomic basis sets used have been optimized with
the method proposed previously [26] to obtain accurate
descriptions of the high-lying Rydberg states of high-
ly charged ions. The QMOCC results are compared to
available experimental and theoretical data and extend-
ed to higher collision energies by the AOCC and CTMC
calculations reported here. It should be noted that the
collision energy is given in units of eV/u, the center-of-
mass energy per reduced mass, which is identical to the
incident ion energy per ion mass. Otherwise, atomic u-
nits (a.u.) are used throughout unless noted.

II. THEORETICAL METHODS

As there are no theoretical methods readily applicable
over the entire energy range considered (0.1 eV/u - 1000
keV/u), three different approaches have been utilized to
study of O6+ + H collisions in different energy regimes,
but generally with narrow regions of overlap. For the
collision energy range 0.1 eV/u - 10 keV/u, the QMOCC
method was utilized to obtained total and state-selective
cross sections; for 150 eV/u - 200 keV/u, the AOCC
method was used; and for 100 eV/u - 1000 keV/u, the
CTMC method was used.

A. QMOCC method

1. Electronic Structure Calculation

In a collision of O6+ with atomic hydrogen resulting in
SEC, an election is transferred from the hydrogen atom
to the oxygen ion in a valence state with principal quan-
tum number n most likely equal, in decreasing order of
likelihood, to 4, 5, or 3. Because the electrons original-
ly attached to O6+ remain in the tightly-bound 1s shell,
the captured electron’s state is essentially hydrogen-like
in character. Wu et al. [26] have developed a hybrid
basis set consisting of two components: i) the standard
Dunning neutral atom basis [32] and ii) a one-electron ba-
sis of hydrogen-like orbitals. The latter component was
optimized to reproduce nearly exactly the hydrogen-like
Rydberg ion energies. We adopt this approach here.

Considering O5+ as a hydrogen-like ion with effective
nuclear charge Z*=6, a large Gaussian basis set (17s,
11p, 9d, 6f , 3g) has been optimized and used for oxy-
gen. A (6s, 3p, 2d, 1f) basis contracted to [4s, 3p, 2d, 1f ]
was employed for hydrogen [32]. In the present work, an
ab initio MRDCI calculation [30, 31] has been carried
out to compute the adiabatic potentials and nonadiabat-
ic coupling matrix elements of the [OH]6+ system. Fif-

teen 2Σ+ electronic states in A1 symmetry and ten 2Π
electronic states in B1 symmetry have been computed.
A full configuration interaction calculation was applied
for internuclear distances between 1.0 and 40 a.u. Rela-
tive asymptotic energies of the [OH]6+ system have been
obtained and compared with the corresponding experi-
mental atomic spectroscopic data [33] in Table I. The
largest error in the relative asymptotic energies of the
[OH]6+ system is about 0.03 eV for the important chan-
nels with n of 3, 4, and 5. Given the optimized basis,
the nonadiabatic radial and rotational coupling elements
were calculated by applying a finite-difference method
[30].

2. Scattering Calculations

The QMOCC method has been described thoroughly
in previous work [24, 25] and outlined in reference [26].
With the electronic potentials and couplings, a coupled
set of second-order differential equations is solved and
matched to the plane-wave boundary conditions at large
internuclear separation (R=200) to obtain the K-matrix,
and from it the S-matrix [24]. The total charge exchange
cross section with initial state α to final state β is then
given by

σα→β =
π

k2

∑
J

(2 J + 1)|(SJ)αβ |2, (1)

where the unitary S-matrix for each partial wave J is
defined as

SJ = [I + iKJ ]
−1 [I − iKJ ]. (2)

I is the identity matrix and k denotes the wave number
for center-of-mass motion of the initial ion-atom channel.
The procedure described above is carried out until the
cross section converges with increasing number of partial
waves.

B. AOCC method

For intermediate collision energies, the AOCC ap-
proach [27] has been utilized. In this method, the time-
dependent electronic wavefunction is expanded in terms
of atomic orbitals of the isolated target and projectile.
Here we employ the method of Kuang and Lin [36, 37],
using a straightline trajectory for the projectile’s motion,
and including functions that span not only the bound s-
tates but also partially (discretely) the continuum. Since
the approach considers the collision system as possess-
ing one active electron, we have adopted a model po-
tential [38] to represent the interaction of this electron
with the O6+ core. Eigensolution using the Kuang and
Lin functions, in this potential for the oxygen ion and
the Coulomb potential for an electron interacting with
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TABLE I: Comparison between the experimental data [33] and the MRDCI calculation for the relative asymptotic energies
(in eV) of the [OH]6+ system. The energies E1 have been obtained with the optimized Gaussian basis set functions. ΔE1 is
the corresponding energy difference between the calculations and measurements E0. Note that different energy zero points are
adopted for ΔE1

(1) and ΔE1
(2).

Asymptotic atomic state Mol. State Ea
1 E0 ΔE1

(1) ΔE1
(2)

O5+(1s22s 2S) + H+ 1 2Σ+ 0.0 0.0 0.0 -0.10554

O5+(1s22p 2P o) + H+ 2 2Σ+ 11.94053 11.949 0.00847 -0.09707

1 2Π 11.94025 11.949 0.00875 -0.09679

O5+(1s23s 2S) + H+ 3 2Σ+ 79.28353 79.35482 0.07129 -0.03425

O5+(1s23p 2P o) + H+ 4 2Σ+ 82.50969 82.58751 0.07782 -0.02772

2 2Π 82.50958 82.58751 0.07793 -0.02761

O5+(1s23d 2D) + H+ 5 2Σ+ 83.57185 83.64292 0.07107 -0.03447

3 2Π 83.57137 83.64292 0.07155 -0.03399

O5+(1s24s 2S) + H+ 6 2Σ+ 105.63847 105.7208 0.08233 -0.02321

O5+(1s24p 2P o) + H+ 7 2Σ+ 106.94461 107.0397 0.09509 -0.01045

4 2Π 106.94439 107.0397 0.09531 -0.01023

O5+(1s24d 2D) + H+ 8 2Σ+ 107.3888 107.4794 0.0906 -0.01494

5 2Π 107.38842 107.4794 0.09098 -0.01456

O5+(1s24f 2F o) + H+ 9 2Σ+ 107.40948 107.5039 0.09442 -0.01112

6 2Π 107.4091 107.5039 0.0948 -0.01074

O5+(1s25s 2S) + H+ 10 2Σ+ 117.53785 117.6226 0.08475 -0.02079

O5+(1s25p 2P o) + H+ 11 2Σ+ 118.19015 118.2908 0.10065 -0.00489

7 2Π 118.18982 118.2908 0.10098 -0.00456

O5+(1s25d 2D) + H+ 12 2Σ+ 118.41965 118.5104 0.09075 -0.01479

8 2Π+ 118.4191 118.5104 0.0913 -0.01424

O5+(1s25f 2F o) + H+ 13 2Σ+ 118.42436 118.5264 0.10204 -0.0035

9 2Π 118.42412 118.5264 0.10228 -0.00326

O5+(1s25g 2G) + H+ 14 2Σ+ 118.42992 118.5276 0.09768 -0.00786

10 2Π 118.42966 118.5276 0.09794 -0.0076

O6+(1s2 1S) + H(1s 2S) 15 2Σ+ 124.12817a 124.23371 0.10554 0

aThe Coulomb repulsion 5/R has been subtracted at R = 100 a.u
between O5+ and H+

the proton in atomic hydrogen, was used to produce the
basis set.

For each collision energy considered, solution of the
coupled equations determined by inserting the expansion
into the Schrödinger equation was then performed, and
probabilities for transitions to these states were comput-
ed as a function of impact parameter, yielding the cross
sections for charge exchange to individual states within
the basis set. For the higher collision energies considered
here, up to 199 basis states were used (up to 90 on the
atomic hydrogen atom from the 1s level to 11f, and up to
109 on the O5+ product ion from 2s to 10g, with many
of the highest states in the pseudocontinuum). For the
lowest collision energies, the basis had to be reduced for
numerical stability, containing as few as 89 states (10 on
the hydrogen atom, 1s - 3d, and 79 on the oxygen ion, 2s
- 8g).

C. CTMC method

Applicable for collision energies beginning somewhat
higher than for AOCC, the CTMC approach was ap-
plied, which has the advantage of providing charge ex-
change cross sections to high principal quantum number.
This method simulates a collision by sampling trajecto-
ries stemming from initial electronic orbits within a large
ensemble of configurations [28, 29]. The motion of the
particles is determined by an iterative solution of Hamil-
ton’s equations of motion using either Coulomb (for the
electron - proton interaction in H) or model (for the elec-
tron - O6+ and proton - O5+ interactions) potentials. At
an asymptotic distance, the classical binding energies are
then calculated to determine if an inelastic or reactive
event occurred. Applying classical-quantum correspon-
dence relations [39, 40], the final n, l quantum state after
charge exchange can then be determined based on the
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binding energy and angular momentum of the electron if
it is bound to the projectile ion.

III. RESULTS AND DISCUSSION

For the collision energy range of the QMOCC calcu-
lation (0.1 to 104 eV/u), the exoergic channels are the
most important for charge exchange and, therefore, 22
states were considered, which included 3 2Σ+ – 15 2Σ+,
and 2 2Π – 10 2Π. As can be seen in Table I, the
energy gaps between the 2 2Σ+ and 3 2Σ+ states, and
between 1 2Π and 2 2Π, are about 70 eV in the asymp-
totic region. Consequently, charge exchange to 1 2Σ+,
2 2Σ+ and 1 2Π is not expected to be significant for the
range of collision energies considered using the QMOC-
C method. For higher collision energies, the AOCC and
CTMC methods have been used to obtain the total and
state-selective (nl-dependent) cross sections including en-
doergic channels.

A. Potentials and Couplings

In the present QMOCC calculation, radial and rota-
tional couplings were considered. As a sequence of the
initial channel symmetry of 2Σ+, channels in both 2Σ+

and 2Π symmetries are needed. In Figure 1(a), the adi-
abatic potentials are presented for the important n = 3,
4, and 5 channels for both 2Σ+ and 2Π symmetries. In
Figure 1(b) and Figure 1(c), the region of the avoided
crossings for n = 4 and 5 are displayed in detail owing
to their importance in the charge exchange calculation.
As there are a large number of channels in the current
QMOCC calculation, only the radial and rotational cou-
plings for the dominant n = 4 channels are presented, as
shown in Figures 2 and 3, respectively. We note that the
rotational coupling elements, in Figure 3 for example, are
divided by R2 in the coupled-channel equations, so that
their contribution approach zero as R goes to infinity.

B. Cross sections

Using the adiabatic potentials and the nonadiabat-
ic coupling matrix elements obtained with the MRDCI
method, QMOCC calculations were performed to obtain
the total and state-selective cross sections for O6+ colli-
sion with atomic hydrogen for the collision energies 0.1
eV/u - 10 keV/u. In Figure 4, the total cross sections are
presented and compared with the available experimental
and theoretical data as well as the current AOCC and
CTMC calculations. There is good agreement between
the present QMOCC calculation and the only other avail-
able low-energy calculation, that by Shipsey et al. [16],
except for energies larger than 2 keV/u. Good agreemen-
t between the present QMOCC and AOCC calculations
is also achieved in the overlapping energy range of 150

FIG. 1: Adiabatic potentials for [OH]6+ states as a function
of internuclear distance. (a): adiabatic potentials for n=3,
4, and 5 channels; (b): adiabatic potentials near the vicinity
of the avoided crossings for n = 4 channels; (c) adiabatic
potentials near the vicinity of the avoided crossings for n = 5
channels.

FIG. 2: (Color online) Nonadiabatic radial couplings for the
dominant n = 4 channels for both 2Σ+ and 2Π states.

eV/u - 2 keV/u. Compared with the available low energy
measurements of Crandall et al. [19], Phaneuf et al. [20],
and Dijkkamp et al. [21], there is fair agreement with
the QMOCC total cross section. However, the QMOCC
total cross section falls mostly within the experimental
error bars except for E > 2 keV/u and E < 150 eV/u.
Compared with the QMOCC calculation of Shipsey et al.
and the current AOCC results, the current QMOCC cal-
culations agree better with these measurements for E <
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FIG. 3: (Color online) Nonadiabatic rotational couplings for
the dominant n = 4 channels.

2 keV/u.
For 2 < E < 10 keV/u, the results of the current

AOCC calculations agree with all measurements. The
AOCC results also agree quite well with CTMC data
above about 50 keV/u. Below this energy, the CTMC
total cross section displays the expected plateau stem-
ming from the lack of underbarrier, specifically quantum
mechanical, charge exchange. The present CTMC result-
s are also consistent with much earlier calculations (not
shown in Figure 4 for clarity of the figure) by Olson and
Salop [17] and Shipsey et al. [16] using CTMC but with
an effective charge model of the interaction potentials,
but differ slightly in the shape of the curve below about
100 keV/u. We also note that there is good agreemen-
t between the AOCC and CTMC results and the only
available measurement [18] at high collision energies.

Based on the QMOCC, AOCC, and CTMC calcula-
tions,along with the available experimental data, a set
of cross sections has been deduced, with the total shown
in figure 5, which should aid in X-ray modeling studies.
Note that significant rotational coupling effects in the
very low collision energy range have been found in the
current QMOCC investigation. The underlying dynam-
ical mechanism will be discussed in detail in a separate
paper [41].

In Figure 6, the state-resolved cross sections are pre-
sented for n = 3, 4, and 5. At the n-resolved level, n =
4 dominates almost the entire energy range shown in the
figure, while the n = 5 cross sections increase steeply
with incident energy, exceeding that of n = 4 at about
5 keV/u. This behavior is a consequence of the avoided
crossings at very short internuclear distance, which be-
comes important at intermediate collision energy. Over
the energy range of 0.1eV/u to 10keV/u, the contribu-
tion from the n = 3 channel is negligible as predicted by
the QMOCC calculations. At the l -resolved level, the 4d

FIG. 4: (Color online) Total SEC cross sections for O6+(1s2)
+ H(1s) → O5+(1s2nl) + H+: Comparisons of the total cross
section from the present QMOCC, AOCC, and CTMC calcu-
lations with the available measurements.

FIG. 5: (Color online) The recommended total cross section
for O6+(1s2) - H(1s) collisions.

channel dominates for energies between 1 and 4 eV/u,
while for lower and higher energies, the 4f and 4p are
the primary capture channels, respectively.

The n-resolved cross sections obtained with the Q-
MOCC, AOCC, and CTMC methods are compared in
Figure 7. Note that CTMC n = 8 and AOCC n = 7
cross sections have not not been presented to make it
easier to distinguish the individual curves. There is ex-
cellent agreement between all methods for the dominant,
n=4 cross section. For the second most important chan-
nel, n=5, there is also excellent agreement between the
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FIG. 6: (Color online) QMOCC SEC calculations of l -, and
n- resolved cross section for O6+ + H collisions.

QMOCC and AOCC results for 150 to 800 eV/u, but the
CTMC results reverse the ordering of n=3 and n=5 for
E < 20 keV/u. The steep rise in the n = 5 QMOCC
cross section for E > 1 keV/u is likely due to basis set
truncation so that the AOCC results for these channels
are likely more reliable in this energy range. For n > 5,
the AOCC and CTMC methods give similar n-resolved
cross sections.

Figure 8 compares the QMOCC and AOCC l -resolved
cross sections for n = 4. There is reasonable agreement
in most cases with each of the l -specific cross sections
overlapping, but crossing at different energies. The one
exception is the 4f cross section for which there is a factor
of about two difference throughout the overlapping range
of energies for this state which is very high in the basis
set for both QMOCC and AOCC. We have determined
a recommended curve for all the n,l -resolved states indi-
vidually by utilizing the QMOCC cross sections typically
for E < 500 eV/u, the AOCC results above 5 keV/u, and
the CTMC and AOCC results above about 100 keV/u
(or CTMC alone for high n-levels), and made a smooth
transition between these regimes. The recommended to-
tal cross section is obtained by summing the n,l -resolved
recommended curves so that it is consistent with them.

In Figure 9, the recommended total SEC cross section
for O6+ + H collision is compared with our previous re-
sults for N6+, previous calculations for C6+ + H (recom-
mended curve [42], AOCC [43]), and measurements (C6+

+ H [20, 44], N6+ + H [26], and O6+ + H [20, 21]). The
effect of core electrons on the charge exchange process
can be examined by comparing different ions with the
same charge. There is fair coincidence for the N6+ + H
and O6+ + H systems, which have one and two electrons
in the tightly-bound 1s shell, respectively. For energies
less than 10 keV/u, slight differences exist related to the

FIG. 7: (Color online) n-resolved cross section comparison
between the QMOCC, AOCC, and CTMC calculations. Dot-
dashed lines: present QMOCC calculation; Dashed lines:
present AOCC calculation; Solid lines: present CTMC cal-
culation.

FIG. 8: (Color online) l -resolved cross section comparison be-
tween the QMOCC (solid curves)and AOCC (dashed curves)
calculations for n = 4.

number of capture channels and their symmetry, while
for energies larger than 10 keV/u, the total cross sections
converge as the core effect becomes negligible. However,
large differences are evident for C6+ + H, in which case
the initial ion is bare. As the collision energy increases
to about 1 keV/u, the core effect again become less im-
portant with the C6+ cross section approaching that of
the O6+ and N6+ cross sections. These trends are evi-
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FIG. 9: (Color online) Total SEC cross section comparison
between C6+, N6+, and O6+ with H.

dent in both the experimental and theoretical total SEC
cross sections suggesting for collision energies less than
∼500 eV/u, that the atomic structure of the incident and
product ions cannot be ignored.

For convenience in astrophysical modeling, the total
and state-selective rate coefficients for charge exchange in
collision of O6+ with H were calculated. These are com-
pared with the total rate coefficient for N6+ +H in Figure
10. A small difference between the total rate coefficient
is evident for temperatures T < 107 K, which is consis-
tent with the small difference in the total cross sections
presented in Figure 9. For the l -resolved rate coefficients
for O6+ + H, as shown in Figure 11 along with those
for N6+ + H, the n = 4,l channels dominate, while the
n = 5,l channels’ contributions increase with increasing
temperature becoming significant for T > 107 K. Note
that the total rate coefficients were obtained with the rec-
ommended cross section, while the state-selective values
were computed using the QMOCC results. Compared
with the total rate coefficients, there are much larger dif-
ferences in the state-selective rate coefficient not only for
T < 107 K, but also for higher temperatures, where the
total rate coefficients are nearly the same for these two
systems.

IV. CONCLUSIONS

Charge exchange for collisions of O6+(1s2 1S) and
atomic hydrogen have been investigated systemically u-
tilizing three different methods (QMOCC, AOCC, and
CTMC). Total and state-selective cross sections have
been computed for the large collision energy range of 0.1
eV/u - 1000 keV/u. For the QMOCC method, a hy-

FIG. 10: (Color online) Total theoretical SEC rate coefficients
for collision of O6+ + H and N6+ + H.

FIG. 11: (Color online) n,l -resolved SEC rate coefficients for
O6+ + H and N6+ + H.

brid basis set was applied within a MRDCI calculation
to obtain accurate adiabatic potentials and nonadiabatic
coupling matrices. Generally, there is good agreement
between the present QMOCC, AOCC, and CTMC re-
sults and with the available experimental and theoretical
data. SEC cross sections were obtained at the total, n−,
and l−specific levels. Based on the present QMOCC,
AOCC, and CTMC calculations, a recommended set of
cross sections has been deduced that will aid in X-ray
spectral modeling investigations.
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Abstract

We have measured EUV spectra from tungsten, gadolinium and neodymium ions in

optically thin plasmas produced in the Large Helical Device (LHD) at the National Insti-

tute for Fusion Science. Following the injections of solid pellets into hydrogen plasmas,

EUV spectra were recorded by a grazing incidence spectrometer under the conditions

with various electron temperatures. It has clearly been observed that the spectral feature

changes from discrete to quasicontinuum as the electron temperature decreases. Several

spectral lines from charge states in the neighborhood of Cu-like ions were identi ed in

the discrete features. The atomic structure calculations suggest that the quasicontinuum

emissions largely arise from Δn=0 transitions of open 4f subshell ions.

Keywords: EUV spectra, tungsten, gadolinium, neodymium, UTA, LHD

1. Introduction

Extreme ultraviolet (EUV) emission spectra from highly charged high Z ions have

recently drawn considerable attention in terms of some applications as well as basic atomic

physics. In fusion research, tungsten will be used as a plasma-facing component in the

forthcoming International Thermonuclear Experimental Reactor (ITER) [1]. For future

development of semiconductor lithography, highly charged lanthanide ions are being con-

sidered as potential light sources around 6.7 nm after the commercial use of sources using

tin plasmas at 13.5 nm [2,3].

This article reviews the recent measurements of EUV spectra from tungsten, gadolinium

and neodymium ions in optically thin plasmas produced in the Large Helical Device (LHD)

at the National Institute for Fusion Science [4–6]. Magnetically con ned torus plasma

can be considered as an ideal light source from highly charged ions of high-Z impurities

1
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without complicated opacity effects often observed in laser-produced plasmas. Therefore

the present study would provide experimental databases useful for the benchmarking with

theoretical calculations of the temperature/Z dependence of spectral feature.

2. Experiment

The LHD is one of the largest devices for magnetically con ned fusion research and

is equipped with several superconducting helical and poloidal coils [7]. Small amounts of

solid tungsten, gadolinium and neodymium hydride are introduced by a tracer encapsu-

lated solid pellet (TESPEL) [8] into a low density background hydrogen plasma of which

density is of the order of 1019 m 3. Total number of the injected tracer material is of the

order of 1017 atoms. The LHD is equipped with ve sets of neutral beam injection (NBI)

systems as a main heating device. Spatial pro les of electron density and temperature are

measured by a laser Thomson scattering diagnostic system [9] with spatial and temporal

resolution of about 20 mm and 33 ms, respectively.

Following the pellet injections, EUV spectra are recorded by a 2 m Schwob Fraenkel

grazing incidence spectrometer [10], groove density of which is 600 mm 1, under the con-

ditions with various electron temperatures. The spectrometer contains two microchannel

plates with phosphor screens coupled via ber optic conduit to a 2048 channel silicon pho-

todiode array thus permitting the simultaneous recording of two different spectral regions.

Note that the measured spectra are line-integrated ones along the region with different

electron temperature represented by the Thomson scattering diagnostic data. The frame

rate of the detector was typically 0.2 s in this study and the overall spectral resolution is

about 0.01 nm. The wavelength of the spectrometer is carefully calibrated by observing

known lines from impurities in other discharges.

3. Results and discussion

Tungsten spectra were observed around 5 nm and 18 nm regions [4,5]. Discrete

spectral feature is observed only in the 5 nm region when the electron temperature is

higher than 3 keV. A quasicontinuum spectral feature referred to as unresolved transition

array (UTA) is usually observed in the 5 nm region in lower temperature plasmas. A broad

quasicontinuum feature in the 18 nm region appears only in very low temperature plasmas

below 1 keV, and its peak position moves to shorter wavelength side as the temperature

increases.

Figure 1 shows three different EUV spectra in the 5 nm region with a tungsten pellet

injection when the peak electron temperature were (a) 3.5 keV, (b) 0.5 keV and (c) 1.1 keV.

The discrete lines around 4.7 nm and 6.1 nm in Fig. 1 (a) are identi ed as emissions from

2
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Figure 1: Three different types of EUV spectra around 5 nm with a tungsten pellet
injection under the peak electron temperature of (a) 3.5 keV , (b) 0.5 keV and (c) 1.1 keV.

highly charge states in the neighborhood of Cu-like tungsten ions (W39+–W45+) found for

the rst time in LHD. Note that an weak quasicontinuum background is still observed

due probably to the emission from the low temperature edge region. On the other hand,

only a quasicontinuum emission was observed in Fig. 1 (b). Under the intermediate

temperature shown in Fig. 1 (c), the spectral feature is basically quasicontinuum except

for some discrete structure around 4.9 nm due to charge states close to Ag-like tungsten

ions (W27+–W29+).

Figure 2 shows three different types of EUV spectra in the 6.0–9.3 nm region measured

in the same discharge with a gadolinium pellet injection [6]. The spectra in Fig. 2 (a), (b)

and (c) correspond to the timings when peak electron temperatures were 2.2, 0.24 and

1.0 keV, respectively. A characteristic hollow plasma was formed in the period of Fig. 2

(b) as the plasma temperature locally became almost zero near the core region. A sparse

spectrum with many discrete lines was observed in Fig. 2 (a). Several discrete spectral

lines were identi ed as Ni- and Cu-like ions. On the other hand, clear spectral narrowing

of the UTA took place around 6.8 nm in Fig. 2 (b), together with the appearance of some

discrete lines of Ag- and Pd-like ions. In Fig. 2 (c), the bandwidth of the UTA structure

from open 4p/4d subshell ions became broader and the center wavelength moved slightly

to longer wavelength around 6.9 nm. We have observed the same trend of the EUV
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Figure 2: Three different types of EUV spectra in the 6.0–9.3 nm region measured in the
same discharge with a gadolinium pellet injection when the peak electron temperatures
are (a) 2.2, (b) 0.24 and (c) 1.0 keV.

spectral feature also in another discharge with a neodymium pellet injection although the

center wavelength of the UTA from neodymium ions is around 8.0 nm. These observations

imply drastic change in charge state distribution in the plasma caused by the change in

electron temperature.

The atomic structure calculations have been performed for open N shell tungsten ions

using FAC and Cowan’s codes. Wavelengths and line strengths for n=4–4, 4–5 and 5–5

transitions of W7+–W27+ have been calculated using the Cowan’s code to establish the

region of the emission and to give an insight into the observed spectra [4,5]. Because of

the large number of levels arising from the open 4f subshell, it was necessary to make some

adjustments to the code to permit the handling of large matrices. The results indicate

that the quasicontinuum emissions in the 5 nm and 18 nm regions largely arise from

n =4–4 and 5–5 transitions, respectively, and that the contributions of open 4f subshell

ions should be important.

For more detailed analysis, we have tried to simulate the observed tungsten spectra in

Fig. 1 (a) and (b) using FAC code. Though the code calculations were performed for

W14+–W71+ including the effect of con guration interaction, only n=4–4 transitions were

considered in the calculation for W14+–W24+ due to the limited computational time. A
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Figure 3: Measured (grey) and synthesized (solid) spectra at an electron temperature of
(a) 3 keV and (b) 0.5 keV.

spectrum for each ion stage was calculated using collisional-radiative model, assuming

the measured plasma parameters. Then synthesized spectra were obtained by assuming

appropriate ion abundances. The results are shown in Fig. 3 where the measured and the

synthesized spectra are drawn by grey and solid lines, respectively. As shown in Fig. 3 (a),

the intensities and positions of several sharp peaks from W39+–W45+ at 3 keV are in good

agreement with the observation. In contrast, it was difficult to reproduce the measured

spectrum obtained at 0.5 keV as shown in Fig. 3 (b). In particular, the disagreement

of intensity is signi cant at the measured broad structure around 5.7 nm. It may be

necessary to include n=4–5 transitions though it would require huge computational time.

The trend of the UTA feature of gadolinium ions shown in Fig. 2 (b) and (c) agrees

qualitatively with FAC and Cowan’s code calculations published in previous papers [2,11]

which concluded that the center wavelength of the band moves toward shorter wavelength

as the ion stage increases up to Ag-like ions around 6.8 nm, while it moves back to longer

wavelength as the ion stage further goes up beyond Ag-like ions. The more detailed

theoretical analysis of the measured spectra for gadolinium ions have been performed

using a group of computer codes GRASP92, which will be reported in the near future.

4. Conclusion

We have measured different types of EUV spectra from tungsten (Z=74), gadolinium

(Z=64) and neodymium (Z=60) ions in optically thin LHD plasmas with a pellet injection
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by a grazing incidence spectrometer. The measured spectral features of tungsten ions have

been compared with calculations of FAC and Cowan’s codes. The quasicontinuum UTA

features in the 5 nm and 18 nm regions are primarily due to n = 4–4 and 5–5 transitions,

respectively. A large contribution of charge states lower than W27+ is suggested in both

wavelength regions. Drastic change in the spectral feature of gadolinium and neodymium

has been clearly observed following the change in electron temperature. Several discrete

lines in the highest and the lowest temperatures have been identi ed as n = 4–4 or 4–5

transitions of Ni-, Cu-, Ag- and Pd-like ions.
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Abstract

Hydrogen-like nitrogen plasma is expected as one of light sources to generate extreme

ultraviolet (EUV) light. A hydrogen-like nitrogen ion emits a photon at 13.4 nm with an

optically allowed transition from n = 3 to n = 2, where n stands for a principal quantum

number. We focus on the properties of the population inversion between n = 3 and n

= 2, and estimate the lasing potential by numerical simulation. In our previous study,

higher gain-length products GL are obtained and desired plasma conditions are found.

In this paper, our study up to now is surveyed and the e ect of photo processes due to

amplified EUV light during the propagation in plasma is considered. The present status

of this study will be also brie y reported.

Keywords: Hydrogen-like nitrogen plasma, Population inversion, Photo processes

1. Introduction

A development of a short-wavelength light source has been promising for industrial

applications in variety of fields, for example, micro-fabrication technology, elucidation of

atomic and/or molecular structure of material, and biological science [1]. The typical

wavelength of extreme ultraviolet (EUV) light is 5 - 40 nm, and the experiments for EUV

light generation have been done by high current discharge and/or intense laser irradia-

tion. At the moment, the related experiments to generate EUV light source at 13.5 nm

by discharge produced plasma has been performed for the next generation semiconductor

lithography [2]. Hydrogen-like nitrogen plasma is also one of promising light sources for

the purpose. A hydrogen-like nitrogen ion emits a photon at 13.4 nm with an optically

allowed transition from n = 3 to n = 2. Here, n stands for a principal quantum number.

The wavelength is near that for the next generation semiconductor lithography. An exper-

iment for the lasing of the EUV light by high current discharge was performed, however

there was no lasing [3].

In this study, we focus on the properties of the population inversion between n = 3 and

n = 2, and estimate the lasing potential by numerical simulation. Estimated are plasma
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conditions for the lasing with high gain-length products GL. In general, GL > 5 is

needed [4]. In our previous study, plasma conditions giving GL > 10 were estimated

[5]. Since the propagation of the EUV light were not considered in the calculation, photo

processes by the EUV light are being examined now. In this paper, we will survey our

previous study, and brie y report the progress on the contribution of photo processes.

2. Calculation Conditions

In this calculation, to demonstrate a recombining phase, stepwise cooling shown in

Fig.1 is adopted. Ion density is kept constant to exclude the e ect of plasma hydrodynamic

motion, and lasing potential can be estimated in the viewpoint of atomic population

kinetics. In Fig.1, TH and TL are an initial and a final electron temperatures before and

after cooling, respectively. The detail descriptions on the atomic population kinetics can

be referred to Ref.[5].

stepwise
cooling

TH

TL

e
le

c
tr
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n

 
 t
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tu
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e

0 time

Figure 1: Time evolution of an electron temperature profile.

3. Calculation Results and Discussion

Fig.2 shows a typical time evolution of the population densities per statistical weights

of hydrogen-like nitrogen ions. TH and TL are assumed to be 300 eV and 10 eV, respec-

tively. The ion density ni is 1018cc−1. It is found that the population inversion is created

between n = 3 and n = 2. The duration of the population inversion becomes shorter

with increase in an ion density ni [5,6]. Fig.3 shows the corresponding gain coe cient

with the plasma condition. Since the resultant gain G shows a time-dependent feature,

a time-averaged gain is estimated to get insight into the lasing potential. Furthermore,

the maximum plasma length L can be approximately estimated by the product of cτe,

where c is a speed of light and τe is the duration of the population inversion (see Fig.3).

At ni = 1018cc−1, a high lasing property is obtained.

In our previous study, the processes associated with doubly excited states are consid-

2
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Figure 2: Time evolution of population densities per statistical weights of hydrogen-like
nitrogen ions at TH = 300 eV, TL = 10 eV, and ni = 1018cc−1. In the figure, “DL” means
“dielectronic-capture ladderlike processes”.

Figure 3: Time evolution of gain coe cient at TH = 300 eV, TL = 10 eV, and ni =
1018cc−1. In the figure, “DL” means “dielectronic-capture ladderlike processes”.
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ered. The processes are called dielectronic-capture ladderlike (DL) processes, which is

proposed by Fujimoto et al [7]. The DL processes implicitly include doubly excited states

of which outermost electron is in a higher orbital. In Figs.2 and 3, such processes are

not included. With the plasma condition shown in Figs.2 and 3, the DL deexcitation is

dominant. The DL deexcitations from n = 3 and 4 to n = 2 reduce the gain [5,6].

Fig.4 shows the time-averaged gain-length products GaveL at TL = 10 eV. At ni =

1018cc−1, GaveL > 10 is found. In the calculation, however, only collisional processes

are included to estimate GaveL, so photo processes associated with the EUV radiation of

13.4 nm are considered to clarify the property of the EUV light amplification during the

propagation in nitrogen plasma.

Figure 4: Time-averaged gain-length products GaveL at TL = 10 eV.

Fig.5 shows a comparison of rate coe cients between collisional deexcitation and photo

excitation at TL = 10 eV and ni = 1018cc−1. An average ionization degree of nitrogen is

assumed to be 6. At the amplified EUV light intensity > 0.2 - 0.4 mW/cm2/Hz, it is

found that the photo excitations by the EUV light can a ect the population densities of

n = 3 and n = 2. In this study, the population inversion is broken due to the collisional

deexcitation with DL processes between n = 3 and n = 2. However, it seems that the

photo excitations compensate for breaking of the population inversion. We are developing

a rate equation solver with such photo processes as seen in Fig.5 coupled with radiative

transfer.

4. Summary and Future Plan

4
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Figure 5: Comparison of rate coe cients between collisional deexcitation and photo ex-
citation at TL = 10 eV and ni = 1018cc−1. The photo excitation of 2p - 3s transition can
be negligible due to its small oscillator strength.

In this paper, we surveyed our previous study, and the recent progress is brie y

presented. At TL = 10 eV and ni = 1018cc−1, high gain-length products can be obtained. It

is found that the DL processes have a large contribution to make the population inversion.

Photo excitations between n = 3 and n = 2 must be considered at the amplified EUV

light intensity > 0.2 - 0.4 mW/cm2/Hz to estimate the radiative property of the EUV

light. We will report the results elsewhere.
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The Second Announcement 

 
The 4th China-Japan Joint Seminar on  

Atomic and Molecular Processes in Plasma (AMPP2012)  
 

Jul. 30 – Aug. 4, 2012, Lanzhou, China 
 

� Scientific Sessions and Publication of the Proceedings 

1. All the participants who give a contribution are kindly requested to give an oral 
presentation for about 30 minutes; 20 minutes will be for talk, and 5-10 minutes for 
discussion.  

2. We will supply the high-definition projector connected with laptop. A Windows-based 
laptop with Acrobat Reader and Microsoft PowerPoint 2007 is available. The participant 
is requested to supply their presentation material by CD-ROM or flash disk. If you 
would like to use the conventional Overhead Projector (OHP), please let us know as 
early as possible. 

3. The contributions to this seminar will be published as one of the issues in the NIFS 
Research Report series. The details of the instruction for the submission will be 
announced at the seminar. 

4. Selected papers of the contributions will be organized to submit to the relevant 
international journal. The details will be announced at the seminar. 

� Registration and Fee 

Only on-site registration is available, the registration fee will be charged in Chinese Yuan (CNY).  

The fee for full registration attendee is CNY 3,000. It includes: full access to all the Scientific 
Program, book of abstracts, tea/coffee breaks. The fee for student attendee is CNY 1,500. The fee for 
accompanying person is CNY 1,000. The payment can ONLY be made by CASH. It is also 
convenient to take cash from the Automatic Teller Machine (ATM) by Visa/Master Card or CITI 
Bank card. 

� Social program 

After the academic talks in the seminar room, we will continue open discussion on the way to 
Labrang Monastery, Sanke Grasslands in Xiahe county and HIRFL-CSR in Insititute of Modern 
Physics, CAS, Lanzhou. 

The Labrang Monastery is located at the foot of the Phoenix Mountain northwest of Xiahe County 
in Gannan Tibetan Nationality Autonomous Prefecture, Gansu Province. It is one of the six great 
monasteries of the Geluk (Yellow Hat) school of Tibetan Buddhism. The monastery was built in 
1710 by Jiamuyang, the first Living Buddha, and now it is the largest cultural center of the Tibetan 
Buddhism in Gansu, Qinghai and Sichuan provinces after being built and rebuilt by the Living 
Buddhas of the ages. 

Sanke Grasslands, covering an area of around 70 square kilometers, is a lonely, beautiful place 
that is a nice change for those from bustling Lanzhou. There are only 4,000 Tibetan nomads on the 
grasslands. They are living in Tibetan style canvas tents.  

� Arrival and Accommodation 

The local organizers will be looking forward to your arrival in the Expert Building of Northwest 
Normal University on Jul. 30, 2012. In order to help the participants to arrive at the hotel, the local 
organizers will send some colleagues to the Lanzhou Zhongchuan airport to meet the participants at 
there. 
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For convenience of the arrangement, all the participants are encouraged to inform their arrival and 
departure dates, times, and the flight numbers to dingxb@nwnu.edu.cn in advance. The local 
organizers also need your passport number (or ID number for Chinese participants) and your date of 
birth to book the insurance if you would like to take part in the excursion to Xiahe. 

Hotel rooms will be arranged for all the participants by the local organizers.  

� Weather and Temperature 

The weather is likely to be hot (the highest temperature approaches 35 ) and dry in Lanzhou but 
cold (the lowest temperature approaches 7 ) and humid in Xiahe. Especially, the temperature 
difference between the day and night is quite big (about 35,28  in the day and 17,7  in the night 
in Lanzhou and Xiahe, respecitvely). The local organizers suggest you to bring a coat or water-proof 
hard shell with fleece for you. We also suggest the participants to wear comfortable shoes to have a 
nice excursion.   

It is also noticeable that the altitude of Lanzhou is 1,500 meters, while the altitude of Xiahe is 
mostly higher than 3,000 meters. It is recommended to take some usual medicine travel with you.  
 

Contact 

Prof. Dr. Dong Chenzhong 
Email: dongcz@nwnu.edu.cn   
Phone: +86-(0)931-7970186   
Fax: +86-(0)931-7971503 
Mail: Northwest Normal University,  

Anning East Road 967, Anning, Lanzhou  
730070 China 

Seminar Secretary 

Dr. Ding Xiaobin 
Email: dingxb@nwnu.edu.cn 
Alternative Email: ding.xiaobin2004@gmail.com 
Phone: +86-(0)931-7970186   

For more information, please visit:   http://ampp.nwnu.edu.cn/   

Dr. Fumihiro Koike 
Email: koikef@kitasato-u.ac.jp  
Phone: +81-(0) 42-778-9225, 8029   
Fax: +81-(0) 42-778-8441 
Mail: Kitasato University, Kitasato 

1-15-1 Sagamihara  
228-8555 Japan 
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